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Abstract

The process of reconstructing quantum states from experimental measurements, accomplished through quantum
state tomography (QST), plays a crucial role in verifying and benchmarking quantum devices. A key challenge of
QST is to find out how the accuracy of the reconstruction depends on the number of state copies used in the measure-
ments. When multiple measurement settings are used, the total number of state copies is determined by multiplying
the number of measurement settings with the number of repeated measurements for each setting. Due to statistical
noise intrinsic to quantum measurements, a large number of repeated measurements is often used in practice. How-
ever, recent studies have shown that even with single-sample measurements—where only one measurement sample is
obtained for each measurement setting—high accuracy QST can still be achieved with a sufficiently large number of
different measurement settings. In this paper, we establish a theoretical understanding of the trade-off between the
number of measurement settings and the number of repeated measurements per setting in QST. Our focus is primarily
on low-rank density matrix recovery using Pauli measurements. We delve into the global landscape underlying the
low-rank QST problem and demonstrate that the joint consideration of measurement settings and repeated measure-
ments ensures a bounded recovery error for all second-order critical points, to which optimization algorithms tend to
converge. This finding suggests the advantage of minimizing the number of repeated measurements per setting when
the total number of state copies is held fixed. Additionally, we prove that the Wirtinger gradient descent algorithm
can converge to the region of second-order critical points with a linear convergence rate. We have also performed
numerical experiments to support our theoretical findings.

Keywords: Quantum state tomography, Pauli measurements, Nonconvex optimization.

1 Introduction

In the realm of quantum information processing that encompasses quantum computation [1,2], quantum communi-
cation [3,4], quantum metrology [5,6], and more, a pivotal task lies in acquiring knowledge about quantum states.
The best way of achieving said task is known as quantum state tomography (QST) [7—11], which allows one to fully
reconstruct the experimental quantum state with high accuracy. For an n-qubit quantum system, its quantum state is
represented by a density matrix p of dimension 2™ x 2". To estimate an unknown experimental quantum state p,
one typically needs to perform quantum measurements on multiple identical copies of the state. In the most general
scenario, these quantum measurements are described by the so-called Positive Operator-Valued Measures (POVMs),
which are collections of positive semi-definite (PSD) matrices or operators { E1, ..., Eq} that sum up to the identity
operator. Each operator E; (¢ = 1,...,Q) in a POVM corresponds to a potential measurement outcome that occurs
with a probability denoted by p, = trace(Eqp). Due to the inherent probabilistic nature of quantum measurements,
a precise estimation of p usually requires repeating the measurements a considerable number of times (say M) using
one or more sets of POVMs. This repetition allows one to obtain a statistically accurate estimate p, of each p,,.

An important question in QST is how many state copies are needed for the measurements to reconstruct a generic
quantum state within a given error threshold. The answer to this question depends critically on the choice of measure-
ment settings (i.e., the POVM) used. Commonly studied measurement settings include Pauli measurements [12,13],
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Clifford measurements [14], and Haar-distributed unitary measurements [15], 4-design [16], etc. Unless the mea-
surement setting provides information completeness, more than one measurement setting needs to be used. A simple
example is the Pauli basis measurement used widely in various quantum experiments, where each qubit is measured
in the Pauli z, y, z bases respectively, resulting in 3" different measurement bases/settings necessary for obtaining full
information of the quantum state. In general, we shall denote K as the number of measurement settings, and M as
the number of measurements for each setting. The total number of state copies used for QST is thus given by K M.
In most of the previous studies, M is chosen to be large such that the empirical probabilities p, are close to the true
probabilities p,. Conversely, if M is small, the signal-to-noise ratio between the clean measurements {p,} and the
statistical errors {p, — p,} could become substantially less than 1, making accurate QST challenging. Surprisingly,
recent works [17,18] show that as long as KM is large, even setting M = 1 can lead to high-accuracy QST, which
is somewhat counter-intuitive as each measurement gives little information of the true probability distribution for the
particular measurement setting. When the total number of state copies K M is held fixed, it appears that the use of a
large number of different measurement settings K can effectively compensate for the large statistical error associated
with a low number of measurements per setting M. Consequently, the primary question we address in this paper is:

Question: What is the trade-off between the number of measurement settings (K)
and the number of repeated measurements per setting (M) in QST?

Main results Our objective is to answer the main question posed above with a focus on reconstructing a quantum
state represented by a low-rank density matrix using Pauli measurements, a topic that has been studied extensively
[12,19-21]. Specifically, for an n-qubit system, we reconstruct the target state from the experimental measurements
of a set of n-body Pauli observables {W},}/ . Each W} is represented by a tensor product of single-qubit Pauli
matrices 01, 02, and o3, as well as the identity matrix o (see (4) for their explicit forms): Wy = o, ® 0p, - - 0,
where k; = 0,1,2,3 fori =1,2,--- ,n. Physically, each W}, can be measured by measuring o, for the i-th qubit for
¢t =1,2,--- ,n. Such measurement is routinely performed in most current quantum computing hardware platforms. In
total, there are 4™ distinct n-body Pauli observables denoted by {VV}};‘L Our QST protocol randomly chooses K of
them with replacement and measures each of them M times, thus consuming K M total state copies. It is noteworthy
that some {W},} may be measured more than once. While for a generic quantum state, one needs to measure all
elements of {W;}%", to gain full information of the state needed for accurate QST, for a low-rank density matrix,
measuring only a small random set of {Wk}szl is sufficient for recovering the target state with high precision [12,19].

Our main result is to show that for a fixed number of total state copies given by K M, choosing a larger K (for
a sufficiently large K') always leads to a smaller upper bound of the recovery error. Our numerical simulation results
with random low-rank physical states further show that the actual recovery error also decreases as K is increased, with
M = 1 generally giving the smallest recovery error. This suggests that the optimal Pauli observable measurement
strategy is to maximize of the number of measurement settings. Mathematically, we can state our main result with the
following theorem:

Theorem 1. (informal version of Theorem 4 and Corollary 1) Given an n-qubit density matrix p of rank r, randomly
select K n-body Pauli observables from the full set {m}fll and perform measurements of each M times. For any
e >0 if K > Q2"nb), M < O(K/n), and KM > Q(g(K)4"nr/e?), where g(K) is Q(1) but decreases
monotonically as K increases, then with high probability, every local minimum of a particular low-rank least squares
estimator that involves the measurement results can recover the density matrix with an e-closeness in the Frobenius
norm, and such minima can be achieved by employing a Wirtinger gradient descent algorithm with a good initialization.

Our results quantify the impact of the total number of state copies K M on the recovery error. Importantly, since the
function g( K') and the failure probability are both inversely related to K, increasing K while keeping K M constant can
substantially decrease the recovery error while boosting the success probability. In addition, we propose a Wirtinger
gradient-based factorization approach, which proves the existence of a method that can converge to the region of
favorable local minima with a linear convergence rate when appropriately initialized. Our theoretical findings are
substantiated by numerous experimental results.

Related works Numerous theoretical studies in the QST literature [13,14,16,19,22-24] have proposed methodolo-
gies involving the least-squares loss function to recover low-rank density matrices. It is noteworthy that [13,23]



primarily investigate error and algorithmic aspects utilizing Pauli measurements. Drawing upon the projected least
squares method and employing Pauli measurements, which include both Pauli observable and Pauli basis measure-
ments, [13] examined the necessary number of total state copies (/X M) to achieve accurate recovery in the trace norm.
However, the trade-off between K and M was not explored. While [23] dealt with a loss function similar to ours, it
did not address measurement noise, which arises due to the utilization of empirical Pauli measurements. Moreover,
the algorithm analysis failed to establish the connection between recovery error and the total number of state copies
(KM).

The QST problem can be viewed as complex matrix sensing, involving a specific type of measurement operator and
inherently probabilistic measurements. In the last few decades, nonconvex optimization for matrix sensing has evolved
in two main directions: (1) local geometry of two-stage algorithms [25-30], which rely on optimization algorithms with
proper initialization; and (2) global landscape analysis and initialization-free algorithms [31-37]. However, these prior
works have predominantly focused on real matrix sensing in noiseless environments or with Gaussian noise, making
them unsuitable for addressing QST involving complex matrices and measurement noise. Note that as a special case of
matrix sensing, previous studies have explored the local geometry and global landscape of complex phase retrieval with
a rank-one target matrix [38,39]. To solve this problem efficiently, the Wirtinger flow algorithm with a convergence
guarantee has been provided in [38]. We consider an algorithm that is essentially the same as Wirtinger flow, but we
highlight two important differences. First, we employ a different step size than that in [38], where it was prescribed to
be inversely proportional to the magnitude of the initial guess. Second, whereas [38] studied the recovery of a rank-one
matrix from rank-one measurements, our theoretical results extend these findings to the case of rank-r complex matrix
recovery with measurement noise.

1.1 Notation

We use bold capital letters (e.g., X) to denote matrices, bold lowercase letters (e.g., ) to denote vectors, and italic
letters (e.g., x) to denote scalar quantities. The calligraphic letter A is reserved for the linear measurement map. For a
positive integer K, [K] denotes the set {1, ..., K'}. The superscripts (-) " and (-)™ denote the transpose and Hermitian
transpose operators, respectively, while the superscript (-)* denotes the complex conjugate. For two matrices A, B
of the same size, (A, B) = trace(AYB) denotes the inner product between them. ||A|| and || A|r respectively
represent the spectral norm and Frobenius norm of A. For a vector a of size N X 1, its [,,-norm is defined as ||a||,, =
(Ezzl |am|™) 7. For two positive quantities a,b € R, the inequality b < a or b = O(a) means b < ca for some
universal constant ¢; likewise, b 2 a or b = Q(a) represents b > ca for some universal constant c. U, is the set of
unitary matrices of size r.

2 Preliminary

In this section, we provide a brief review of QST based on Pauli measurements, starting from basic concepts in quantum
mechanics such that quantum state and quantum measurement.

Quantum state and measurements For a quantum system composed of n qubits, its quantum state is represented
by a density matrix p € C2"*2" that obeys two properties: (i) p > 0 is a positive semidefinite (PSD) matrix, and
(it) trace(p) = 1. The objective of quantum state tomography is to construct or estimate the density matrix p of a
physical quantum system by performing measurements on an ensemble of identical state copies.

The most general measurements on a quantum system are denoted by Positive Operator Valued Measures (POVMs)
[1]. Specifically, a POVM is a set of PSD matrices

Q
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Each POVM element E; is linked to a potential outcome of a quantum measurement. The probability p, of detecting
the g-th outcome while measuring the density matrix p can be expressed as follows:

pq = (Eq, p) @



where 23:1 Pg = 1 dueto (1) and the fact that trace(p) = 1. Given the probabilistic nature of quantum measurements,

it is necessary to prepare multiple copies of the quantum state in the experiment. In other words, since it is not possible

to directly obtain {p,} in a single physical experiment, one typically repeats the measurement process M times. By

taking the average of the statistically independent outcomes, one can obtain the empirical probabilities as follows:
~fq

pq_Maqe[Q]::{lw"aQ}a (3)

where f, denotes the number of times the g-th outcome is observed in the M experiments. The empirical probabilities
{Py} can then be used to recover or estimate the unknown density operator p.

Collectively, the random variables f1, . . ., fq are characterized by the multinomial distribution Multinomial(M, p)
[40] with parameters M and p = [pl e pQ] T, where p, is defined in (2). It follows that the empirical probability
Dy in (3) is an unbiased estimator of the true probability p,. For convenience, we call {p,} and {p,} the population

and empirical (linear) measurements, respectively.

Pauli observables Pauli observables/matrices are widely used in quantum measurements. For a single qubit, the
Pauli observables are represented by the following 2 x 2 matrices:

10 0 1 0 1 10
0.0: O 170-1:01‘: 1 0702201/: _Z 070-3:0-.2: 0 _1 . (4)

Here we include the identity matrix oy which is technically not a Pauli matrix for the purpose of forming an orthonormal
basis for C2*2 (with proper normalization). For n qubits, letting D = 2", we can obtain D-dimensional Pauli matrices
W, € CP*P by forming n-fold tensor products of o, o1, 02, 03:

Wi=0k @0k, @ Q0op,, (ki,..., kn) €{0,1,2,3}", Vk=1,...,D? 5)

Each D-dimensional Pauli matrix W}, has full rank with eigenvalues £1. Moreover, the properly normalized D-
dimensional Pauli matrices, %{Wl, ..., Wp2}, form an orthonormal basis for CP*P. Because of this, any density

matrix p € CP*P is fully characterized by the inner products (W7, p), ..., (Wp2, p), which are physically the

expectation values of the n-qubit Pauli observable W, and are referred to as the Pauli observable measurements.
The problem of QST—estimating p—can therefore be formulated as the problem of estimating all {(W}, p)}kD;.
Experimentally, we can measure each W), using the following Pauli basis measurement that is routinely performed in
various quantum computing platforms.

Pauli basis measurement Again let D = 2". Following [19-21], we can expand each W), using linear combinations
of local Pauli basis measurement operators. Specifically, we can associate each two-dimensional Pauli basis matrix o;
with a two-outcome POVM {Eli} corresponding to its eigenvectors. For example,
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Here, each { EX} represents a rank-one orthonormal POVM!' for i = 1,2,3. It is important to note that since oy is
an identity matrix, we can associate oy with any of the rank-one orthonormal POVM elements {Ef}, specifically,

I'The measurement operators within a rank-one orthonormal POVM are projection operators onto orthonormal states of the Hilbert space



oo = E + E; foralli = 1,2, 3. To simplify the notation, we can set EFf = EF. Thus, we can associate each Pauli
basis matrix o; 'with a two-outcome POVM {EF} in a unified way as

=E +a,E;, Vi=0,1,2,3, where g = 1,847 = dip = a3 = —1. )
Furthermore, we can rewrite the k-th D-dimensional Pauli matrix W, as
Wi =0, ® - Qoy, = (E+ +ak1E_)®~-®(E,j” —|—aknEk_”)
= E} ®FE! ®---El +a,E, 9FE ®---QE!
<-4 OzklEkl ® Olk2Ek2 R ® O‘knEk_n
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which implies that we can define a Pauli basis-based D-outcome POVM:

{Ek,l,...,Ek,D}{E,;‘i®~-®E;EL}. (11)

Quantum measurements with this POVM will be characterized by D probabilities (population measurements), which
we refer to as the Pauli basis measurements:

{pk,h . 7pk,D} = {<Ek,1,P>, ceey <Ek,D7P>}~ (12)

Finally, the Pauli observable measurement with W}, can be expressed using a linear combination of these probabilities:
(Wi, p Zakg  Proj- (13)

From the discussion above, it follows that we can obtain empirical estimates of {(W},, p)} by performing the Pauli

basis measurements in (12). Specifically, for a fixed k € {1,2,..., D?}, we perform the experiments M times and
obtain the empirical probabilities {Py 1, . . ., Pk,p }. Then, the k-th Pauli observable measurement can be estimated as
follows:

(Wi, p Z% Pr.j» (14)

where the right-hand side is also called an empirical Pauli observable measurement.

Statistical error in the empirical Pauli observables Since the measurement of each Pauli observable W, can only
be done experimentally for a finite number of times, the empirical estimate of each (Wj, p) is subject to statistical
errors. Intuitively, one might expect that empirical Pauli observables obtained from empirical Pauli basis measurements
could exhibit large statistical errors, as they involve a great number of empirical probabilities. However, according to
Lemma 4 in Appendix E, the following result demonstrates that the statistical error for this case can be bounded by the
order of 1/M.

Lemma 1. For any Pauli matrix Wy, € CP*P as defined in (5), the term Zle Qg j - D,j in (14) serves as an unbiased
estimator for (W, p) with a statistical error bounded as:

D
. 2-2/D 2
E (;ak,j -p;w) -Wip) | | <=/ <35 (15)



Note that the left hand side of (15) is the variance of the error in estimating (W}, p). The result in (15) indicates that
the statistical error does not increase significantly with respect to D. To support this argument, we conduct a numerical
experiment as follows: We randomly generate 100 Pauli matrices by selecting 100 indices from the set {1,..., D%}
with replacement and a density matrix p = UU™ € C?"*2", where U = ﬁ € C?"*" with the entries of A
and B being independent and identically distributed (i.i.d.) from the standard normal distribution. In Figures 1(a)-1(d),

we calculate I[-E[(E:jD:1 ki Pr.j — (Wi, p))?] (averaged over 100 Monte Carlo trials) for various numbers of qubits

n and experiments M/ and show that it generally scales as ﬁ, consistent with Lemma 1.
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Figure 1: Numerical computation of E[(ZJD:l ki Dr.j — (Wi, p))?] for different n and M.

3 Recovery Guarantee for Pauli Observable Measurements

In this section, we will study the recovery of a ground truth density matrix p* from the above-mentioned Pauli observ-
able measurements.

3.1 Measurement setting and the matrix factorization approach

Definition 1 (Measurement setting). Suppose we draw A1, ..., Ak i.i.d. uniformly at random (with replacement) from
the Pauli matrices {W7, ..., Wp2} defined in (5). We can generate K Pauli observables for p* through the linear



measurement operator A : CP*P — RE g5

N D
Y1 (Aq, p*) 2 jo1 Q15 Pl
y=A(p*) = = = , (16)
YK (Ak,p*) Z?zl 0K PK.j
where {py 1, . ..,Dr D} are the Pauli basis measurements in (12). Note that K also denotes the number of POVMs. For

each D-outcome POVM, suppose we repeat the measurement process M times and take the average of the outcomes
to generate empirical probabilities

Dh,j = J;’\“; kelK], jelD], (17

where fy, ; denotes the number of times the j-th output is observed when using the k-th POVM M times. We further
denote the empirical Pauli observable measurements as

~ D ~
Y1 Zj:l Q1,5 P1,j
y=1|:1|= : (18)
~ D ~
Y D=1 0K, PK,j
We denote by e the error in the empirical Pauli observable measurements:
e=79—ycRE, (19)

Before introducing the loss function, it is helpful to incorporate a low-dimensional structure into the ground truth
state p*. The dimension of a quantum system grows exponentially with its components, such as the number of particles
in the system. Consequently, the matrix size of p* becomes very large even for a moderately sized quantum system. To
overcome challenges related to the direct estimation of the density matrix, such as computational and storage costs, we
can exploit the inherent structure of pure or nearly pure quantum states characterized by low entropy and represented as
low-rank density matrices [13—16,41]. However, dealing with the rank constraint in the density matrix often requires an
expensive singular value decomposition (SVD), leading to high computational complexity. To address this, we propose
a Burer-Monteiro type decomposition [42,43] to represent the density matrix as follows:

p=UUY where U € C*"*" and ||U || = 1. (20)

Based on this parameterization, we might consider a non-convex optimization problem as follows:

2

; 2n

2

o D Hy o~
glenclgglngf(U) = 2KHA(UU )—Y

where A is the induced linear map as defined in (16).
We note, however, that as defined, f(U) is non-holomorphic in the complex variable domain, rendering the com-
putation and analysis of gradients and Hessians cumbersome. For this reason, we consider instead the problem?

2

: (22)

2

D T~
U,U") = = ||[AUU*") -
Ur%ryerpclggrf( )=5 KH ( )—Y

where U™, representing the complex conjugate of the matrix U, is considered a second variable in the optimization.
The benefit of parameterizing the objective function by both U and U* is that f(U,U*) remains holomorphic in U
for a fixed U™, and vice versa, allowing the use of Wirtinger derivatives to compute gradients and Hessians. While one
could alternatively parameterize f(U) by Re {U} and Im {U}, this would increase the complexity of the analysis.
We refer readers to [44, Chapter 3] for a comprehensive discussion on complex matrix analysis.

2Note that UUH is consistently used as shorthand for UU * T,



We also note that the solution set presented in (22) only comprises low-rank and PSD matrices, omitting the
unit trace constraint. This omission arises because imposing the unit Frobenius norm does not notably diminish the
magnitude of the recovery error. We refer readers to the additional discussions after Theorem 4 and Corollary 1. Thus,
we will exclusively concentrate on the set of low-rank and PSD matrices without the unit trace constraint.

Despite /5 loss being a convex function, the bilinear form in (20) renders the objective function of (22) nonconvex.
This indicates that (22) may contain many saddle points or spurious local minima at which algorithms like Wirtinger
gradient descent could get stuck. Therefore, it is crucial to conduct a thorough analysis of the landscape of (22)
to better understand the distribution and characteristics of saddle points and local minima. Specifically, through the
following analysis under the restricted isometry property (RIP) for Pauli observable measurements, we divide the
objective function landscape into two regions. In one region, any critical points must be strict saddle points, at which
algorithms like Wirtinger gradient descent will not get stuck. This implies that any local minima in (22) must reside
in the other region. Then, by delving further into the information gleaned from the local minima, we explore the
relationship between the total number of state copies K M and recovery error.

Restricted isometry property with Pauli observable measurements Our goal is to recover the low-rank density
matrix p* from the underdetermined set of empirical Pauli observable measurements g, where the number of coeffi-
cients K is much smaller than the total number of entries in p*, i.e., K < D?. The key property necessary to achieve
this is the restricted isometry property (RIP). The following results establish the RIP for A over low-rank matrices.

Theorem 2. ([12, Theorem 2.1]) Let the linear map A : CP*P — R¥ be defined in (16) and 0 < 8, < 1. When the
number of coefficients satisfies

1
K>C- gDr(log D)® (23)
for some constant C, then, with overwhelming probability 1 — e~ over matrices A1, . .., A selected i.i.d. uniformly

from the set of Pauli matrices {W, ..., Wpe}, A satisfies the (r, 6, )-RIP. That is, for all rank-r p, we have

D
(1=6) llpll7 < TIP3 < (1+0,) ol (24)

In accordance with equation (24), when p has low rank, the RIP guarantees that the energy £||.A(p)||3 is close to
|p||%. The RIP can then be used to guarantee the recovery of p using only O(Dr(log D)%) Pauli observables. For
example, for any two distinct low-rank Hermitian matrices p1, p2 with rank r, the (2r, J,,.)-RIP guarantees distinct
measurements since

D D
[P = Alp) 15 = 22 [A(pr = p2)l5 = (1 = d20)[p1 = o7 (25)

3.2 Global landscape analysis

Before analyzing the recovery error, we need to characterize the locations of the critical points of f(U,U™*). It is
also necessary to characterize the second derivative behavior at these critical points. We commence by introducing the
concepts of critical points, strict saddles, and the strict saddle property. Unlike in real matrix analysis, our consider-
ation extends beyond U to also encompass U™ in the complex variable function, as U and U™ are regarded as two
independent variables. For a comprehensive understanding of complex variable functions, please refer to [44, Chapters
3-4].

Definition 2. (Critical points) We say (U,U™) is a critical point if the Wirtinger gradient at (U ,U*) vanishes, i.e.,

Note that (Vg f(U,U*))* = Vy- f(U,U*) always holds for a real-valued function f(U,U*).



Definition 3. (Strict saddles) A critical point (U,U™) is a strict saddle if the Wirtinger Hessian matrix evaluated at
this point has a strictly negative eigenvalue, i.e.,

. 5’2f(lé,U*) - azf(raJ,U*) _

* vec(U*)Ovec(U vec(U* ec(U*

Nuin (V2 (U, U ))—Amm< Croos S ><0- )
Avec(U)Ovec(U) T dvec(U)Ovec(U*) T

All other critical points that satisfy the second-order optimality condition, i.e., V2 f(U,U*) = 0, are called second-
order critical points.

Note that without distinguishing between local maxima and saddle points, we refer to a critical point as a strict
saddle point only if its Wirtinger Hessian matrix has at least one strictly negative eigenvalue. Next, following the
analysis in Appendix A, we formally establish the following theorem.

Theorem 3. Suppose that p* € CP*P is a target density matrix of rank r and linear map A satisfies the (2r, 82,.)-RIP
with da, < 0.09. Then any second-order critical point (U, U*) in the optimization problem (22) satisfies

* A*
[UU — 5] < Dinan) AL 28)

where e is defined in (19), A* is the adjoint operator of A with A*(e) = Zle e Ag, and h(ds,.) is defined as

V2 + /82.55 — 762.5455, — 843.093
= r . 2
702r) 1.5 — 15.70y, (29)

In words, Theorem 3 implies that any critical point (U, U*) that is not close to the target solution, i.e., for which

H UU" - p* || P2 D\/?jh((SQT)Lée)H, must be a strict saddle point. As various iterative algorithms can escape strict
saddles [45], this property ensures the convergence to a solution with the recovery guarantee in (28). The term h(d2;)
in the upper bound, as illustrated in Figure 2, is monotonically increasing with respect to do,., indicating that a smaller
a2, could give a relatively better recovery as per (28). The term |.A*(e)||/K in (28) can be upper bounded by the

following result.

h(éz,-)
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Figure 2: Plot of h(d2,) in (29).

Lemma 2. Assuming M < O(K /n), then with probability at least 1 — e~/ U+ M/ K)) * A in Definition 1 satisfies

(30)




The proof is provided in Appendix B. Lemma 2 shows that the term ||.A*(e)||/K caused by the statistical error
in the empirical Pauli observable measurements depends only on the overall experimental resources N = KM, if
ignoring the difference in the failure probability. This suggests that the recovery error remains comparable across
various selections of K and M, provided that N = K M remains constant. However, we note that the probability
of failure may increase significantly when K is excessively small. The assumption M < O(K/n) stems from a
technical difficulty in applying the matrix Bernstein’s inequality, but we believe this assumption can be removed by
more sophisticated analysis. By incorporating this result into Theorem 3, we can then obtain a recovery guarantee in
terms of K and M.

Theorem 4. Under the Pauli observable setting in Definition 1, assume that K > C - B%Dr(log D)® for a positive
2r
constant C' such that A satisfies (2r, §2,)-RIP with constant 6o, < 0.09, as guaranteed by Theorem 2 with high

probability. Supposing M < O(K /n), then with probability at least 1 — e=C/? — ¢~/ Mn/K)) " qpy second-
order critical point (U ,U*) in the optimization problem (22) satisfies

D2log D
IUU™ = p*llr S h(dar) -\ (31)

Quality versus quantity of Pauli observable measurements When ignoring the term h(ds,-), the upper bound for
the recovery error |[UU™ — p*|| in (31) decays with the overall experimental resources N = K M. Specifically, a
favorable scaling of 1/ K M for the mean-squared error (i.e., |[UU™ — p*||2) is maintained for all sufficiently large K
such that the RIP is satisfied. On the other hand, the constant 5, decays with K and h(ds,.) increases monotonically,
albeit slowly, with ds,- as depicted in Figure 2. From this perspective, for fixed total experimental resources IV, using
a larger value of K generally results in a smaller recovery error bound. In particular, the extreme case with a single-
sample measurement (i.e., M = 1 and K = N), where each empirical Pauli observable measurement is extremely
noisy, would give the best bound. This explains the successful application of single-sample measurements in recent
work [17]. We will provide experiments in Section 5 to demonstrate the recovery performance for the different choices
of M and K.

For any € > 0, (31) implies that |[UU™ — p*||» < e when the number of state copies KM > D?(log D)r /€.
By using the inequality |[UUM — p*||; < v2r ||UUH — p*||F since rank(UUY — p*) < 2r, we can ensure -
accurate recovery in the trace distance with Q(D?(log D)r?/e?) state copies. When omitting the log D term, which
might have been introduced for technical reasons, this sampling complexity is optimal for empirical Pauli observable
measurements according to [19]. Finally, we note that while the solution UU! of (22) may be non-physical as it may
not have trace 1, we can easily obtain a physical state without compromising the recovery guarantee in Theorem 4.
Specifically, denoting by S := {p € C2"*2" : p = 0, trace(p) = 1} the set of physical states and Ps .. the projection
onto the set S, which can be efficiently computed by projecting the eigenvalues onto a simplex [46], we have

where h(09,.) is defined in (29).

[Ps, (UUM) = p*||r < [UUM = p*||F, (32)

where the second inequality follows from the nonexpansiveness property of the convex set. This implies that the
projection step ensures the state becomes physically valid while preserving or even improving the recovery guarantee.

4 Wirtinger Gradient Descent with Linear Convergence

Theorem 4 provides an upper bound on the recovery error for any second-order critical point of the least squares
objective with empirical Pauli observable measurements. This result offers favorable guarantees for many iterative
algorithms, including the computationally efficient gradient descent, which can almost surely converge to a second-
order critical point [45]. However, this does not imply that gradient descent can efficiently find a second-order critical
point. Indeed, gradient descent can be significantly slowed down by saddle points and may take exponential time to
escape [47]. In this section, we study the optimization landscape near the target solution and show that the problem
has a basin of attraction within which Wirtinger gradient descent has a fast convergence, with recovery error similar to
(28).

10



In particular, with an appropriate initialization Uy, we use the following Wirtinger gradient descent (GD):
U =U; 1 — pNVu-f(Ui-1, U ), (33)

where p is the step size. The complex conjugate part can also be updated as U;" = U} ;| — uVy f(Us—1, U} 1),
which is exactly the same as taking the complex conjugate of (33) for the real-valued f(U,U*). Thus, one only
needs to perform the gradient descent and study the performance for U;. To analyze the convergence, we need an
appropriate metric to capture the distance between the factors U; and the ground-truth factor U™ that satisfies p* =
U*U*!. Noting that for any unitary matrix R € U, := {R € C"™*", RER = I}, U* R is also a factor of p* since
U*RR"U*M = p*, we define the distance between any factor U and U* as [27]

dist(U,U*) = |[U — U*R||r, where R = arg min ||[U — U*R/||F. 34)
R'eU,

Based on the distance defined above, we can analyze the convergence of the Wirtinger GD by

dist*(U,,U*) = ||U, — U*Ry||%
< NUir = uVu- f(Ui1, U ) = U Ry ||7
= U1 = U*Ria|3 + 12| Vo f(Ue—1, U ) I3
—2uRe {(Us—1 — U*Ri_1, V- f (U1, U;_)) } - (35)

To enable a sufficient decrease of the distance, the term Re {<Ut—1 —U*R;_1,Vu- f(U_q, Ut*_1)>} needs to be
sufficiently large, i.e., the search direction — Vg« f(U;—1, U} ;) needs to point towards to the target factor U*R;_1,
which can be guaranteed by strong convexity for convex functions. For real-valued matrix factorization problems, a
regularity condition has been established to achieve that goal [27, Lemma 5.7]. Here, we extend the analysis to the
complex domain.

Lemma 3. (Regularity Condition) Under the Pauli observable setting in Definition 1, assume that K > C- 5%D7“ (log D)8
3r

Sor a positive constant C' such that A satisfies (3r, d3,-)-RIP with constant 63, < 1/40, as guaranteed by Theorem 2.

Then, with probability at least 1 — e=C/3, any U that is close to U* in the sense dist(U,U*) < # satisfies

Re{(Vy-f(U,U"),U —U*R)}

a2 (U*) o, 2(1—46s) 5
> WU+ 2\ T %03r) . N

-4
The proof is given in Appendix C. Towards interpreting the right hand side (RHS) of (36), first recall Lemma 2
and the subsequent discussion that the term ||.A*(e)||/K decays with the overall experimental resources on the order

of 1/v/KM. On the other hand, a larger K can result in a smaller d3,., and hence a larger %. This aligns
with the observation in Theorem 4 that performance roughly depends on the entire experimental resources K M, but
increasing K can enhance performance. Note that the first two terms in the RHS of (36) decay as U approaches U™,
while the third term is constant for any U. Thus, roughly speaking, the RHS is positive when U is relatively far from
U™, ensuring a sufficient decrease of one step of the Wirtinger GD update. However, it becomes negative when U is

close to U™*, indicating that no further decrease can be ensured. Formally, plugging Lemma 3 into (35) gives

11D3%r
KQ

A" (e)]>- (36)

N a2(U* 22D%rp
0~ U Rl < (1= 50 ) Ui - U Rl + 2 A
c2(U*) \' D?(log D)r
< (1= Uy = UrR||F + O s 37
= < 2 /I’> H 0 0HF+ <U%(U*)KM>7 37
where the first inequality assumes p < % and the second inequality uses Lemma 2. We summarize this local

convergence property of Wirtinger GD in the following corollary.

Corollary 1. (Local Convergence) Under the same setup as in Lemma 3, suppose the Wirtinger GD (33) starts with
an initialization Uy that satisfies

o (U™)

|Uo —U*Ry||r < (38)
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and uses step size i < 2A—29%0)  Then with probability at least 1 — e~ ©/3 — e/t Mn/K)) yoe have

25(142383,)2"

D?*(log D)r

c2(UYKM )’

As above discussed, the first term in the RHS of (39) indicates that Wirtinger GD achieves a linear convergence rate

in the first phase (when U, has a large distance to the target), which is similar to the noiseless real-valued cases [27].
The second term in the RHS of (39), which dominates after a certain number of iterations, is consistent with the
recovery guarantee in Theorem 4 except for the additional term o2(U™) that only depends on the target state. Notice
that based on the initialization condition |[Uy—U* Ry || p < %, we can obtain ||Uy|| < ||Us—U*Ry:||+||U*R;|| <
2 and further derive

o2(U* t
U~ Ut Rl < (1= ) oo - Ut Ral + 0 39)

loe — p*I3 = IUU — URIU" + URIU! — U U3

D2(log D)r )

< QU + 2|[U DU — U*Ry||% < O =t
< @l + 24U DI - U Ril} < o S 82

(40)

Combing (32) and (40), we can conclude that the recovery error bound mentioned above is also applicable to the
physical state.

Spectral initialization To provide a good initialization that satisfies (38), we utilize the spectral initialization ap-
proach that has been widely used in the literature [29,38,48]. Specifically,

M=

Up= (M) - (\)Y %], CACH =

+ @\kAka (41)

D
K

ES
Il

1

where (a); = max(a, 0), ¢; denotes the i-th column of C, and CAC™ is the eigenvalue decomposition of £ Zszl YAy
with nonincreasing eigenvalues A; > --- > Ap. The following result guarantees the performance of this initialization.

Theorem 5. (Spectral Initialization) Under the same setup as in Lemma 3, assuming M < K /n, then with probability
at least 1 — e=C/3 — =¥/ At/ Mn/K) " iho spectral initialization (41) satisfies

2
(453T||p*||F + o( D<KMD>))
2(V2 — 1)o2(U") |

The proof is provided in Appendix D. The RHS of (42) decays with K and M, which can be chosen relatively
large to ensure the spectral initialization satisfies the requirement in (38). We again observe a similar phenomenon in

how K and M affect the RHS of (42): the first term d3,. decays with K, while the second term O(4/ %) only
decreases with the total number of state copies.

|00 — U*Ry|f < (42)

S Numerical Experiments

In this section, we present numerical experiments on quantum state tomography, focusing on low-rank density matrices,
to demonstrate the applicability of our theoretical results. To begin, we randomly generate K Pauli matrices and a rank-
r density matrix p* = U*U*? € C2"*2" where U* = % € C?"*" with the entries of A* and B* being
drawn i.i.d. from the standard normal distribution. For all the following experiments, we simulate each over 20 Monte
Carlo independent trials and compute the average over these 20 trials.

Convergence of Wirtinger GD In the first set of experiments, we evaluate the performance of Wirtinger GD for
various values of n and 7. Figures 3(a) and 3(b) illustrate the convergence behavior of the algorithm in minimizing the
loss function defined in (22). We notice that as the values of n or r increase, the convergence rate of the Wirtinger GD
decreases while recovery errors increase, which is aligned with the findings in Corollary 1.

12
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Figure 3: Performance comparison of Wirtinger GD, (a) for different n with r = 2, u = 0.3, K = 2000 and M = 100,
(b) for different » with n = 5, u = 0.3, K = 2000 and M = 100.

1 50 100 250 500 1000
M

(@ (b)

Figure 4: Performance comparison of Wirtinger GD for different NV and M with (a)n =4,r =1,(b)n =4,r = 2.

Quality versus quantity of Pauli observable measurements In the second set of experiments, we investigate the
trade-off between the number of POVMs and the number of repeated measurements by choosing different M when
the total number of state copies N = KM is fixed. To ensure convergence, we set step sizes ;4 = 0.05 for all the
experiments. We plot the results for different choices of r in Figures 4(a)-4(b). As anticipated, when [V is fixed, overall
we observe a reduction in the recovery error as M decreases (or K increases). This is because a larger K produces
more measurements and reduces the RIP constant of the measurement operator in (23), overcoming the issue of higher
statistical error in the measurements. This finding corroborates the results presented in Theorem 4 and the practical use
of single-sample measurements [17,18].

Incorporating sphere constraint In the previous analysis, we have omitted the unit trace constraint for the factor in
(20) because imposing the unit Frobenius norm does not notably improve the performance. To support this argument,
in the third set of experiments, we compare the approaches with and without this constraint. Specifically, we impose
the unit trace constraint on the factors {U : |U||r = 1} in (22) and then employ the Riemannian Wirtinger GD to
solve the corresponding problem, with updates

U,

U, = U, 1 — (iPrysp(Vu-f(U,_1,U;)) and U; = ———,
Ul

(43)
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=8-Riemannian Wirtinger GD (r = 1)
=0 Wirtinger GD (r = 2)

=a Riemannian Wirtinger GD (r = 2)
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n

Figure 5: Performance comparison of different algorithms with © = 0.1, K = 4000 and M = 50.

where . is the step size and Pr,sp(V) = V — (U, V))U denotes the projection onto the tangent space TyySp = {Q €
CP*r . (U,Q) = 0}, giving a Riemannian gradient. As shown in Figure 5, we observe that the two algorithms,
Wirtinger GD and Riemannian Wirtinger GD, achieve on-par performance.

102

=8 Pauli observable measurements (N = 500)
0)

1 50 100 250 500 1 50 100 250 500
M M

(a) (b)

Figure 6: Performance comparison of the Wirtinger GD using empirical Pauli observable measurements and Pauli basis
measurements with p = 1 for different N, M and () n =4, r=1,(b)yn=4,r = 2.

Directly using Pauli basis measurements for QST Our work focused on the use of the expectation values of n-body
Pauli observables in low-rank quantum state tomography to study the trade-off between the number of POVMs and
the number of repeated measurements since the RIP with Pauli observables facilitates the analysis. Note that the Pauli
observables are actually measured using the local Pauli basis, one could also recover the target state directly from the
empirical probabilities of the Pauli basis measurement (see (14)).

Since Pauli basis measurements are also linear measurements of p*, as described in (12), we can formulate a sim-
ilar least squares minimization problem (22) and use the same Wirtinger GD to solve the problem. We conduct the
numerical experiments under the same setting as the second set of experiments. By keeping the total number of mea-
surements N = K M constant, it becomes apparent that the Pauli basis measurements outperform Pauli observable
measurements. One plausible explanation for this result is that the Pauli basis measurements involve K D measure-
ments, whereas the Pauli observable measurements involve only K coefficients which are linear combinations of the
Pauli basis measurements. On the other hand, with a fixed IV, the recovery error associated with Pauli basis measure-
ments also increases as M grows. While we expect the analysis of the trade-off between the quality and quantity of
measurements can be extended to Pauli basis measurements, one challenge is the lack of the RIP condition [12] for the
Pauli basis measurements. We leave the investigation to future studies.
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6 Conclusion

In this paper, we investigate the trade-off between the number of POVMs and the number of repeated measurements
that control the quality of measurements for quantum state tomography, focusing on low-rank states and Pauli observ-
able measurements for theoretical analysis. By exploiting the matrix factorization approach, we first study the global
landscape of the factorized problem and show that every second-order critical point is a good estimator of the target
state, with better recovery achieved by using a greater number of measurement settings, despite the large statistical
error in each measurement. This finding suggests the advantage of using single-sample measurements when the total
number of state copies is kept constant. Additionally, we prove that Wirtinger gradient descent converges locally at a
linear rate. Numerical simulation results support our theoretical findings.
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Appendices

A Proof of Theorem 3

Proof. Recall the objective f(U,U*) = % ||.A(UUH) -y Hz in (22). We first derive its Wirtinger gradient as follows:

. [Vofu,u ((Ay, UUY) — 5) ALU*
VIO, UT) = {Vu*f( ] K Z { (A, UU >—§k)AkkU ’ “4)

where we utilize the fact A, = Al It is noteworthy that within the framework of complex derivatives, the function
f(U) is written as f(U,U*) in the conjugate coordinates (U, U*). Therefore, we can independently compute the
complex partial derivative Vy f(U,U*) and the complex conjugate partial derivative V- f(U,U*), treating the
complex variable U and its complex conjugate U* as two independent variables.

Now we assume that (U,U™) is a critical point, i.e., Vy f(U,U*) = 0 and Vy- f(U,U*) = 0. Let Py =
UMTU be the orthogonal projection onto the range space of U. Then, for any Z € CP*", we have

0= (Vu-f(U,U"),Z) = % (A A(UU" - p*), ZUM) — % (A*(e), ZzUM)
— (UU" - p*, ZzU") = (UU" - p*, ZU") - % (A*AUUY - p*), ZUM) + % (A*(e), ZzUM)
D
— [(UU" = p*, 2UM)| < 205, [[UU" = 7| || 20", + 2 [(A*(e), ZU™)|

D+/2
— WU )P < 28, [UTP — 7] [T~ 7P+ 22

D\F

A= ()| [(TU™ = p*)Py|| .

— [T = p")Pu; < 202 [UU = o] +

@l (45)

where A* is the adjoint operator of A and is defined as A*(x) = Eszl T Ay, in the first equation, e is defined in
(19), the first inequality follows Lemma 5, and the second inequality uses the substitutions Z = (UU™ — p*)UHT
and |(A*(e), ZU™)| < ||A*(e)| [[(UU" — p*)Py ||, < V2r||A*(e)|l |[(UUM — p*)Py ||, according to the Von
Neumann trace inequality.

To further characterize the locations of critical points, we need to leverage second derivative information to deter-
mine their signatures. By computing directional second derivatives, we can obtain the Wirtinger Hessian quadrature
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form for A = A ] € C2Px7 45 follows:

2

V2f(U, U A, A
A2 f(U,U") 2 f(U,U")

_ H *\\H Ovec(U*)0vec(U) T Ovec(U*)Ovec(U*) T VeC(A)
= [(vec(A)™ (vec(A™))"] [ 0*fU.U") 2*H(U.U") [VeC(A*)
Ovec(U)Ovec(U) T Ovec(U)dvec(U*) T

_ <A tiy YU ST AT) = Vo IO, U*)> + <A, i TS0V 4 18°) = Vo U U*)>

10 t t
. < A i YL+ AT - Vo /U, U*)> . < A iy YOI OU" +18%) - Vo (U, U*>>
2 = H\ 2 D = H H D = H H\ *
= ?;\(Ak,UA )| +?;<Ak7UA YAy, UAM) ?;;1 A, UuAN (A, UAY)
+% (A (AUUM) - g), AAH) 46)

where we utilize Ay = Al and (A, UAR) = (A, AU")* in the last line.
With (45), the Wirtinger Hessian at any critical point U along the direction A = U — U* 3 is given by

V(U U")A, A
22 (A AUT") - ). AT + S AU A3

IN

- % (A" (AUUM) - §),(U -U*(U -UH) + % lau@ -unHm)|;
= D aw@ - vnE - 22 (A AuU) - §), " - p)

- % A @ -], - % lA@T* - pt)|, + % (A*(e),UUM — p*)

< A1+ 80,) [[UU = U7 = 2(1 = b2) |[UUH = |5 + 2\[D\[HA* @ |vu™ - p*|
< a1+ (GI0U = ol (34 5y ) l0U" - p*>v>u||F)
—2(1 = 800 [UT = |2+ 222V g T —
< - (g sy~ 321+ 820)5, (3 + 2(\/51_1)» ot — e
oo (34 5 @l + 22 e [oot - ),
< —(1.5—15.78,,) |[UUY — p*|[. + %Dr(l"‘(s%)“fl*( I+ 2fD\fHA* @Iuu" - p*|| .

(47)

where the first inequality follows (A, UA®) (A, UAR) + (A, UAR)* (A, UAW)* < 2|(Ag, UAM)|?, the sec-

ond equality utilizes the first-order optimality condition Vi« f(U,U*) = 0, the second inequality applies Theorem 2,

the third inequality uses Lemma 7, the fourth inequality uses (45), and the last line uses the assumption o, < 0.09.
Now the right hand side of (47) is negative when

V2 + 1/82.55 — 762.5455, — 843.0963,. D\f
1.5 — 15.755,

h(827)

lwT™ = ol =

A" (e)ll, (48)

3To avoid carrying R in our equations, we perform the change of variable U* < U* R.
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ensuring that A, (V2 f(U,U*)) < 0 and hence these critical points are strict saddle points.
In other words, when both the first- and second-order optimality conditions are satisfied at U, the Wirtinger Hessian
matrix is PSD and the right hand side of (47) is non-negative, implying that U satisfies

. Dy/r
|[UU" - p*|| . < h(62r) I (e)||. (49)
O
B Proof of Lemma 2
Proof. To bound
K D
[A*(e)] = ZekAk DD b — (Ax, p*) | Axlf, (50)
k=1 \j=1

we first utilize E[f, ;] = Mpy ; to get

2[(S ot )

= Efk,j l:(zak’j Zak,]p;%])Ak A;{l [Ak] = 0. (51)
It follows from || Ag|| = 1 and ‘ngﬂ QO jDk,j — (Ak,p*)‘ < 2 that
D
H (Zak,jﬁk,j - <Ak7p*>>Ak (52)
j=1

2
Moreover, with E[A7] = Ip and E [(Zf_l ok, iDk,; — (Ak, p*>) } < J% which follows Lemma 4, we have

2

D
Zak,jﬁk,j — (Ak, p") | Ak H

K D 2 2K
< S, | | Sewsdi - () | |4 imiad < 57 53)
j=1

k=1

Now, plugging (51), (52) and (53) into the matrix Bernstein’s inequality in Lemma 8 gives that

Z Zak Dk, — (A, p*) | Ak

k=1 =

7t2
> < _ .
>t| < Dexp <4K/M+§t> (54)

Using t = ¢/ K log D/M with a constant ¢ and M < O(%) in the above inequality leads to

P (Jl4°(e)]| > ey/Klog D/M )

K
Z Zak,]pk,j (Ak,p*) | Ak|| = c/KlogD/M
k=1 \j=1
—c?logD
< Dexp (55)
4+%c Ml;’(gD
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Hence, we have ||.A*(e)|| < ¢\/K log D/M with probability 1 — ¢~ (n/(1+y/Mn/K)) O

C Proof of Lemma 3

Proof. We first define one loss function F(U,U*) = |[UU™ — U*U*"||%.. Then we analyze

Re {<VU*F(U, U*) - Vy-f(U,U"),U — U*R>}

K K
D D
= Re {<(UUH —-UrUuU - e ;; (A, UUY — U U™ ALU + ? > ex AU, U — U*R>}

k=1

— Re {((UUH —vru), (U - U*R)UH>} - %Re {(A(UUH —UrUT), A(U - U*R)UH)>}

+Re {<ID( iekAk, (U — U*R)UH>}

< 205, |UUR —U*U*Y | ¢ ||(U — U*R)UY

1
40

where the first inequality uses Lemma 5 and <ZkK=1 er AU, U—-U*R) < ||A* (e)|(U-U*"R)UY|, < /r||(U -
U*R)U" || r|.A*(e)]|| based on the Von Neumann trace inequality.
Moreover, we can also derive
IVu-f(U,U")|[r = [Vu-F(U,U")||r
< | Vu-f(U,U7) = Vy-F(U,U")||r
K

Dy/r . N
V(U - U U A )
10D r

= 03, |UU" = U UM} + (5 + 05,)|(U = U*R)UM || + A" (e)|, (56)

D H *y7xH H *y7xH
’Kl;(Ak,UU —-vruha, UfKZekAk - (Ut -UU )UF
D * * * *
< HKZ<A;€,UUH —~vruhau - wut —-urut) HK
55 . 5D
< Ut - U U e+ A e, (57)

where the last line follows Lemma 5 and ||U||p < 2 due to |[U — U*R||r < %U*) and [|[U*||p =1
Considering that |V« F(U,U*)||r < 2|lUUY — U*U*" ||, we have

25D?
K2

A% (e)]?. (58)

* 25 *T Tx
Vo (U U < 5 (1+ 205, [UUM ~ U U7+
Combining Lemma 9 and (56), we finally have
Re{(Vy-f(U,U"),U —U*R)}
= Re{(Vu-f(U,U") — Vu-F(U,U*),U ~ U*R)} + Re {(Vy- F(U,U"),U —~ U*R)}
10D T

>—63r||UUH—U*U*H||%—<40+63r)|<U v R - T4

(U*)

IU - U*R|[3

U~ N 10Dr .
LS P et PRI

1 H
+ZHUUH ~UU %+ 2*0||(U ~URU"%+ 7

V

1
( - 53T) lou® — Utz +

(U*) 2(1— 453r) 11D2

WHVUJ(TLU*)H%

| \/

U -U*R|% + A% (e)]|?, (59)
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where the second and last inequalities respectively follow d3,. < 4% and (58).

O
D Proof of Theorem 5
Proof. Following [49], we begin by introducing the restricted Frobenius norm, defined as
[ Xl pr = max (X, YY) (60)
yeemxn, ||y p<i,
rank (Y )=r
for any X € C™*". Next, we analyze
lpo = p*|lF = IUUG' — p*[| 2
K
D ~
< QHszkAk -pP -
k=1 2T
D 2D
< 2 - * * _ * - *
<o A -] I
D 2D\/>
< oA* _ * *
<2, <<KA A z) (o >7y> 1A% (e)]
k(Y )=2r
D2(log D)r
< 463,||p” Oy —=—=—, 61
< 4l + 0\ 2 1)

where the first inequality follows from the quasi-optimality property of truncated eigenvalue decomposition projection
[50] and the last line uses Lemma 5 and Lemma 2 which are simultaneously satisfied with probability 1 — e=¢/3 —

o Qn/(1++/Mn]K))

Furthermore, based on Lemma 10, we can obtain

1
Uy —U*Ry|7 <
o= Ol = 57 ot

2
(453r||p*||F +0(\/W))

lpo — p*||%

< ; (62)
2(vV2 - 1)o2(U*)
where Ry = arg ming, o, [|[Uo — U*R'||F.
O
E Auxiliary Materials
Lemma 4. Given a set of probabilities (p1, ..., pp), we can generate empirical probabilities D, = W, Vq €
[D] := {1,...,D} by repeating the measurement process M times and taking the average of the outcomes. So
(P1, - - -,Dp) follows the multinomial distribution Multinomial(M, p) with the covariance matrix X. Elements of 2
pi(1—pi) i =k
are ¥; , = p%k ’ Z ". Then
=Bl ik

2
2—-1/D
(Z aq (P pq> <20 (63)

holds for any oy = £1,q=1,...,D.
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Proof. Based on the covariance matrix of the multinomial distribution, we have

1 /
—37PaPq’ 5 a#dq,
E[(Pg —p) By —pa)l =4 101 T (64)
2Pl —pg), a=4,
and further derive
2 p D
<Z a; (Pg — Pq ) = Z Z aqaq E[(Pg — pg) (Py — Pg)]
q=1¢'=1
D D
< Z Z |E[(Pq — pq) (B — pg)]
q=1q¢'=1
- Z Mpqpq JrZMp‘I ~ Pq)
q#q’
2-2/D
<= 65
S 7 (65)
where the last inequality follows Z(qu' PgPq’ — Zle pg =1-2 Z 1 pq <1- D and Z _1pg=1
O

Lemma 5. Suppose that A obeys the (2r, 6s,.)-RIP in Theorem 2. Then for any p1, p2 € CP*P of rank at most r, one
has

< 20| pallFllp2llF, (66)

A Ap2) (1)

or equivalently,

D
{((FAA-2) 00 )| < 250 ol eloale &

where A* is the adjoint operator of A and is defined as A*(x) = Z,If:l T Ag.
In addition, we also have

K
HK > (Ax,p)AB - pB
k=1

< 204, /|p]l 7| B (68)
F

where p € CP*P and B € CP*",

Proof. To conveniently analyze Lemma 5. we assume that ||p: | = [|p2||r = 1 for p1, p» € CP*P. We can expand
[{A(p1), A(p2))| as follows:

A A2 (1.2}

11D . . . .
1] 2 (14061 + 22l = 1AGo1 = 21— i14Go1 + ipa) B + il A1 — i3

—(npl T ool — llpr — p2ll3 — illr + ipall + illon —im%)]

1/|D
< 4<’||A(p1 +p2)|3 = llp1 + p2l| + ‘KHA p1—p2)|2 = llp1 — pol%
D o
+H Al +ip2)ll3 = o1 +ipal7| + ||A p1—ip2)|2 = |lp1 — ipo|%
527‘ . .
= (le +p2|% + o1 = pall% + lo1 +ipal T + [lor — ipa|lF)

25%. (69)
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Now, we can obtain

D
‘K<A(P1),A(P2)> —(p1, p2)| < 202: || p1Fllp2l F- (70)

Furthermore, by referring to [48] and utilizing equation (70), we can directly obtain the following result:

K
D
|23 (AcnAnB - pB| < 25ulolrl B )
k=1 F
where p € CP*P and B € CP*",

Lemma 6. Let U,Y € CP*". Additionally, let URY = YHU be a PSD matrix. Then, we have

U - Y)U|3 < lout - YY" (72)

1
2(vV2-1)
Proof. First we define A = U — Y and then expand the right hand side in (72).
luU" - YY"|%
= |[UAf + AUT — AAT %
= trace(AUTUAY + UATAUY + AATAAT 1 2AUTAUY
—2AA7AUT —2aARUAY)
= 2trace(UTUA"A) + [|[ATA |3 + [V2U A% — 2v2Re {(A"A, U A)}
+2v2Re {(AFA,U"A)} — 4Re {trace(AATAU™)}
= 2trace(UMUARA) + |ATA — V2UUA|% - 2(2 — V2) Re {trace(UTAATA)}
> 2trace(UMUAYA) — 2(2 — v2) Re {trace(UTAA"A)}
= 2Re {trace(((\/i — 1)U + (2 - \/é)UHY)AHA)}
> 2(v2 — 1) Re {trace(UTU A" A)}
=2(V2-1||(U - Y)U"|E, (73)

where the third equation follows ARU = (U - Y)HU = URU - U"Y = U" A. In addition, we use trace(AB) >
0 for PSD matrices A and B in the second inequality. O

Following Lemma 6, we can directly extend the result from the real case in [36, Lemma 3.6] to the complex case.
Lemma 7. For any matrices C,D € CP*", let Pc be the orthogonal projector onto the range of C. Let R =

arg ming, <y, ||C — DR/||p where U, denotes the unitary matrix of size r. Then, we have

1
c(c - DR |} < gloc™ - DDMI+ (34 )licet - Dol o)

1
2(v/2 - 1)

Lemma 8. (Matrix Bernstein’s inequality [51, Theorem 6.6.1]) Let A1, ..., A, € CP*P be independent, random,
Hermitian matrices, and assume that each one is uniformly bounded.:

E[A,] =0 and |Ayl| <R, Vg=1,...,Q. (75)
Then, for anyt > 0,
Q 2
IP’( ;Aq > t) < Dexp (2” fo:lE[Ai]H - 2;%) . (76)
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Lemma 9. Consider the loss function F(U,U*) = 1| UU™ — UU*M |3, for U, U*CP*". Forall U satisfying the
condition

*
U - U*R| < UT(f ), 77)

we have the following conclusion:

Re {{(Vuy-F(U,U"),U —U*R)}

o (U*)
4
Proof. LetU,U* € CP*" and define A = U — U* R, where R is the unitary matrix that minimizes |U — U* R||r.
We denote AX B™ as the singular value decomposition of U* U, and we have the optimal R = AB™. Consequently,
we can further obtain UNU*R = BEXBY = (U*R)"U, which means that URU* R is a Hermitian PSD matrix.
Additionally, we also have A"U*R = UMU*R — R"U*"U*R = (U*R)"U — (U*R)"U*R = (U*R)"A.
Hence, A"U* R is a Hermitian matrix. To avoid carrying R in our equations, we perform the change of variable
U* + U*R. Without loss of generality, we assume R = I and have URU* = 0 and ARU* = UM A.

Based on the fact

Re {(Vy-F(U,U*),U — U*)}
— %trace (Vu-F(U,U*) (U -U")) + %trace (U -U""Vy-F(U,U")) (79)

]‘ * * 1 * *
> VU U UG + (U - U RUT [ + |U - U"R|j. (78)

and V- F(U,U*) = (UUY — U*U*™)U, we will instead prove

%trace((UUH —uvruhav) + %trace(UAH(UUH —-urut)
—a|[UUR =0 U3 — 20l (UM||U = U*||% — es|| (U = UHU |3 > 0, (80)

where ¢y, co, c3 are positive constants.
By U = A + U”*, we can expand the LHS of (80) as following:

1 1
3 trace((UUM — UM AU"Y) + 3 traceUAN(UUY — U UM))

—a1|[UU" = U U3 = 0202 (U*)|U = U*|[% = os||(U = UHU |3
= (1 —c¢; — c3) trace(AATAAT) — ¢,02(U*) trace(ATA) + (1 — 2¢; — ¢3) trace(U*"U* AT A)

—1-(% — 2¢1 — c3) trace(AAPM AU + (; —2¢; — ¢c3) trace(AMAARU™)
1 1
—|—(§ — o) trace(AUT AU + (5 —¢;) trace(U*AHU*AM)

= (1 —c¢; — c3) trace(AATAAM) — ¢,02(U*) trace(AMA) + (1 — 2¢; — ¢3) trace(U*"U* A A)
+(3 —4c1 —2¢3)Re {trace(AAHAU*H)} + (1 —2c¢1)Re {trace(AU*HAU*H)}
= (1—c; — c3) trace(AATAAM) — ¢,02(U*) trace(AMA) + (1 — 2¢; — ¢3)|AUH||Z

+(3 — 4ey — 2¢3) trace(AATAUM) + (1 — 2¢0) U A2
2

—4cy — 2
_ [ B2 T2 AAM L T —aAUH | 41— 2e) U AR
2\/ 1— 201 — C3 F
— 4dey — 2c3)?
+{1—c1 —c5— B e = 2cy)° trace( AATAAM) — ¢,62(U*) trace(ATA) (81)
4(1 — 261 - Cg)

where the third equation follows from the fact that trace(AATAU*M) and trace(AU** AU*™) are real. This is
due to the property that, by using AHU* = U*™ A, we can respectively show that

(trace(AATAU™))* = trace(A*ATA*U* ") = trace(ATAANU) = trace(AATAUM), (82)
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trace(AU*PAUY) = trace(AAMU* U = |U*H A 2. (83)

(3—4c1—2¢3)?

To ensure (81) > 0, by the fact 1 — ¢; — c3 — A0—2e1—ca)

< 0for0 < ¢1,c3 <1, we need to guarantee that

(3 —de1 —2¢)°

(1—=2e)|UMA|Z+ (1 —¢1 — 5 — )trace(AATAAR) — ¢y02(U*) trace(ATA)

4(]. — 261 — 03)
3 —4dc; — 2¢3)?
> (1= 200 U ANE (e 4o+ OIS apjal - aoiw Al 20 @9
c1 —c3)
Note that (84) can be satisfied when [|A[|? < ——Z20=2 1JE(U*) < 2o2(U*) < @ forci =cp =1
crtest e ey
and c3 = 55.
This completes the proof.
O

By directly extending [27, Lemma 5.4] to the complex case, we have

Lemma 10. For any U, X € CP*", we have

U~ XR|% < JuUt - X X3 (85)

1
2(V2 - 1)o?(X)
where R € U,..
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