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Non-equilibrium phase transitions of open quantum systems generically exhibit diverging classical
but not quantum correlations. Still entanglement—characterizing the latter correlations—can be
sensitive to the phase transition. Furthermore, mutual information, bounding the total correlations,
should exhibit critical scaling at the transition. In this work, we study these quantities in the steady
state of open quantum Ising chains with power-law interactions (with the exponent 0 ≤ α ≤ 3)
where spins are subject to spontaneous emission. The bulk of this paper is dedicated to a detailed
analytical as well as numerical analysis of the infinite-range model (α = 0), a model that is closely
related to the paradigmatic open Dicke model. Our main findings are that the entanglement, while
being finite, peaks, exhibits a kink and takes a universal value at the transition, while the mutual
information exhibits critical scaling not only at the transition but well into the ordered phase,
underscoring a hidden criticality that is not captured by (two-point) correlations. We consider
three distinct entanglement measures: logarithmic negativity; quantum Fisher information; and,
spin squeezing. Specifically, we show that the collective spin operator that maximizes the quantum
Fisher information can be identified with the gapless mode of the phase transition, while the squeezed
direction is that of the gapped mode. Finally, we investigate power-law interacting models using
matrix product states where we find comparable bounds on squeezing even when no phase transition
is expected (for larger α), thus the connection to the phase transition does not appear to hold for
shorter-range interactions.

I. INTRODUCTION

Quantum entanglement is a defining signature of quan-
tum mechanics, characterized by a nontrivial superposi-
tion of multi-particle states, and has been a subject of
intense research in the past decades [1]. Additionally, it
has been shown to be useful as a resource for quantum
computation [2–4] and metrology [5, 6]. However, en-
tanglement is delicate, and is generically spoiled in the
presence of noise or coupling to the environment. A stan-
dard solution is to further isolate the system and to cool
it down to lower temperatures to minimize dissipation
and thermal fluctuations. An attractive alternative that
has become more popular recently is to utilize engineered
dissipation [7] to create entangled states [8–14]. In this
work, we rather investigate open quantum systems in the
presence of generic dissipation, a.k.a. driven-dissipative
systems, without any engineering and study entangle-
ment as well as information. Specifically, our goal is
to identify if and how such quantities are sensitive to
disorder-to-order phase transitions of many-body driven-
dissipative systems.
These systems however pose a challenge as the equi-
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librium toolbox is not immediately available. In addi-
tion, entanglement and information being nonlinear in
the density matrix are further nontrivial to compute an-
alytically. Even numerically, open quantum system re-
quire a larger (vectorized) Hilbert space, and an exact
numerical simulation is thus challenging. This motivates
the first part (and the bulk) of our paper where we study
the infinite-range driven-dissipative Ising model (iDDIM)
[15, 16], a model that is closely related to the paradig-
matic open Dicke model [13, 17–23] and exhibits an Ising
phase transition from the normal (or, disordered) to an
ordered phase. Owing to its infinite range, this model
is accessible both analytically using covariance matrix
techniques and numerically using quantum trajectories
combined with the permutation symmetry. We calcu-
late three distinct entanglement measures, namely the
logarithmic negativity EN , the quantum Fisher informa-
tion F with applications in quantum metrology, and the
spin squeezing parameter ξ, all proper entanglement mea-
sures even for mixed states. Furthermore, we calculate
the von Neumann entropy, purity and mutual informa-
tion; the latter captures both classical and quantum cor-
relations in a mixed state and provides a useful contrast
against true entanglement measures. Finally, we numer-
ically study the long-range power-law variant of iDDIM
with an exponent α ≤ 3 using matrix product states and
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focus specifically on the squeezing parameter.

Before we continue, we provide a brief summary of
our main results. We find that the entanglement, while
being finite everywhere in the phase diagram, peaks, fea-
tures a kink, and takes a universal value at the phase
boundary. Specifically, the logarithmic negativity takes
the maximal value of EN = 1/2 in units of log 2 at the
transition. We also define the quantum Fisher informa-
tion density fn = Fn/N (with N the number of spins)
corresponding to the component of the collective spin op-
erator along the axis n. We show that this quantity is
bounded from above, fn ≤ 2, and the bound is only sat-
urated at the transition and for n parallel to the gapless
mode of the phase transition [16]. We note that a value
greater than unity indicates that the state is at least 2-
particle entangled. Similarly, the steady state is most
squeezed at the phase boundary with the squeezing pa-
rameter ξ = 1/2 where the squeezed component is along
the gapped mode, orthogonal to the gapless mode, of the
phase transition. This behavior is consistent with the
3 dB limit of parametric amplifiers at their threshold,
underscoring the similarities between this threshold be-
havior and the driven-dissipative phase transition. The
most surprising finding of our work is that the mutual
information exhibits logarithmic scaling with system size
not only at the phase boundary, but everywhere in the
ordered phase albeit with a different (typically larger) co-
efficient than the universal value at the transition. This
underscores a hidden criticality that cannot be accounted
for by (two-point) correlations. Finally, for long-range
power-law Ising models with the exponent α ≤ 3, we
numerically find that the squeezing is still bounded by
ξ = 1/2, but the connection to phase transition is absent
for large α where there is no phase transition.

This paper is structured as follows. In Sec. II, we intro-
duce the long-range driven-dissipative Ising model and
discuss the mean-field phase diagram. We then focus
on the infinite-range model (iDDIM) before coming back
to the long-range model towards the end. In Sec. III,
we briefly introduce covariance matrices, and report ex-
plicit expressions for the covariance matrix in the normal
phase. Section IV discusses the von Neumann entropy,
purity and the mutual information throughout the phase
diagram. Section V is dedicated to quantifying differ-
ent entanglement measures: we discuss the logarithmic
negativity in Sec. VA, and provide an analytical expres-
sion in the normal phase; in Sec. VB, we calculate the
quantum Fisher information density along the three main
directions of the total spin, and identify the optimal di-
rection analytically within the normal phase; we further
calculate the spin squeezing parameter in Sec. VC an-
alytically in the entire phase diagram. On top of ana-
lytical results, extensive numerical results are provided
using quantum trajectories and by taking advantage of
the permutation symmetry of the iDDIM. We introduce
the long-range Ising model in Sec. VI and compute the
squeezing parameter numerically using matrix product
states techniques. Finally, we summarize our results and

discuss future directions in Sec. VII.

II. MODEL

We consider N coherently driven 2-level atoms in a
transverse field ∆ and subject to power-law Ising inter-
actions

H = − 1

N
∑

i ̸=j

σx
i σ

x
j

|i− j|α +∆
∑

i

σz
i , (1)

with α the exponent of long-range interactions. Here,
we have defined the normalization (Kac) factor, N =

1
N−1

∑

i ̸=j |i−j|−α, for convenience; it renders the Hamil-
tonian extensive for α ≤ 1 and furthermore simplifies the
form of the mean-field equation (see below) for all values
of α. Specifically, for α = 0, the Hamiltonian becomes
an all-to-all Ising model (up to an unimportant additive
constant):

H = − J

N
S2
x +∆Sz , (2)

where we have defined the collective spin operators Sa =
∑

i σ
a
i with a ∈ {x, y, z}. The normalization factor of

1/N renders the Hamiltonian extensive.

Beside the Hamiltonian dynamics, atoms are coupled
to a zero-temperature bath resulting in the spontaneous
emission at a rate Γ. Assuming the standard Born-
Markov approximation, the dynamics is governed by the
quantum master equation in the Lindblad form:

∂ρ

∂t
= L[ρ] = −i[H, ρ]+Γ

∑

i

σ−
i ρσ

+
i − 1

2
{σ+

i σ
−
i , ρ} . (3)

We emphasize that this model describes a driven-
dissipative system, although there is no explicit time de-
pendence in the rotating frame. For α = 0, the result-
ing model, also referred to as the iDDIM, is a direct de-
scendant of the open Dicke model in the large-detuning
limit, as shown by some of the authors as well as others
[15, 23, 24]; see also [25]. Specifically, the Ising interac-
tion strength arises due to the drive at the microscopic
level. Closely related models have been recently proposed
in the context of trapped ions as well [26, 27]; see also re-
lated model with long-range dissipation [28]. The above
models exhibit a Z2 symmetry under the transformation
σx,y → −σx,y. For sufficiently small α, this symmetry is
spontaneously broken in the non-equilibrium steady state
of Eq. (3) exhibiting a transition from the normal phase
(⟨Sx/y⟩ = 0) to the ordered phase (⟨Sx/y⟩ ≠ 0). Below,
we provide a mean-field analysis which becomes exact for
α = 0.
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A. Mean field

We briefly discuss the mean-field solution of Eq. (3).
We first assume that the density matrix factorizes as

ρ =
⊗

i

ρi = ρ⊗N
MF , (4)

where ρMF is the mean-field density matrix, uniform
across all sites. Inserting this ansatz in the equations
of motion for σx/y/z, we find the mean-field equations of
motion (in the N → ∞ limit)

∂t⟨σx⟩ = −2∆⟨σy⟩ − Γ

2
⟨σx⟩ , (5a)

∂t⟨σy⟩ = (4J⟨σz⟩+ 2∆)⟨σx⟩ − Γ

2
⟨σy⟩ , (5b)

∂t⟨σz⟩ = −4J⟨σy⟩⟨σx⟩ − Γ(1 + ⟨σz⟩) , (5c)

where we have dropped the spatial index due to the uni-
form ansatz. Notice that with our convenient choice of
the Kac factor, the dependence on α,N drops out of these
equations. We seek the steady state solutions of the equa-
tions of motion. In the normal phase, there is only one
stable solution, ⟨σx⟩ss = 0, ⟨σy⟩ss = 0, ⟨σz⟩ss = −1 with
the subscript indicating the steady state. In the ordered
phase, there are now two stable solutions,

⟨σx⟩ss = ±
√
32J∆− 16∆2 − Γ2

4
√
2J

, (6a)

⟨σy⟩ss = ∓Γ
√
32J∆− 16∆2 − Γ2

16
√
2J∆

, (6b)

⟨σz⟩ss = −Γ2 + 16∆2

32J∆
. (6c)

The mean-field phase boundary is then determined as

Γ2 + 16∆2 − 32J∆ = 0 , (7)

which can be understood as a phase transition from a
normal (disordered) phase at large Γ to a magnetically

ordered phase for Γ ≤ Γc = 4
√

∆(2J −∆); see Fig. 1(b).
For a collective model with α = 0 and long-range models
with α ≤ 1 (i.e., with the exponent smaller than dimen-
sionality), the mean-field phase diagram should be exact
although (Gaussian) fluctuations on top of the mean-field
solution plays an important role (see below). However,
for sufficiently large α, no phase transition is expected,
as we shall discuss later, and the mean-field analysis just
provides a first guide.

B. Gaussian Fluctuations

On top of the mean-field solution in Eq. (6), we should
also consider quantum and statistical fluctuations. A
possible avenue is to cast the Liouvillian dynamics in
terms of functional integral techniques using the ap-
proach in previous works [15, 16]. Specifically for α = 0

Figure 1. (a) Schematic depiction of the driven-dissipative
Ising model with infinite-range interactions. (b) Phase dia-
gram of the model. The shaded region designates the ordered
phase.

(more generally, for any α < 1), one needs to include
only fluctuations up to the quadratic order beyond the
mean-field solution, at least away from the phase transi-
tion. These fluctuations can be then completely charac-
terized by two-point correlation functions, that is, they
are fully characterized by a Gaussian state. We shall
leave the technical details to Appendices A and B and
use the correlations reported there. A similar functional
integral approach can be extended to nonzero α (includ-
ing α larger than, but close to, 1). However, we shall not
pursue the field-theory approach for α > 0 in this work.
In the remaining of this paper, we first exclusively fo-

cus on the iDDIM (with α = 0) and only in Section VI
we report our results for α ≤ 3.

III. COVARIANCE MATRIX METHOD

Since the fluctuations in the iDDIM are purely Gaus-
sian at large system sizes [15], the state can be fully
characterized by two-point correlation functions. More
formally, a Gaussian state can be fully parameterized by
a displacement vector d plus a covariance matrix σ,

di = Tr(ρri) , σij = Tr(ρ{∆ri,∆rj}) , (8)

where r = (x1, x2, ..., p1, p2, ...)
T is the vector comprising

position and momentum operators, and ∆r = r− d; the
curly brackets denote the anti-commutator. We calculate
entanglement measures using the covariance matrix and
its symplectic eigenvalues [29–34]. These eigenvalues are
obtained by diagonalizing the matrix iΩσ, where Ω is
defined as

Ω =

(

0 I
−I 0

)

, (9)

and I is the identity matrix; the matrix Ω encodes the
canonical commutation relations of the position and mo-
menta operators:

[ri, rj ] = iΩij . (10)

The eigenvalues of iΩσ always come in pairs of ±νi and
are bounded from below by 1. In the following subsec-
tions, we discuss how the covariance matrix formalism
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applies to the driven-dissipative Ising model in the nor-
mal phase while the ordered phase requires a different
treatment.

A. Normal Phase

A key observation in the normal phase is that the to-
tal spin is fully polarized along the negative z-direction
with sub-extensive fluctuations. Therefore, we can read-
ily make the approximation [Sx, Sy] = 2iSz ≈ −2iN ,

and then rescale the spin operators, x = Sx/
√
2N, p =

−Sy/
√
2N , such that we retrieve the canonical commu-

tation relations [x, p] = i. This identification gives a
single pair of position and conjugate momentum opera-
tors, resulting in a single mode covariance matrix with
r = (x, p).

The correlation functions for the steady state of Eq. (3)
in the normal phase have been computed in a previous
work [16]. We refer the reader to Appendix A for the
technical details and only quote the exact analytical ex-
pressions for the corresponding correlation functions:

σ11 = 1 +
16J∆

Γ2 − Γ2
c

,

σ12 = σ21 =
4JΓ

Γ2 − Γ2
c

,

σ22 = 1 +
16J(2J −∆)

Γ2 − Γ2
c

.

(11)

All desired quantities, with the exception of the logarith-
mic negativity and mutual information, can be calculated
using the covariance matrix representation of the density
matrix. The logarithmic negativity and mutual informa-
tion require that that we split the system in two and
compute correlation functions between the two halves.
The corresponding covariance matrix, denoted by σAB

for two subsystems A and B, becomes a 4 × 4 matrix
given by

σAB =

(

X K
K P

)

, (12)

with the block matrices

X = I +
8J∆

Γ2 − Γ2
c

(

1 1
1 1

)

,

P = I +
8J(2J −∆)

Γ2 − Γ2
c

(

1 1
1 1

)

, (13)

K =
2JΓ

Γ2 − Γ2
c

(

1 1
1 1

)

.

For a derivation, see Appendix A. We emphasize that
these exact expressions are only valid in the normal
phase.

B. Ordered Phase

The covariance matrix techniques discussed in the pre-
vious subsection apply only to bosonic systems with
Gaussian fluctuations. In the normal phase, the iDDIM
satisfies this condition as the total spin is fully polar-
ized in the z-direction, and excitations of the spin can be
seen as excitations of a bosonic mode akin to a Holstein-
Primakoff transformation [21, 35]. However, this picture
no longer applies in the ordered phase. While we can al-
ways rotate our spin variables such that the spin is point-
ing along the z-direction, the spin is not fully polarized
along the latter direction and fluctuations are generically
non-negligible along all spin directions. While the covari-
ance method is not immediately applicable in the ordered
phase (however, see [13]), we utilize quantum trajectory
simulations to numerically calculate the desired entan-
glement measures in the ordered phase.

IV. ENTROPY, PURITY AND INFORMATION

The von Neumann entropy

SvN(ρ) = −Tr(ρ log ρ) , (14)

defines the entropy of a given (mixed) state. While it
is not a measure of entanglement in a mixed state, it
can predict nontrivial behavior, especially at criticality,
and is useful for comparison with other quantities. In
this section, we analytically calculate the von Neumann
entropy SvN both in the normal and ordered phases.
The von Neumann entropy in the normal phase can be

calculated purely in terms of the symplectic eigenvalues
of the covariance matrix. The mean-field contribution to
the entropy is zero since the mean-field state, being fully
polarized along the negative z directions, is pure in the
normal phase. It is known that SvN for a Gaussian state
is given by [31]

SvN(ρ) =
ν + 1

2
log

(

ν + 1

2

)

− ν − 1

2
log

(

ν − 1

2

)

,

(15)
where ν is the symplectic eigenvalue of σ. Equipped with
the covariance matrix, given by Eq. (11), we have

ν =

√

1 +
16J2

Γ2 − Γ2
c

. (16)

This eigenvalue satisfies ν ≥ 1 in the normal phase
Γ > Γc. Specifically, in the limit J → 0 we have ν = 1
and SvN = 0, consistent with the state being pure and
all spins pointing down [31]. More generally, the above
equations give the von Neumann entropy everywhere in
the normal phase. From the form of the symplectic eigen-
value, we can see that the von Neumann entropy diverges
at Γ = Γc, signifying the onset of criticality. This is ex-
pected as fluctuations also diverge at the critical point
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[15]. This phase transition was shown to be in the same
university class as the finite-temperature transverse-field
Ising model [15] where the transition is dominated by
thermal fluctuations. Thus, we expect SvN to diverge as
it captures classical fluctuations as well. More precisely
the von Neumann entropy diverges upon approaching the
critical point as SvN ∼ − 1

2 log γ with γ ≡ Γ − Γc. Us-
ing the finite-size scaling analysis (see [15, 36]), we can

substitute γ ∼ 1/
√
N at the critical point, which in turn

gives

SvN ∼ 1

4
logN . (17)

The coefficient, c = 1/4, of the logarithm is distinct from
the zero-temperature equilibrium value of 1/6 [37]. This
behavior is also distinct from expected the volume law
behavior (with SvN ∝ N) at finite temperature. The mu-
tual information, however, behaves similarly (∼ 1

4 logN)
as that of the Ising model at finite temperature [38], as
we shall discuss shortly.
To complement the von Neumann entropy, we can also

calculate the purity of the state µ = Tr(ρ2). In terms of
the covariance matrix, the purity is given by

µ =
1

√

det(σ)
. (18)

Conveniently, the symplectic eigenvalue of a single-mode
covariance matrix is directly related to the determinant
of the matrix, det(σ) = ν2, hence

µ =
1

ν
. (19)

One can the see that, within the normal phase, the pu-
rity µ ∝ √

γ vanishes upon approaching the critical point
where the classical fluctuations diverge. Invoking the
finite-size scaling again, we have

µ ∝ N−1/4, (20)

at the critical point. Indeed, we find a consistent be-
havior numerically; see Fig. 2. The numerical result is
computed by vectorizing the density matrix ρ → |ρ⟩⟩,
taking advantage of the permutation symmetry [15], and
computing µ = ⟨⟨|ρ|ρ⟩⟩.
As discussed in Sec. III B, we cannot perform the same

procedure in the ordered phase. However, a simple analy-
sis shows that the entropy is dominated by the mean-field
contribution which is proportional to N , hence a volume

scaling. This is simply due to the mean-field contribution
as

SvN(ρ
⊗N
MF ) = N S0(ρMF) . (21)

While the entropy does transition from “area law”
(SvN ∼ O(1)) in the normal phase to “volume law” in
the ordered phase, this behavior is distinct from the en-
tanglement phase transitions at the level of individual

40 60 80 100 120

0.375

0.5

1.086 N
−0.228

N

μ

Figure 2. Algebraic scaling of the purity at the phase transi-
tion. The scaling is consistent with the theoretical prediction
∼ N−1/4.

quantum trajectories as opposed to the density matrix
[39–42]. The volume law observed here simply reflects the
mixed-ness of the state, while the area law in the normal
phase should be attributed to the infinite-range interac-
tions; the steady state of a generic (e.g., short-range)
driven-dissipative system will be generically mixed.
We also remark that the steady state becomes increas-

ingly mixed in the ordered phase. The mean-field predic-
tion of the purity is µ(ρMF) = µN

0 where µ0 = 1
2 (1+s2) <

1, with s = S/N =
√

⟨Sx⟩2 + ⟨Sy⟩2 + ⟨Sz⟩2/N . From
the mean-field equation, Eq. (6), we then find

µ0 = 1− (Γ2 − Γ2
c)

2

2048J2∆2
, (22)

for Γ < Γc = 4
√

∆(2J −∆). Since µ0 < 1 in the ordered
phase, the mean-field solution predicts a mixed steady
state. In fact, the total purity falls off exponentially
with system size in the ordered phase, to be contrasted
with the algebraic decay at the critical point. We also
note that the purity reaches its minimum when Γ,∆ → 0
within the ordered phase (with the order Γ → 0 and then
∆ → 0) in which limit µ0 = 1/2 consistent with a fully
mixed state.
Finally, we consider the the mutual information [38,

39, 43],

IAB = SvN(ρA) + SvN(ρB)− SvN(ρA∪B) (23)

which captures the total correlations between two disjoint
subsystems A and B. This quantity can be used to diag-
nose phase transitions at finite temperature [38, 39, 43].
Here, we can calculate it analytically in the normal phase
by using Eq. (12), in combination with Eq. (15). To ob-
tain the subsystem entropy, we construct the subsystem
covariance matrices from Eq. (12),

σA = σB =

(

X11 K11

K11 P11

)

, (24)

where the matrix elements are given by Eq. (13). The
matrices are identical for the two subsystems as they are
equal in size and due to the permutation symmetry of the
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model. The symplectic eigenvalues of these covariance
matrices then read as

νA = νB =

√

1 +
12J2

Γ2 − Γ2
c

, (25)

which are similar to, but distinct from, the symplectic
eigenvalue of the total system covariance matrix ν given
by Eq. (16). Plugging these eigenvalues into Eqs. (15)
and (23), we find the mutual information in the normal
phase. Similar to the von Neumann entropy, the mutual
information diverges logarithmically at the phase bound-
ary as IAB ∼ 1

2 log γ. Again invoking the critical scaling,
this quantity also grows logarithmically with the system
size as

IAB ∼ 1

4
logN , (26)

with the same coefficient as the von Neumann entropy.
Interestingly, the mutual information shows same scal-
ing as well as the universal coefficient at a thermal phase
transition [38]. This may be expected as this phase tran-
sition is shown to be effectively thermal despite the non-
equilibrium dynamics [15, 16, 36]. However, as we discuss
next, the thermal analogy ceases to hold into the ordered
phase.
In Fig. 3(a), we plot the mutual information for differ-

ent system parameters as well as different system sizes.
These plots are obtained numerically using quantum tra-
jectories while incorporating the permutation symmetry
based on Ref. [44]. Approaching the critical point from
the normal phase, the mutual information increases with
system size. Specifically, it grows logarithmically at the
phase boundary [see the squares in the inset of Fig. 3(b)],
in harmony with Eq. (26). We note a slight discrepancy
in the numerically obtained coefficient ∼ 0.36 of the log-
arithmic dependence against the theoretically predicted
value of 1/4; this could be attributed to finite-size effects
and possibly the dynamical slowdown at the critical point
requiring evolution up to times that grow with system
size as

√
N [36]. Specifically, it is difficult to numeri-

cally access the late times necessary to ensure we have
converged to the steady state, let alone the memory cost
of storing the density matrix over longer time scales and
for larger system sizes. With these considerations into
account, we have performed the numerical simulations
with a time step of δt = .001 over 2000 trajectories, and
we have averaged over the last 100 time steps, skipping
every 5, in the dynamics. At the critical point, the total
evolution time is chosen as tf = 10Γ−1

√
N to account for

the finite-size scaling of the critical dynamics. In the or-
dered phase, we instead take tf = 10Γ−1 logN (although
for the systems sizes considered, the latter times scales
are at most different roughly by a factor of 2).
Surprisingly, Fig. 3 shows that the mutual information

does not peak at the phase transition and still grows with
the system size in the ordered phase where Γ < Γc = 4
(for ∆ = 1), and even exhibits a pronounced peak well

2 4 6 8

0

0.4

0.8

1.2

1.6

Γ

I A
B

I A
B

( Γ
)

N

Γ

c
(Γ

) ○
○

○ ○ ○

■ ■ ■ ■■
20 60

1

2

1 2 3 4 5 6 7 8

0

1

2

3

4

N = 100

N = 40

N = 60

N = 80

N = 20

Figure 3. (a) Mutual information as a function of Γ for var-
ious system sizes, with J = 1,∆ = 1. This quantity scales
logarithmically with system size not only at the critical point
(Γc = 4 marked by the dashed line) but also in the ordered
phase. (b) The coefficient of the logarithmic dependence as a
function of Γ. The inset explicitly shows the logarithmic fit
at the critical point (squares) and a point inside the ordered
phase (open circles).

within the ordered phase. In fact, the mutual information
appears to scale logarithmically with system size even in
the ordered phase, IAB ∼ c(Γ) logN , with a nontrivial
coefficient c(Γ); see Fig. 3(b). In contrast, the mutual
information in thermal equilibrium diverges at the crit-
ical point while approaching a constant of log 2 deep in
the ordered phase due to the Ising spontaneous symme-
try breaking [38]. The persistent critical scaling in the
ordered phase of our non-equilibrium model hints at a
hidden criticality that cannot be detected by two-point
correlation functions. On the other hand, mutual infor-
mation provides an upper bound on all correlations [45]
and does not “overlook” any correlations. Hidden crit-
ical behavior in the non-equilibrium setting of quench
dynamics has been recently identified through measures
such as mutual information as well [46]. While we do not
fully understand the origin of this behavior in the present
context, we speculate that it follows from the contribu-
tion of different sectors each characterized by a distinct
value of the total angular momentum. Note that the per-
mutation symmetry of the model leads to a mixture of
different sectors in the steady state [47, 48]. It is thus
possible that the interplay of the permutation symmetry
and the ordering gives rise to the nontrivial behavior of
the mutual information.

V. ENTANGLEMENT MEASURES

In this section, we investigate three prominent mea-
sures of quantum entanglement: logarithmic negativity,
quantum Fisher information, and spin squeezing. Impor-
tantly, they are all proper measures of entanglement even
for mixed states, while they characterize different aspects
of the entanglement. Using a mix of analytical and nu-
merical methods, we calculate each of these quantities
throughout the phase diagram.
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A. Logarithmic Negativity

As a first measure of quantum entanglement in a mixed
state, we consider the logarithmic negativity [49, 50]

EN = log2 Tr(|ρTB |1) , (27)

where TB denotes the partial transpose of a subsystem B,
and | • |1 signifies the trace norm. The partial transpose
only affects the coherences of the density matrix, which
could violate its positivity and lead to negative eigenval-
ues. The logarithmic negativity thus captures the degree
to which positivity is violated due to the entanglement of
the subsystems A and B, and is in fact an entanglement
monotone [50]. This quantity can also be used to detect
phase transitions and critical phenomena in many-body
systems [51, 52].
Equation (27) requires access to the full density ma-

trix in order to compute the singular values of its partial
transpose. However, for Gaussian states, we can calcu-
late this quantity using the covariance matrix formalism.
Specifically, we need the covariance matrix for a system
split in two halves. In terms of the symplectic eigenval-
ues of the covariance matrix, the logarithmic negativity
can be then computed as [31, 51]

EN = −
∑

i

log2 (min(ν̃i, 1)) , (28)

where ν̃is are the symplectic eigenvalues upon partial
transposition of the density matrix, which is equivalent
to sending pB → −pB in the covariance matrix [31, 51].
The violation of positivity in the density matrix is equiv-
alent to the violation of the bound ν ≥ 1. Computing
these new symplectic eigenvalues, we find only one that
satisfies ν̃ < 1,

ν̃ =

√

1 +
4J(4J −

√

Γ2 + 16(J −∆)2)

Γ2 − 16∆(2J −∆)
. (29)

Plugging this into Eq. (28), we find that EN is indeed fi-

nite throughout the normal phase. Specifically upon ap-
proaching the phase transition, Γ → Γc, the symplectic
eigenvalue becomes ν̃ → 1/

√
2, resulting in the logarith-

mic negativity EN = log2
√
2 = 1/2 everywhere along the

phase boundary. This behavior is also shared by other
measures of entanglement (see below), and is reminiscent
of finding the same effective temperature at the phase
boundary [15, 36]. We can conclude that while quantum
correlations do not govern the phase transition, they are
still present. In contrast, divergent quantum fluctuations
emerge at a critical quantum ground state [51].
In the ordered phase, we rely on quantum trajectories

to calculate the logarithmic negativity. In Fig. 4(a), we
plot the logarithmic negativity as a function of Γ at fixed
∆ = 1. We first observe that the peak appears close to
the phase boundary, and is consistent with the analyti-
cal prediction, EN = 1/2, which has been obtained in the
thermodynamic limit. We note that the peak location is
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Figure 4. Logarithmic negativity EN versus (a) Γ with
J = ∆ = 1 and (b) ∆ with J = Γ = 1. In both cases,
EN peaks close to the critical point (marked by the dashed
lines) and whose value is consistent with EN = 1/2. A slight
deviation from the critical point is due to finite-size effects.
Furthermore, the peak exhibits a kink. The features at small
Γ in (a) could be due to the limited evolution time. The
growing logarithmic negativity at small ∆ in (b) is likely an
artifact of quantum trajectories; see the text.

slightly shifted away from the critical point (Γc = 4 at
∆ = 1) which is likely due to finite-size effects as the peak
roughly converges toward the critical point as the system
size increases. We also notice that the logarithmic nega-
tivity in Fig. 4(a) grows with system size when Γ ≪ J ;
however, this is likely due to the limitations of quantum
trajectories. Small Γ requires longer evolution times and
storage of a longer density matrix history, which become
inaccessible in this regime. We have adopted the total
evolution time of tf = 10Γ−1 logN in the ordered phase,
but convergence at small Γ might require longer times.

In Fig. 4(b), we plot the logarithmic negativity as a
function of ∆ at a fixed Γ = 1. Notice that there
are two critical points one at small ∆ and another at
∆c = 1.97. Again, we find that the logarithmic nega-
tivity peaks roughly at 1/2 and slightly away from the
critical near ∆ = 2. Furthermore, the logarithmic neg-
ativity in both panels exhibits a kink as one enters the
ordered phase. Such kinks have been observed at ther-
mal phase transitions [52] as well as the open Dicke
model [13]. We also notice that the logarithmic nega-
tivity grows as we approach the phase boundary near
∆ = 0. In fact, it appears to overshoot the theoretical
prediction and shows a pronounced system size depen-
dence. These features however are likely an artifact of
quantum trajectories. Indeed, the model with ∆ = 0 can
be solved exactly and is shown not to support correlations
spreading [53]. In contrast, the non-Hermitian Hamil-

tonian, HNH = H − i
∑

i L
†
iLi = H − iΓ4

∑

i σ
z
i + const,

employed in quantum trajectories is an Ising model with
an imaginary transverse field (at ∆ = 0), and allows cor-
relations to propagate. The fact that the jump terms and
the non-Hermitian Hamiltonian are treated on different
footings in quantum trajectories should be responsible
for the unusual behavior near ∆ = 0. Convergence may
require a large number of quantum trajectories that is
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not accessible in our numerics.

B. Quantum Fisher Information

The quantum Fisher information F , although typically
used in quantum metrology, is a useful measure of entan-
glement [54–58]. This quantity bounds the precision one
can attain when performing a phase estimation measure-
ment corresponding to the transformation U = exp(iθO)
with the phase θ and operator O. To saturate this bound,
the system needs to be entangled [6, 54–58]. For a spin
system, it has been shown that the quantum Fisher in-
formation density corresponding to the total spin oper-
ator 1

2Sn = 1
2

∑

i n · σi pointing along the unit vector
n = (nx, ny, nz) (using the notation σi = (σx

i , σ
y
i , σ

z
i )),

can indicate whether or not a state is k-particle entan-
gled [54–58]. The overall factor of 1/2 is introduced so
that the spin operators have a spectrum of unit width
per particle. Specifically, a state of N spin- 12 particles is
at least (m+ 1)-particle entangled if

F

N
= f > m , (30)

for m a divisor of N . This bound provides a direct
way to determine the presence of entanglement from the
quantum Fisher information density. More precisely, the
quantum Fisher information corresponding to a density
matrix ρ and a given operator O is defined as

F (ρ,O) = 2
∑

i,j

(λi − λj)
2

λi + λj
| ⟨i|O |j⟩ |2 , (31)

where λi and |i⟩ denote the eigenvalues and eigenvectors
of the density matrix, respectively. However, these quan-
tities are difficult to obtain analytically. Again, Gaussian
states permit an analytical expression of the quantum
Fisher information in terms of the covariance matrix and
the displacement vector [34]. For a generator of the trans-
formation that is a collective spin operator in the x − y
plane, we can write the unitary in the form

U(θ) = eir
TΩγ(θ) , (32)

where γ(θ) =
√

N
2 θ × (ny, nx); we recall that 1

2Sx =
√

N/2x, 1
2Sy = −

√

N/2p, and r = (x, p). The above
unitary transformation merely shifts the displacement
vector,

d(θ) = d+ γ(θ) . (33)

For a transformation of this type, linear in the canonical
operators, F is given by [34]

F = γ̇
T (θ)σ−1

γ̇(θ) , (34)

where the dot denotes a derivative with respect to θ (in
this case resulting in a fixed vector). Substituting the
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Figure 5. Quantum Fisher information densities fx,y corre-
sponding to the operators Sx,y/2 for N = 100 spins. (a) fx
is maximal in the limit ∆ → 2,Γ → 0, approaching the the-
oretically predicted value of fx = 2. (b) fy approaches its
theoretically predicted maximum value of fy = 2 in the limit
∆ → 0,Γ → 0. In both cases, the quantum Fisher infor-
mation is vanishing in the corner of the ordered phase where
∆,Γ → 0. In these plots, J = 1.

covariance matrix in Eq. (11) into Eq. (34), we find the
quantum Fisher information densities

fx =
Γ2 − 16∆(J −∆)

Γ2 + 16(J −∆)2
, (35)

fy = 1 +
16J(J −∆)

Γ2 + 16(J −∆)2
, (36)

corresponding to the collective operators Sx and Sy, re-
spectively, everywhere in the normal phase. Interest-
ingly, each of these quantities is bounded from above by
fx, fy ≤ 2. In fact, fx + fy = 2 is an exact relation, even
at the phase boundary. Furthermore, through the bound
given by Eq. (30), we can conclude that the system is
at least 2-particle entangled. The quantum Fisher infor-
mation density along the z-direction is zero within the
normal phase in the thermodynamic limit, as the collec-
tive spin is fully polarized, thus no fluctuations, in this
direction.
The above results hint towards an optimal direction n

along which F is maximized. This optimal direction can
be determined by solving for the nx, ny (defining a unit
vector while setting nz = 0) that maximizes F , and is
given by

n∗
x = −

√

1

2
− 2(J −∆)

√

Γ2 + 16(J −∆)2
, (37)

and n∗
y =

√

1− n∗
x
2 up to an overall sign. Plugging these

expressions into Eq. (34), we find the optimal quantum
Fisher information density one can achieve in the normal
phase,

fopt = 1 +
4J

√

Γ2 + 16(J −∆)2
. (38)

We see then see that 1 ≤ fopt ≤ 2 throughout the normal
phase, again suggesting that the steady state is at least
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Figure 6. Quantum Fisher information density fz correspond-
ing to the operator Sz/2 as well as the optimal density fopt
for N = 100 spins. (a) fz is nonzero in the ordered phase
where the collective spin is no longer fully polarized along
the z direction, allowing for nontrivial fluctuations of Sz. (b)
fopt peaks at the phase boundary and is consistent with the
analytical prediction of fopt = 2. The Fisher information
densities are all vanishing in a dead zone in the corner of the
ordered phase where ∆,Γ → 0.

2-particle entangled in this phase. Notice that the upper
bound is saturated at the phase transition. The optimal
direction (dropping the nz component for ease of nota-
tion) on the phase boundary changes continuously from
n = (1, 0) at the rightmost critical point (∆ = 2J,Γ → 0)
to n = (0, 1) at the leftmost critical point (Γ,∆/Γ → 0).
At criticality, the optimal direction coincides exactly with
the “gapless mode” of the system (i.e., the critical mode),

given by nϕ = (
√
∆,−

√
2J −∆)/

√
2J , as shown in a pre-

vious work by some of the authors [16]; see also Fig. 7.
Using this notation, the quantum Fisher information den-
sity is fϕ = 2 everywhere on the phase boundary. Along

the “gapped” direction, nζ = (
√
2J −∆,

√
∆)/

√
2J , we

instead find fζ = 0. These results are intuitive as the
quantum Fisher information, a useful measure of quan-
tum metrology, is sensitive to fluctuations [5, 6]; it is pre-
cisely the gapless mode that exhibits the largest (in fact,
divergent) fluctuations at criticality, while the gapped
mode has negligible fluctuations, resulting in a vanishing
quantum Fisher information density. Lastly, we remark
that a saturation of the bound in Eq. (30) implies that
the state is an m-particle GHZ state [55]. Interestingly,
the optimal quantum Fisher information in Eq. (38) sat-
urates this bound at the phase boundary with m = 2,
hinting towards the emergence of a 2-particle GHZ-like
state at the phase transition. The precise nature of this
state is not clear to us, which we leave to future work.

To investigate the ordered phase, we once again employ
quantum trajectories and consider a system of N = 100
spins. The density plots for fx, fy are given in Fig. 5.
The maximum of fx (fy) is close to the phase bound-
ary on the right (left) side of the phase diagram. This is
also consistent with the optimal direction being parallel
to x (y) in this limit. Figure 6(a) shows that fz also as-
sumes a finite value in the ordered phase, as the spins are

Figure 7. (a) A schematic diagram depicting the direction of
the gapless (nϕ) and gapped (nζ) modes in the Sx-Sy plane.
(b) The depiction of the gapless mode along the phase bound-
ary. The corresponding vector nϕ rotates from vertical to hor-
izontal as the phase boundary is traversed from left to right.

no longer fully polarized, hence allowing for fluctuations,
along the z direction. Finally, we plot the optimal quan-
tum Fisher information density in Fig. 6(b) which clearly
peaks at the phase boundary. Notice that all the above
quantities feature a dead zone in the ordered phase close
to Γ,∆ → 0 where the state becomes increasingly mixed;
see Eq. (22). The quantum trajectory simulations here
are performed by evolving up to tf = 10Γ−1 with the
time step δt = 0.1 and averaging over 1000 trajectories.
For each data point, the quantum Fisher information is
also averaged over the last ten time steps of the dynam-
ics.

C. Spin Squeezing

Squeezed states are studied extensively, in part due to
their applications to quantum metrology [59–61]. Techni-
cally, a state is squeezed when the variance of one or more
quadratures is less than that of symmetric states such as
coherent states [62]. For spin operators, this property
can be quantified by the Wineland squeezing parameter
[63, 64]

ξ =
min(∆S2

s⊥
)

s2N
, (39)

where s is the magnitude of the magnetization vector per
particle s, ∆O2 = ⟨O2⟩ − ⟨O⟩2 denotes the variance of
operator O, and s⊥ defines a unit vector perpendicular
to s. The minimization is performed over all directions
perpendicular to s. While for a coherent state, ξ = 1,
a squeezed state state will correspond to ξ < 1. The
squeezing parameter is related to the quantum Fisher in-
formation as they are both sensitive to fluctuations and
both indicate if the state is entangled [59, 61]. In fact,
the squeezing parameter is directly related to the con-
currence, and ξ < 1 implies that the state is not only
squeezed, but is also entangled [61].
Using the method described in Appendix B, we can

calculate all spin correlations including those in the or-
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dered phase. For convenience, we define the z-direction
along s, write the perpendicular spin as Ss⊥

= S̃ · s⊥ =

cos(ϕ)S̃x + sin(ϕ)S̃y and minimize Eq. (39) with respect
to ϕ. The tilde indicates that the spin components are
defined in a rotated frame such that ⟨S̃z⟩ = Ns.
In the normal phase, the covariance matrix in Eq. (11)

already provides us with the necessary ingredients to
write Eq. (39) as

ξ = minϕ(σ11 cos
2 ϕ+σ22 sin

2 ϕ+2σ12 cosϕ sinϕ) . (40)

We have used the fact that S̃x = −Sx, S̃y = Sy in the

normal phase1, and identified x = Sx/
√
2N and p =

−Sy/
√
2N . We note that the above expression is simply

the minimum eigenvalue of the σ matrix which is given
by

ξ =
1

1 + 4J/
√

Γ2 + 16(J −∆)2
. (41)

Interestingly, we find ξ = 1/2 exactly all along the phase
boundary. This value is a lower bound on the squeez-
ing parameter all throughout the phase diagram (see the
discussion of the ordered phase below). These results
are consistent with the 3 dB limit of squeezing at the
onset of instability of parametric amplifiers [65]. From
this perspective, the driven-dissipative phase transition
of the infinite-range Ising model is qualitatively similar
to the threshold instability of a parametric amplifier. Fi-
nally, at the phase boundary, we solve for ϕ that mini-
mizes the expression in Eq. (40) and find the unit vector

s
∗
⊥ = (

√
2J −∆,−

√
∆)/

√
2J , which coincides, upon the

sign conversion, with the direction of the gapped mode
nζ = (

√
2J −∆,

√
∆)/

√
2J in the original frame.

In the ordered phase, while we do not have analytical
expressions, we can numerically compute the correlation
functions as detailed in Appendix B. In Fig. 8, we present
the density plot of the squeezing parameter in the phase
diagram. One can see that the state is most squeezed at
the phase boundary. Furthermore, the steady state is not
squeezed (ξ ≥ 1) deep inside the ordered phase close to
∆,Γ = 0. This should be expected as the state becomes
increasingly mixed in this region, previously referred to
as the dead zone in Section VB.

VI. LONG-RANGE ISING MODEL

In this section, we finally turn to the DDIM with long-
range interactions, 0 ≤ α ≤ 3; we also include α = 0
for benchmarking. Here, we use the machinery of matrix
product states (MPS), specifically the methods developed
in [66, 67], allowing us to simulate systems up to N = 50

1 The negative sign is due to a 180◦ rotation around the y axis to

bring the fully polarized state from the negative to the positive

z direction.
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Figure 8. Squeezing parameter ξ over the phase space in the
phase diagram; we have set J = 1. The steady state is most
squeezed along the phase boundary with ξ = 1/2. In the
corner region within the ordered phase, the steady state is
not squeezed as it becomes increasingly mixed.

spins. While computing correlation functions (being lin-
ear in the density matrix) are straightforward, computing
entanglement and information measures (generally non-
linear in the density matrix) are rather challenging. For
this reason, we focus on correlation functions and com-
pute only the squeezing parameter, given its relatively
simple form in terms of correlators of collective opera-
tors. We consider a 1D array of N spin-1/2 particles in
a transverse field ∆, and subject to long-range Ising in-
teractions with the exponent α, cf. the Hamiltonian in
Eq. (1). We also consider dissipative dynamics due to
the individual atomic decay at the rate Γ.

Using the MPS numerical simulation, we compute the
expectation value ⟨Sa⟩ as well as ⟨SaSb⟩ where a, b ∈
{x, y, z}. In the ordered phase, the expectation values
⟨Sa⟩ for a ∈ {x, y} should take a nonzero value reflecting
the symmetry breaking phase transition. Specifically, we
define the order parameter m = ⟨Sx⟩/N ; if nonzero, this
parameter indicates symmetry breaking. However, such
symmetry breaking does not always occur in the numer-
ics due to the finite system size (interestingly though we
observe a numerical symmetry breaking transition deep
in the ordered phase and for smaller values of α). Here,
we do not aim to identify the exact phase transition,
which would require a careful analysis, for example by
examining the Binder cumulant and its scaling behav-
ior. Rather, we focus on qualitative features of phase
transitions (if any). To this end, we take two different
approaches. The first approach is simply to add a small
symmetry breaking field h along the x direction to give a
slight bias. If a small h leads to a large order parameter,
we may conclude that we are in the ordered phase. In
contrast, in the normal phase m ∼ h due to the finite
magnetic susceptibility. In a second approach, we define
the quantity ⟨S2

x⟩1/2/N as a proxy for the order param-
eter m. In the normal phase where m = 0, this quan-
tity scales as 1/

√
N and becomes increasingly smaller

for larger system sizes. In the ordered phase and with
an explicit symmetry breaking, it becomes identical to
the order parameter for very large system sizes. More
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Figure 9. Order parameter, collective spin correlators, and squeezing in the open long-range Ising model with N = 50 spins.
(1) The order parameter m and collective spin correlators ⟨S2

x⟩
1/2/N follow similar trends. The order parameter m = ⟨Sx⟩/N

is shown as a function of ∆ for a fixed Γ = 1, · · · , 0.5 for a given α = 0, · · · , 3 in the presence of a symmetry breaking
h = 0.1, · · · , 0.05, respectively. The correlator ⟨S2

x⟩
1/2/N is computed in the absence of a symmetry breaking field. (2) Density

plot of collective operators in the absence of a symmetry breaking field. These plots provide a qualitative depiction of the phase
diagram. Specifically, an ordered phase or a phase transition is not expected for α = 3. (3) Wineland squeezing parameter ξ
in the presence of a symmetry breaking field [same as (1)]. The overall pattern is qualitatively similar for different values of
α although the dark region (dead zone) is larger for α > 1. While for smaller values of α, the maximum squeezing follows a
similar qualitative pattern as the phase diagram, for the largest value of α = 3, there is no such relation.

importantly, even without explicit symmetry breaking
(mx = 0), this proxy should be comparable to 1 deep
in the ordered phase.

In Fig. 9(1a-d), we compare and contrast these two
quantities. The order parameter is computed with a
small symmetry-breaking field (ranging from hx = 0.1
to 0.05 for α = 0 upto 3) while ⟨S2

x⟩1/2/N is computed
with no bias; here, we have plotted these quantities as a
function of ∆ for fixed Γ and a given value of α. The cor-
relators are always larger than the order parameter, yet
the trends are quite consistent. Furthermore, we depict
the density plot of ⟨S2

x⟩1/2/N in Fig. 9(2a-d) for different
values of Γ,∆. For α = 0, 1 both describing mean-field
models, the phase diagram should be identical although

finite-size fluctuations are stronger for α = 1. Further-
more, α = 1.5 appears to follow a similar trend, although
the ordered phase is expected to shrink due to fluctua-
tions. In contrast, for α = 3, a phase transition seems
unlikely as the plotted quantities are quite smaller, and
there is less variation with the system parameters. In-
deed, this is consistent with the expectation that, akin to
thermal phase transitions [68], a driven-dissipation phase
transition is lacking for α > 2. In a closely related model
[26], it was shown that no phase transition occurs for
α > 1.3. While the susceptibility exhibits a pronounced
peak, it should be attributed to the sensitivity to the
quantum phase transition in the ground state [69]. These
figures provide a qualitative understanding of the phase
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diagram for different values of α.
Next, we compute the Wineland squeezing parameter;

see Eq. (39). To this end, we add a small symmetry
breaking field, and compute both s = ⟨S⟩/N as well as
Cab ≡ ⟨SaSb⟩. The former quantity gives the expectation
value of the spin, while the latter quantity allows us to
compute the minimum variance in a direction perpendic-
ular to S. This variance can be easily computed by defin-
ing the projection matrix Π = I − n ⊗ n where we have
defined the 3 × 3 identity matrix I and the unit vector
n = s/s. Projecting out the axis parallel to s (or n), the
quantity min(∆S2

s⊥
) is just given by the smallest nonzero

eigenvalue of matrix product ΠCΠ. The squeezing pa-
rameter can be then computed from in a straightforward
fashion. The results are shown in Fig. 9(3a-d). Going
from α = 0 to larger values of α, the overall pattern of
squeezing does not alter significantly with the exception
of the dead zone of entanglement which is increasing in
size for α > 1. On the other hand, notice that the or-
dered phase should shrink (and not extend) in the same
regime, thus featuring the opposite tendency. We also
observe that the minimum value of the squeezing param-
eter, while not saturating at 0.5 possibly due to finite-size
effects, comes close to this value. Interestingly, this fea-
ture is not specific to smaller values of α and emerges
even for α = 3 where no phase transition is expected.
Therefore, the connection between the phase transition
and the squeezing (or rather entanglement) features does
not hold for larger values of α. It is nevertheless interest-
ing that all the models considered lead to some degree of
entanglement close to the 3 dB limit reminiscent of the
threshold behavior even if there is no phase transition.

VII. CONCLUSION

In this work, we have studied entanglement and in-
formation in driven-dissipative Ising models, specifically
in relation to the disorder-to-order phase transitions
in these systems. For the infinite-range Ising model,
we have calculated the logarithmic negativity, quantum
Fisher information, and spin squeezing which constitute
proper measures of entanglement for mixed states. We
have provided analytical results in the normal phase, and
have utilized quantum trajectories for relatively large sys-
tem sizes (up to N = 100 spins) to probe the ordered
phase. We find consistent features where the entangle-
ment peaks, features a kink, and takes a universal value
at the phase transition. Furthermore, we have uncov-
ered a connection between the gapless/gapped modes
of the phase transition and the optimal Fisher informa-
tion/squeezing. We have also computed mutual informa-
tion that captures total (classical and quantum) correla-
tions, and find that it scales logarithmically with system
size not only at the phase transition but, rather surpris-
ingly, everywhere in the phase diagram, indicating a kind
of hidden criticality. This feature has no analog in equi-
librium, and is not fully understood at present. Finally,

we have considered long-range open Ising models and
computed squeezing numerically using matrix product
states (for N = 50 spins). While we find similar bounds
on squeezing as the infinite-range model, the connection
to phase transition does not appear to hold for shorter-
range models.

It is worthwhile investigating the consequence of the
quantum Fisher information saturating to fopt = 2 and
the possible emergence of GHZ-like states at the phase
boundary. Additionally, the surprising hidden critical
behavior of the mutual information well within the or-
dered phase is admittedly not fully understood and re-
quires further investigation. At a technical level, devel-
oping an analytical understanding of entanglement and
information measures within the ordered phase defines
an interesting future direction, which will shed light on
such hidden criticality. Finally, and most importantly
for practical applications, it would be desired to identify
scenarios where squeezing in the steady state can surpass
the standard 3 dB limit in the presence of generic local
dissipative processes such as spontaneous emission con-
sidered in this work. If possible, one could use dissipation
to stabilize highly entangled states, with the clear advan-
tage that they would be further robust against environ-
mental noise. We remark that the extensive literature on
highly squeezed states has mostly focused on scenarios
where only collective loss operators are present [70–74],
and where the entanglement is typically optimized as a
function of time. In contrast, in this work we have fo-
cused on entanglement in the steady state and in the
presence of local dissipation.
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Appendix A: Split system covariance matrix

In this appendix we show how to obtain Eq. (12),
starting from the exact field theoretical description of
Eq. (3) as derived in [15]. Using an exact quantum-
to-classical mapping, the non-equilibrium partition func-
tion of the steady state Z = limt→∞ Tr(exp(tL)(ρ0)) can
be mapped to a path integral over a pair of real fields



13

mc,mq,

Z =

∫

D[mc,mq]e
iS[mc,mq ] . (A1)

The action S is given by

S = −2JN

∫

t

mc(t)mq(t)− iN lnTr
[

T e
∫
t
T(mc/q(t))

]

,

(A2)
wheremc, the “classical” field, captures the order param-
eter, and mq, the “quantum” field, is related to quantum
fluctuations and noise. This exact mapping is possible
due to the permutation symmetry of the Liouvillian, and
through vectorization of the Liouvillian [15]. The matrix
T is a 4× 4 matrix that can be interpreted as a transfer
matrix for a pair of spins, and in the basis where

σx =

(

1 0
0 −1

)

, σy =

(

0 i
−i 0

)

, σz =

(

0 1
1 0

)

,

(A3)
it takes the form

T =















−Γ
4 + i2

√
2Jmq i∆ −i∆ Γ

4

i∆− Γ
2 − 3Γ

4 + i2
√
2Jmc −Γ

4 −i∆− Γ
2

−i∆− Γ
2 −Γ

4 − 3Γ
4 − i2

√
2Jmc i∆− Γ

2

Γ
4 −i∆ i∆ −Γ

4 − i2
√
2Jmq















.

Connected correlation functions can be obtained by
introducing source fields coupled to the desired observ-
ables to Eq. (3) [15, 75, 76]. After integration of
the fields mc,mq, one obtains the generating functional
W [{hi}] = i lnZ which is given in terms of the de-
sired Green’s functions. We wish to obtain correla-
tion functions for Sx and Sy within the same sub-
system and between two different subsystems. There-

fore, we define Sα,A =
∑N/2

i=1 σα
i to be the collective

spin operator for one half of the system, while Sα,B =
∑N

i=N/2 σ
α
i for the other half. We introduce source

fields h(u/l) = (α
(u/l)
A , α

(u/l)
B , β

(u/l)
A , β

(u/l)
B ) coupled to the

operators S
(u/l) = (σ

(u/l)
x,A , S

(u/l)
x,B ,−S

(u/l)
y,A ,−S

(u/l)
y,B )/

√
N ,

where u/l denote if the operator is acting to the left or
the right of the density matrix in Eq. (3). This modifies
the vectorized Louvillian L (found through the transfor-
mation A •B → A⊗BT = A(u)B(l) for operators A,B)
by

L
′ = L+ ih(u) · S(u) − ih(u) · S(u) . (A4)

Following the mapping to the path integral, this modifies
the action in the following way,

S = −2JN

∫

t

mc(t)mq(t)− i
N

2
lnTr

[

T e
∫
t
TA(mc/q(t))

]

− i
N

2
lnTr

[

T e
∫
t
TB(mc/q(t))

]

,

(A5)

where

TA = T+ ih
(u)
A · s(u)A − ih

(l)
A · s(l)A , (A6)

and similarly for TB . The vectors with subsystem sub-
scripts only contain fields/operators from that subsytem,

and we have also defined the single spin vectors s
(u/l)
A/B =

(σ
x(u/l)
A/B ,−σ

y(u/l)
A/B )/

√
N .

We can now expand Eq. (A5) to second order in fluc-
tuations around mc/q = 0,hc/q = 0, where we have per-
formed the Keldysh rotation on the source fields hc/q =

(h(u) ± h
(l))/

√
2. This yields an action of the form

S(2) =
1

2

∫

t,t′
v
T (t)P̂ (t− t′)v(t′) , (A7)

where

v = (mc,mq, αc,A, αq,A, αc,B , αq,B , βc,A, βq,A, βc,B , βq,B) ,

(in an abuse of notation we denote the fluctuations with
the original field labels), and the kernel P is a block ma-
trix:

P̂ =













P̂m P̂m,α P̂m,α P̂m,β P̂m,β

P̂α,m P̂α 0 1
2J P̂m,β 0

P̂α,m 0 P̂α 0 1
2J P̂m,β

P̂β,m
1
2J P̂β,m 0 P̂α 0

P̂β,m 0 1
2J P̂β,m 0 P̂α













.

(A8)
Each of the submatrices has the typical Keldysh struc-
ture,

P̂m =

(

0 PA
m

PR
m PK

m

)

. (A9)

The list of elements in the time domain are

PA/R
m (t) = −2Jδ(t) + Θ(∓t)

(

8J2e−
Γ

2
|t| sin (2∆|t|)

)

,

(A10)

PK
m (t) = i8J2e−

Γ

2
|t| cos (2∆|t|) , (A11)

PA/R
α (t) =

1

8J2

(

PA/R
m (t) + 2Jδ(t)

)

, (A12)

PK
α (t) =

1

8J2
PK
m (t) , (A13)

P
A/R
β,m (t) = ∓Θ(∓t)

(

2Je−
Γ

2
|t| cos (2∆|t|)

)

, (A14)

PK
β,m(δt) = sgn(t)

(

−i2Je−
Γ

2
|δt| sin (2∆|δt|)

)

, (A15)

and the submatrices obey the following relations,

[P̂m]T (−t) = P̂m(t) , [P̂α]
T (−t) = P̂α(t) , (A16)

P̂m,α(t) = 2JP̂α , P̂m,α(t) = P̂α,m(t) , (A17)

[P̂β,m]T (−t) = P̂m,β(t) . (A18)

The final step is to integrate out the fields mc/q such
that we are left with the generating functional. This
integration is easily done in the frequency domain using
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functional Gaussian integration rules [76], which leads to
a generating functional of the form

W [h] =
1

2

∫

ω

(

h
T
αA

Ĝxx(ω)hαA
+ h

T
βA

Ĝpp(ω)hβA

+ 2hT
αA

Ĝxp(ω)hβA

)

+ 2

∫

ω

(

h
T
αA

ĜAB
xx (ω)hαB

+ h
T
βA

ĜAB
pp (ω)hβB

+ h
T
αA

ĜAB
xp (ω)hβB

)

+ . . .

(A19)

where we have suppressed the frequency dependence of
the fields for compactness, hαA

= (αc,A, αq,A) (similarly
for the other fields), and the . . . signify the rest of the
terms which can be found by swapping A → B. The
Green’s functions have a Keldysh structure,

Ĝij =

(

0 GA
ij

GR
ij GK

ij

)

, (A20)

where GR
ij is the retarded response function, and

the Keldysh Green’s function GK
ij (t) = Cij(t) =

⟨{δOi(t), δOj(0)}⟩ is the connected correlation function
for operators Oi/j , i.e. the quantity of interest. In terms
of the submatrices given in Eq. (A8), we have

Ĝxx = P̂α,m(ω)P̂−1
m (ω)P̂m,α(ω)− P̂α(ω) (A21)

Ĝpp = P̂β,m(ω)P̂−1
m (ω)P̂m,β(ω)− P̂α(ω) (A22)

Ĝxp = P̂β,m(ω)P̂−1
m (ω)P̂m,β(ω)− 2P̂β,α(ω) (A23)

ĜAB
xx = P̂α,m(ω)P̂−1

m (ω)P̂m,α(ω) (A24)

ĜAB
pp = P̂β,m(ω)P̂−1

m (ω)P̂m,β(ω) (A25)

ĜAB
xp = P̂α,m(ω)P̂−1

m (ω)P̂m,β(ω) . (A26)

Taking only the Keldysh Green’s function from each of
these matrices, and integrating them over the frequency
domain to obtain the correlation function at equal times,
we retrieve the expressions for the split-system covariance
matrix as shown in Eq. (12). The identification between
these results and the covariance matrix elements are

X =

(

Cxx CAB
xx

CAB
xx Cxx

)

, K =

(

Cxp CAB
xp

CAB
xp Cxp

)

,

P =

(

Cpp CAB
pp

CAB
pp Cpp

)

.

(A27)

We have used the fact that these correlation functions
are symmetric under swap of x and p.

Appendix B: Ordered phase calculations

Calculating the covariance matrix in the ordered
phase, entire or split system, is mostly identical to how it
was done in Appendix A. The main differences are how
the matrix elements in Eq. (A10) are calculated, that
we also need to introduce a source for Sz as there are
now relevant fluctuations in the z-direction. In addition,
we will rotate the total spin operator such that it points

along the z-direction in the new reference frame. This
is to ensure that the S̃x/

√
2S and S̃y/

√
2S (S = |S|) in

the new frame satisfy the canonical commutation rela-
tions, as discussed in Sec. III B. Here we will show how
to perform the calculation without splitting the system
in half.
We begin by inserting the source field h

(u/l) =
(α(u/l), β(u/l), γ(u/l)) which couples to the spin vector

S
(u/l) = (S

(u/l)
x , S

(u/l)
y , S

(u/l)
z )/

√
N . This modifies the

matrix T in Eq. (A2),

T
′ = T+ ih(u) · σ(u) − ih(l) · σ(l) , (B1)

where the individual spin vector is σ
(u/l) =

(σx(u/l), σy(u/l), σz(u/l))/
√
N . The expansion of the

exact action is now performed around the saddle-point
solution, mc = m =

√
32J∆− 16∆2 − Γ2/4J,mq =

0,hc/q = 0, where we have performed the Keldysh rota-

tion on the source fields hc/q = (h(u)±h
(l))/

√
2. Defining

the matrices Tµi
= ∂µi

T, with µ ∈ {m,α, β, γ}, i ∈ {c, q},
we have that

δ2 log Tr(T e
∫
t
T)

δµi(t)δνj(t′)
|s.p.=Θ(t− t′)⟨⟨I|Tµie

tTmTνj |ρss⟩⟩

+Θ(t′ − t)⟨⟨I|Tνj
etTmTµi

|ρss⟩⟩
− ⟨⟨I|Tµi

|ρss⟩⟩⟨⟨I|Tνi
|ρss⟩⟩ ,

(B2)

where we have evaluated the left-hand side at the sad-
dlepoint solution. We have used the fact that T is a
vectorized single-spin Liouvillian and has a steadystate
given by the vectors ⟨⟨I| and |ρss⟩⟩. These are the left
and right eigenvectors of Tm = T|s.p respectively and sat-
isfy Tm |ρss⟩⟩ = 0 (and similarly for ⟨⟨I|). We have also
used the fact that Tr(e∞Tm) = 1. The retarded elements
of the expansion correspond to when i = q, j = c and
the Keldysh elements correspond to when i = q, j = q.
Therefore we have generally

PR
µν(t) =− 2Jδ(t)δµ,mδν,m

− iNΘ(t)⟨⟨I|Tµqe
tTmTνc |ρss⟩⟩

(B3)

PK
µν(t) =− iNΘ(t)⟨⟨I|Tµq

etTmTνq
|ρss⟩⟩

− iNΘ(−t)⟨⟨I|Tνqe
tTmTµq

|ρss⟩⟩ .
(B4)

The fact that m is finite makes further expansion of the
trace-log in Eq. (A2) difficult analytically [15]. To sim-
plify this expression, we can rewrite the generator as

etTm = |ρss⟩⟩⟨⟨I|+
3

∑

k=1

etλk |λR
k ⟩⟩⟨⟨λL

k | , (B5)

where each of the eigenvalues λk are either real or come
in complex conjugate pairs with Re(λk) < 0. We then
Fourier transform the result, using the definition ϕ(t) =
1
2π

∫

dωe−iωtϕ(ω) for any field ϕ(t). We find

PR
µν(ω) = −2Jδµ,mδν,m + iN

3
∑

k=1

Dµν(k)
1

λk + iω
(B6)
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PK
µν(ω) = iN

3
∑

k=1

D̃µν(k)
1

λk + iω
+ D̃νµ(k)

1

λk − iω
,

(B7)
where we have defined the coefficients

Dµν(k) = ⟨⟨I|Tµq |λR
k ⟩⟩⟨⟨λL

k |Tνc
|ρss⟩⟩ (B8)

D̃µν(k) = ⟨⟨I|Tµq
|λR

k ⟩⟩⟨⟨λL
k |Tνq

|ρss⟩⟩ , (B9)

for compactness. These are the matrix elements of the
submatrices in a block matrix similar to that of Eq. (A8),
except now there are no subsystems and we have new
blocks from the γ source field. Following that procedure,
we arrive at the Green’s functions in the ordered phase,

Ĝµν =P̂µν(ω)P̂
−1
mm(ω)[P̂νµ]

T (−ω)

− 2P̂µν(ω) + δµ,ν P̂µµ ,
(B10)

where µ, ν ∈ {α, β, γ} as we have eliminated the m

fields. The correlation functions for Sx,y,z/
√
N are then

all given by

Cµν =

∫

ω

GK
µν(ω) , (B11)

where the Keldysh component is as defined in Eq. (A20).
The labels µ, ν can now be identified with x, y, z instead

of α, β, γ respectively. As mentioned before, it is diffi-
cult to obtain an analytical expression for the correla-
tion functions. However, one can numerically evaluate
the coefficients Dµν , D̃µν and then integrate GK

µν over its
ω dependence to obtain a numerical value for the corre-
lation functions.
To obtain a representation in terms of canonical vari-

ables as we did in the normal phase, we rotate the
spin observables such that S̃z, the rotated spin operator,
points along n = S/|S|. This is done using the transfor-
mation matrix [77]

R(θ, ϕ) =





cos θ cosϕ cos θ sinϕ − sin θ
− sinϕ cosϕ 0

sin θ cosϕ sin θ sinϕ cos θ



 , (B12)

which defines the new spin variables

S̃ = R(θ, ϕ)S . (B13)

The angles θ, ϕ that achieve the desired rotation are given
by

θ = cos−1

(

Z

s

)

, ϕ = cot−1

(

X

Y

)

, (B14)

where X,Y, Z are the mean-field solutions defined in Eq.
(6), and s =

√
X2 + Y 2 + Z2. This rotation gives the

new spin operators in terms of the old ones, which means
we also know what the correlation functions of the new
variables are in terms of the old ones.
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A. Smerzi, Fisher information and multiparticle entan-
glement, Phys. Rev. A 85, 022321 (2012).

[56] N. Li and S. Luo, Entanglement detection via quantum



17

Fisher information, Phys. Rev. A 88, 014301 (2013).
[57] P. Hauke, M. Heyl, L. Tagliacozzo, and P. Zoller, Mea-

suring multipartite entanglement through dynamic sus-
ceptibilities, Nature Phys 12, 778 (2016).

[58] G. Tóth, Multipartite entanglement and high-precision
metrology, Phys. Rev. A 85, 022322 (2012).
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