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Abstract

We study a federated version of multi-
objective optimization (MOO), where a sin-
gle model is trained to optimize multiple
objective functions. MOO has been ex-
tensively studied in the centralized setting
but is less explored in federated or dis-
tributed settings. @ We propose FedCMOO,
a novel communication-efficient federated
multi-objective optimization (FMOO) algo-
rithm that improves the error convergence
performance of the model compared to exist-
ing approaches. Unlike prior works, the com-
munication cost of FedCMOO does not scale
with the number of objectives, as each client
sends a single aggregated gradient to the cen-
tral server. We provide a convergence anal-
ysis of the proposed method for smooth and
non-convex objective functions under milder
assumptions than in prior work. In addition,
we introduce a variant of FedCM0OO that allows
users to specify a preference over the objec-
tives in terms of a desired ratio of the final
objective values. Through extensive experi-
ments, we demonstrate the superiority of our
proposed method over baseline approaches.

1 INTRODUCTION

Multi-objective optimization (MOQ) has gained signif-
icant attention lately due to its role in the success of
multi-task learning (MTL) (Caruana, 1997; Evgeniou
and Pontil, 2004; Zhang and Yang, 2021), especially in
practical applications such as computer vision (Zhang
et al., 2014), natural language processing (Sanh et al.,
2019), reinforcement learning (Sodhani et al., 2021),
experimental design (Christensen et al., 2021), and
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power systems (Yin et al., 2021). In MTL, the data
from multiple related tasks is used to simultaneously
learn model(s) for the tasks. MOO is an instance of
MTL where the goal is to train a single model x that
simultaneously optimizes multiple objectives:

min F (x) == [FL(x), Fy(x),..., Fux)]", (1)

where M is the number of objectives, F € RM is
the vector of the M individual objective loss func-
tions {F;}M,, and x € R? is the common model
that seeks to minimize them. In general, there need
not exist a model x that simultaneously minimizes
all the M losses. On the contrary, minimizing one
loss often adversely affects performance on other tasks
(Kurin et al., 2022). This phenomenon is commonly
referred to as negative transfer (Mueller et al., 2024;
Zhang et al., 2022). Therefore, MOO algorithms in-
stead aim to find a Pareto optimal/stationary solution,
where any further improvement in one loss necessarily
worsens another (see definitions in Section 3) (Sener
and Koltun, 2018). This results in a trade-off across
the objectives, for example, balancing treatment effi-
cacy and side effects in personalized medicine (Miller,
2024). Preference-based MOO (Mahapatra and Ra-
jan, 2020) extends traditional MOO by incorporating
the user preferences of relative task priorities into the
model training. This enables users to tailor the solu-
tion based on their preferences, rather than seeking an
arbitrary Pareto solution.

With the increasing proliferation of mobile and
Internet-of-Things devices, an ever-increasing propor-
tion of data for many applications, including many
MOO problems, comes from edge devices. Federated
learning (FL) McMahan et al. (2017); Kairouz et al.
(2021) is a distributed learning paradigm that facili-
tates efficient collaborative learning of machine learn-
ing models at the edge devices, or clients. In FL,
clients train the models using their local data. With
the ever-growing size of machine learning models (Vil-
lalobos et al., 2022), communication with the central
server is the main bottleneck. Therefore, the local
models are only periodically aggregated at the server.
Existing work addresses the multiple challenges faced
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by FL algorithms, including fairness, privacy, and ro-
bustness to heterogeneity (Cui et al., 2021; Hu et al.,
2022; Mehrabi et al., 2022). However, the proposed so-
lutions usually focus on solving a single-objective op-
timization problem, leaving federated multi-objective
optimization relatively underexplored.

This work focuses on the federated multi-objective
optimization (FMOO) problem. In addition to the
healthcare applications mentioned earlier, FMOO ap-
plications include recommendation systems (Sun et al.,
2022), where relevance, product ratings, and personal
preferences must be optimized simultaneously using
private user data. In both of these applications, fed-
erated approaches are essential to protect the privacy
of user preferences and health records. Compared to
centralized MOO, FMOO faces additional challenges,
including data heterogeneity across clients and ex-
cessive communication requirements, making learning
more difficult. For example, the communication cost
in (Yang et al., 2023), one of the few existing works on
FMOO, scales linearly with the number of objectives,
M. In our work, we address these challenges.

Contributions. We consider a multi-objective op-
timization problem in the federated setting. After re-
viewing some related work in Section 2 and preliminar-
ies in Section 3, we make the following contributions:

e We propose FedCMOO!, a communication-efficient
federated algorithm to solve the MOO problem (1).
Unlike existing work, the communication complex-
ity of FedCMOO does not scale with the number of
objectives M (see Section 4).

e We theoretically prove the convergence of FedCMOO
for smooth non-convex objectives under milder as-
sumptions than prior work (Theorem 1). Also, the
sample complexity of FedCMOO has a better depen-
dence on the number of objectives M. (Section 5).

e We propose FedCMOO-Pref, to our knowledge, the
first federated algorithm to train a model that satis-
fies user-specified preferences, in terms of balancing
the different objective values (Section 6).

e Through extensive experiments, we demonstrate the
superior performance and efficiency of our proposed
methods (Section 7).

2 RELATED WORK

Multi-objective  Optimization. Existing ap-
proaches to solve multi-objective optimization
problems include gradient-free methods, such as
evolutionary methods (Deb et al., 2002; Vargas et al.,

1The code is provided at
https://github.com/askinb/FedCMOO.

2015) and Bayesian optimization (Belakaria et al.,
2020). However, gradient-based methods (Désidéri,
2012; Fliege et al., 2019; Liu and Vicente, 2024;
Peitz and Dellnitz, 2018) are more suited to solving
high-dimensional problems (Sener and Koltun, 2018)
and form the focus of our work. Following the seminal
work of Désidéri (2012), several approaches to MOO
have been proposed in the literature. The simplest of
these is linear scalarization (Hu et al., 2024; Lin et al.,
2024b; Liu et al., 2021; Royer et al., 2024), where
the M-dimensional vector of losses in (1) is replaced
by a convex combination of the losses, resulting in a
simpler scalar minimization. However, this approach
suffers in the presence of conflicting gradients across
tasks (Yu et al., 2020). In addition, Hu et al. (2024)
show that linear scalarization fails to explore the
entire Pareto front. Several works propose algorithms
to address the problem of conflicting gradients in
MOO in the centralized setting (Kurin et al., 2022;
Royer et al., 2024; Xin et al., 2022).

Federated MOO and MTL. In our work, we con-
sider the MOO problem in a federated setting where
the goal is to train a model to simultaneously minimize
multiple objective functions whose data is distributed
across clients. Recently, some works have started ex-
ploring this setting in the decentralized (Blondin and
Hale, 2021) and federated setting (Yang et al., 2023).
However, their proposed algorithms incur high com-
munication overhead, and the accompanying analyses
make stronger assumptions than our work, as we ex-
plain in more detail in later sections. Another related,
but distinct line of work is on multi-task learning for
the purpose of personalization in federated learning
(Smith et al., 2017; Chen et al., 2023b; Lu et al., 2024;
Marfoq et al., 2021; Mills et al., 2021). These works
still consider one task at all clients (e.g., an image
classification problem) and aim to train a personal-
ized model for each client, or train models to optimize
different metrics (e.g., accuracy, fairness, or robustness
against adversaries) (Cui et al., 2021; Mehrabi et al.,
2022; Hu et al., 2022).

Preference-based MOOQO. Pareto optimal solutions
with specific trade-offs between losses are often de-
sirable. Some applications include recommender sys-
tems (Milojkovic et al., 2019), drug design (Jain
et al., 2023), image classification (Raychaudhuri et al.,
2022), and reinforcement learning (Basaklar et al.,
2022). (Mahapatra and Rajan, 2020) proposed the
first gradient-based multi-objective method to reach
a preference-based solution, followed by more recent
work in (Ruchte and Grabocka, 2021; Zhang et al.,
2024). A related line of work aims to discover the en-
tire Pareto set, rather than a single solution with a
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preference (Chen and Kwok, 2022; Dimitriadis et al.,
2023; Haishan et al., 2024; Lin et al., 2022). In our
work, we extend the preference-based algorithm of Ma-
hapatra and Rajan (2020) to a federated setting.

3 PRELIMINARIES

Notations. Given a positive integer k, we de-
fine the set [k] = {1,...,k}. V and V de-
note the gradient and stochastic gradient operators
respectively.  When used with a vector function,
these operators return the Jacobian matrix, e.g.,
VF (x) = [VF(x),...,VFy(x)] € R*M_ We use
bold letters (e.g., x) to denote vectors. |S| is the car-
dinality of the set S. ||-|| denotes the Euclidean norm.

Pareto Optimal and Stationary Solutions. Un-
like single-objective optimization, with MOO, which
aims to solve the problem in 1, all the objectives
generally cannot be optimized simultaneously. The
inherent trade-offs between objectives lead to non-
dominated solutions, where any further improvement
in one objective necessarily implies making another
objective worse. A solution x* is called Pareto opti-
mal if it is non-dominated, i.e., there exists no other
x € R? such that Fj (x) < Fy (x*) for all k € [M]
and Fj (x) < Fy (x*) for some k' € [M]. The set of
(potentially infinite) Pareto optimal solutions is called
Pareto front, with each point representing a differ-
ent trade-off among the M objectives. However, for
non-convex problems, finding a Pareto optimal solu-
tion is NP-hard in general. The solution x* is called
Pareto stationary if there exists w € Sj; such that
> weVF, = 0, where Sy, denotes the probability
simplex, i.e., zero vector is in the convex hull of the
gradients of objectives. At Pareto stationary points,
there is no common descent direction for all objective
functions. Pareto optimal solutions are also Pareto
stationary.

Multi-gradient descent algorithm (MGDA).
Among iterative gradient-based methods, the multi-
gradient descent algorithm (MGDA) (Désidéri, 2012;
Sener and Koltun, 2018; Xiao et al., 2023) guarantees
convergence to a Pareto stationary solution. In MGDA,
given some small learning rate 7, the descent direction
maximizes the minimum descent across tasks, i.e.,
d* = max min Fj (x) — F}, (x —nd), 2
max min £ (x) ~ Fi(x—nd). ()
where x is the current model. Using first-order Taylor
approximation, this optimization problem can equiv-
alently be solved by finding the optimal weights for a
convex combination of the objective gradients:
w* = argmin |, wx Vi (x)]], (3)

weESM

where Sy is the probability simplex in R™. The de-
scent vector is then d* = )", w;VF}, (x). Please refer
to Appendix A for more details.

For large-scale applications, computing exact gra-
dients is computationally expensive. Therefore,
Stochastic-MGDA (Liu et al., 2021; Zhou et al., 2022a)
uses stochastic gradients in (3). However, stochasticity
also introduces additional theoretical challenges, and
recent work focuses on proposing provably convergent
stochastic MOO algorithms (Chen et al., 2023a; Fer-
nando et al., 2022; Xiao et al., 2023).

Federated MOO. We consider the federated MOO
problem (1), with N clients and a central server. For
simplicity, we assume that each client has data for all
tasks. However, our results easily extend to the more
general case, where each client has data corresponding
to only a subset of the M objectives. We denote the
loss function corresponding to task k at client ¢ as f; j,
and the global loss function for task k is defined as:

N
Fy (x) = %Zfi,k (x), Vke[M]. (4)
i=1

When solving (1) in FL, the server communicates the
model x to the clients. On the other hand, clients
retain their data and only communicate their gradients
or accumulated local updates to the server.

Closest to our work, (Yang et al., 2023) introduces
Federated Stochastic MGDA (FSMGDA). In one round
of FSMGDA, each participating client performs local up-
dates separately for all M objectives, and then sends
the M individual updates to the server. The server av-
erages these M updates across clients and uses them
to compute the aggregation weights (3). As a result,
FSMGDA faces two issues: 1) High communication cost,
scaling linearly with the number of objectives M, since
clients upload d-dimensional updates for each objec-
tive; and 2) Significant local drift across objectives,
due to separate local trainings at clients, which de-
teriorates the performance of FSMGDA (see Section 7).

Next, we discuss our proposed algorithm FedCMOO
(Federated Communication-efficient Multi-Objective
Optimization) that addresses these shortcomings.

4 PROPOSED ALGORITHM

Our proposed FedCMOO (Algorithm 1) follows the same
idea as MGDA. Once the server computes aggregation
weights, the clients perform local training using the
weighted sum of objectives and send updates to the
server. The server then aggregates the client updates
to compute the descent direction.
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Algorithm 1 FedCMOO
1: Input: client and server learning rates n.,7s,
number of local steps T
2: Initialize: global model x(©) € R? and task
weights w(©) « [1/M,... . 1/M]" € Sy
3: fort=0,1,...,7T—1do
4:  Select the client set B%) unif. randomly from [N];
send x® to the clients in B
5. G « ApproxGramJacobian(B®) x®)) at the
server, where G®) ~ VF(x*))TVF(x®)
6: Compute w'*!) « FindWeights(w®, G®) at
server and send to clients in B(*)
for each client i € B(*) in parallel do
(t.0) . +(®)

%

. Initialize local model: x
9: forr=20,...,7—1do
10: th,r+1) “ th,r) - ZIZC\/[Zl wl(€t+1)vfi’k(xz(_t,r))
11:  end for L
12:  Send Agt) £ W(X(t) — xl(.t’T)) to the server
13: end for L

t

14 x(HD X — s (5] > ieB® A
15: end for
16: Return x(T)

At the beginning of each round ¢, the server selects
clients uniformly at random and sends the current
model x® to them (Algorithm 1, line 4). Next, the
server approximates the Gram matrix of the Jaco-
bian of loss vector G ~ VF(x®)TVF(x®), with
ApproxGramJacobian subroutine (line 5). For this ap-
proximation, each client in B®) needs to calculate a
stochastic Jacobian matrix and send it to the server in
a communication-efficient way, as described in Algo-
rithm 3 in detail. The server uses G(*) to calculate the
new aggregation weights w(*t1) with the FindWeights
subroutine (Algorithm 2) and sends these weights to
the selected clients (line 6). Next, each participating
client i performs 7 local SGD steps on the weighted
aggregate loss 212/1:1 w,(fﬂ)fi’k (lines 8-11). When fin-
ished, the clients send their updates {Agt)}ieg(t) to the
server, which aggregates these to arrive at the updated
model x| concluding one round of FedCM0O.

Next, we discuss the two subroutines used in FedCM0O,
FindWeights and ApproxGramJacobian.

FindWeights. As the name suggests, FindWeights
computes the aggregation weights {w®} needed to
compute the descent direction (3). The server solves
the convex minimization in (3) using an iterative
method, such as projected gradient descent (PGD).
A single PGD update takes the form

W < DIrojg,, (w — BVF (x)' VF (x) w) ,  (5)

where [ is the step size. The server can also utilize an
approximation G of VF (x)' VF (x) in (5), resulting
in Algorithm 2, which runs K PGD steps. For M <« d,
the computational cost of FindWeights is negligible
since G € RM*M and w € RM,

Algorithm 2 FindWeights
1: Input: weights w, Gram matrix G, step-size (3,
number of iterations K
2: W < projg,, (w — BGw) for K iterations
3: Return w

Next, we discuss the construction of

G~ VF (x)" VF (x) at the server.

Randomized SVD-based Jacobian Ap-
proximation. Naively constructing VF (x) =
[VF1(x), VFy(X),...,VFy(x)] € RM at the server
would require each participating client ¢ to calcu-
late and communicate its gradients {Vf; (%)} ,.
Even constructing the stochastic version VF (x) with
stochastic gradients would incur a communication cost
of ©(Md) per client, which scales linearly with the
number of objectives M. In the ApproxGramJacobian
subroutine, we propose a randomized SVD-based
(Halko et al., 2011) approach to approximate the
Gram matrix VF (x)' VF (x), which reduces the
per-client communication cost from ©(Md) to ©(d).
We note that the proposed FedCMOO framework is
compatible with any compressed communication
method, which can be used as a substitute for the
Randomized SVD-based ApproxGramJacobian. To
effectively capture the correlation across task gradi-
ents, we specifically design ApproxGramJacobian and
empirically validate its performance against several
widely used compression techniques in Appendix B.

Algorithm 3 ApproxGramJacobian

: Input: participating client set B, model x
: for each client i € B in parallel do

1

2

3: ]EL £ ﬁfi,l (X) Sy 6.}2"”{ (X):| € RixM

4:  H; + Reshape(H;) to RVIMxVdM

5: Send H; < Eand-SVD(IZ»m), the rank r approx-
imation of Hj, to server

H; <+ Reshape H; back to R¥*M at the server
: end for
1

: Return G « <® > Hi)T(% > Hi)

P

[oe]

We present the ApproxGramJacobian procedure in Al-
gorithm 3. Each participating client ¢ first reshapes its
stochastic Jacobian H; from a tall matrix (d x M) to
a square matrix (vVdM x v/dM), padding any miss-
ing entries with zeros (Algorithm 3, line 4). The re-
shaped matrices are then compressed using the leading
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r components of randomized-SVD (Halko et al., 2011)
and sent to the server. Without reshaping, the small-
est component communicated to the server would be
of size d x 1. Reshaping enables us to achieve fur-
ther compression. We adjust the number of singular
components, r in randomized-SVD, so that the up-
load budget of each client is d x 1, the same as the size
of one model. While this compression technique re-
quires additional computation, using randomized-SVD
to compute a small number of components keeps the
cost manageable. Also, stochastic gradients are reused
in the first local iteration of clients, avoiding extra gra-
dient computations due to Algorithm 3. At the server,
the Gram matrix of the Jacobian is then approximated
by the Gram matrix of the averaged compressed client
Jacobians (line 8). Further details are provided in Ap-
pendix B.

FedCMOO addresses the two key issues with FSMGDA
(Yang et al., 2023), 1) local training drift, and 2) high
communication cost, by using the aggregated stochas-
tic gradients ), wl(fﬂ)%fi’k for local iterations at the
clients (line 10 in Algorithm 1). This reduces the
model drift compared to FSMGDA, which carries M in-
dependent local updates for the M objectives. Exper-
imental results in Figure 2 (Section 7.2) and Figure 11
(Appendix E.4) also illustrate the effect of this phe-
nomenon.

Proposition 1 (Communication cost comparison).
For the server to calculate the aggregation weights, the
clients in FSMGDA (Yang et al., 2023) send M separate
updates for the M objective functions, which results in
an upload cost of ©(Md) for each participating client
per round. In contrast, the clients in FedCMOO upload
a single averaged model update Al(-t) (line 12 in Algo-
rithm 1), reducing the communication cost to O(d).
Computing the averaging weights in FindWeights in-
curs an additional communication cost of ©(d) (Al-
gorithm 3). Therefore, the per-client communication
cost in every round of FedCMOO is ©(d), significantly
reducing the communication cost relative to FSMGDA.

5 THEORETICAL ANALYSIS

For non-convex and smooth objective functions, we
demonstrate the convergence of FedCMOO to a Pareto
stationary solution using stochastic gradients.

Algorithmic Simplifications. For theoretical sim-
plicity, we analyze FedCMOO with a slightly modified
subroutine ApproxGramJacobian (see Appendix G.2).

e Clients communicate their stochastic Jacobians us-
ing an unbiased compression operator Q (see As-
sumption 5 below), rather than the more practical

but biased randomized-SVD.

e To ensure that the output G of
ApproxGramJacobian is an unbiased estimator of
VF (X)T VF (x), the server selects two additional
sets By, By of n’ clients, each sampled uniformly at
random. The resulting Gram matrix estimate is

given by (% D icB, Q(ffi))T (% 2 ieBs Q<§Z>)

In addition, in FindWeights subroutine, we use K = 1.
The full procedure with all simplifications for theo-
retical analyses can be found in Algorithm 10 in Ap-
pendix G.2.

Even in the centralized setting, the theoretical con-
vergence of MOO algorithms has only recently been
explored Xiao et al. (2023); Fernando et al. (2022);
Chen et al. (2023a). In our federated setting, addi-
tional challenges arise from local training at the clients,
where client drift occurs due to heterogeneous data
distribution, partial client participation, and commu-
nication cost considerations.

Assumptions. We provide the convergence analy-
sis of FedCMOO under the following assumptions, which
are standard in the FL and MOO literature (Jhun-
jhunwala et al., 2022; Xiao et al., 2023; Yang et al.,
2023; Reisizadeh et al., 2020), and milder than those
used in the existing literature.

Assumption 1 (Smoothness). The loss functions are
L-smooth, i.e. for all clients i € [N], tasks k € [M],
and ¢, @ € R, ||V fip(2) =V ip(@)| < L|z—|.

Assumption 2 (Bounded Variance). Local stochas-
tic gradients are unbiased and bounded-variance es-
timators of true local gradient, i.e., for all T € R4,
i € [N], and k € [M], E[Vfii(x)] = Vfir(x) and
EllV fik (2) — Vfix (@)]]* < of.

Assumption 3 (Bounded Heterogeneity). Average
distances of local gradients to the global gradient
is bounded, i.e., for all € € R and k € [M],

LSV fin (@) = Fi (@) |2 < 02,
Assumption 4 (Bounded Gradients). The local 0b-

jective gradients have bounded norms, i.e, for all x €
R, i€ [N], k€ [M], ||Vfir(x)|| <b for someb> 0.

Assumption 5 (Unbiased Compression). The ran-
dom compression operator Q (-) is unbiased and has
a variance bound growing with the norm of the in-
put, i.e, for all * € R? E[Q(x)] = =z and
E||Q (z) — =||*> < q||=||?, for some ¢ > 0. This as-
sumption is satisfied by several common quantizers
(Reisizadeh et al., 2020).

Theorem 1 (Convergence of FedCMQ0). Suppose As-

sumptions 1-5 hold, the client learning rate satisfies

Ne < 1=, and the server selects IBY| = n clients in
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every round. Then the iterates of FedCMOO satisfy,
1 T=1
7 E| S ulvE (=)
t=0 k

N O< 1 Lnsncal2
Tnsnet n

2
< o(pucy)
———

MOO Weight Error

>+ O(LnanTbQ)

Partial Participation
Error

Centralized Optimization Error
for Scalarized Loss

+ O (Ine(7b* + V/Tbay)), (6)

Local Drift Error

g+1 5  gb? N —n/
w0l + n/(N —1)
a constant independent of T and M.

where C1 £ O

n/

03 + b2) 18

Proof. See Appendix G.

The convergence bound of FedCM0O0 is decomposed ac-
cording to the different sources of error. The step-size
B in the FindWeights subroutine affects the error due
to the changing MOO weights. If 3 is set to 0, the algo-
rithm reduces to FedAvg (McMahan et al., 2017), with
the scalar loss >, wl(CO)Fk. Setting 8 = 0 in (6) also re-
covers the same dominant terms found in the FedAvg
bound (Jhunjhunwala et al., 2022). However, in prac-
tice, dynamically adjusting the objective weights helps
avoid gradient conflicts (see Table 2 in Section 7).

Corollary 1.1 (Convergence Rate). With the client
and server learning rates 1. = LTliT\/*T’ ns = /7, and

step size of FindWeights 8= 1. the bound on
2
T ;F:_ol E sz w](ct)VFk (:I:(t)) H in (6) reduces to,

b + Ct 7o/l o1
(S ) oz (is))
\/T T\/T n T
FedCMOO converges to a Pareto stationary solution at
the rate O(1/4/T), which matches the best-known re-

sult for single-objective FL (Jhunjhunwala et al., 2022)
under similar conditions.

The number of communication rounds needed to
achieve E|| >, wiVF;||? < e is T = O(1/€?). The
corresponding sample complexity of FedCMOO, which
measures the total number of stochastic gradient com-
putations required by the algorithm, is T7 - Mn =
O(Mn/e?), assuming 7 = O(1). The M factor follows
since the clients’ local updates in FedCMOO require com-
puting stochastic gradients for all M objectives. The
sample complexity of FedCMOO has a better dependence
on the number of objectives, O(M), compared to the
prior work. In contrast, the complexity of centralized
MOO (Xiao et al., 2023, Theorem 3) grows as O(M?),
while that of FSMGDA (Yang et al., 2023, Theorem 5)
grows as O(M*).

Finally, we remove the impractical assumption in
FSMGDA (Yang et al., 2023), which requires the vari-
ance of stochastic gradients to be bounded by O (7702),
where 7 is chosen as O(1/V/T) in (Yang et al., 2023,
Assumption 4 and Corollary 6). We provide a detailed
discussion of this assumption in Appendix F.

6 PREFERENCE-BASED
FEDERATED MOO

FedCMOO, like most MOO algorithms in the literature,
finds an arbitrary Pareto solution. However, users of-
ten prefer solutions with specific trade-offs among the
different objectives. For example, in healthcare diag-
nostics, it is desirable to achieve similar detection ac-
curacy across various ethnic groups (Yang and Ying,
2022). These preferences can be specified in terms of
the ratios of the objective function values, as illus-
trated in the experiment in Figure 4. Li et al. (2024);
Lin et al. (2019a, 2024b); Mahapatra and Rajan (2020)
study preference-based MOO in the centralized set-
ting. To our knowledge, ours is the first work to ad-
dress this problem in a federated or distributed setting.
Given the preference vector r € R, we solve,

min F (x) := [F1(x), Fy(x),...., Fa(x)]
xX€E (7)
subject to M Fy (x) = =ryFu (x).

In other words, we want the normalized scaled losses
a(r) £ % (® denotes element-wise product)
to satisfy u; ~ 1/M, for all i € [M]. To solve (7), in-
spired by Mahapatra and Rajan (2020), we minimize
the KL divergence of ti(r) with respect to the uniform
distribution, u, = KL (a(r) || 1/M). It is shown in
Mahapatra and Rajan (2020) that using the descent
direction VF (x)a, where aj = ry (log (4 M) — py),
guarantees a decrease in pu, at each iteration. The
aggregation weight vector w solves the problem

max w'VF(x)' VF (x)(al,+1(1-1,)), (8

weSy NW
where 1, is an indicator function, which takes the
value 1 if the KL divergence pu is greater than a cer-
tain threshold. Sy is the probability simplex, while W
is the set of additional practical constraints (see Ap-
pendix C for more details). The solution to (8) either
reduces the KL divergence pu, or maximizes the total
decrease across all objective values.

Our proposed preference-based method FedCMO0O-Pref
(see Appendix C) is similar to FedCMOO, with the dif-
ference that the aggregation weights are computed
using FindWeights-Pref (Algorithm 4) instead of
FindWeights. The per-client communication cost for
one round of FedCMOO-Pref, like FedCMOQ, is O(d).
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Algorithm 4 FindWeights-Pref

Input: preferences r, losses F, Gram matrix G

Compute normalized losses w(r) £ %
.

Compute non-uniformity: p, = KL (a(r) || 57)
Compute ay, = g, (log (M) — pr), V k € [M]
Return arg maxyes,,nww'G (al, +1(1—1,))

7 EXPERIMENTAL RESULTS

We first describe our experimental setup (Section 7.1),
followed by our results and insights (Section 7.2).

7.1 Datasets and Implementation

We consider the following experimental settings:

1. MultiMNIST: Using the MNIST dataset (Deng,
2012), we create a two-objective dataset by ran-
domly merging images. The image size is preserved,
with two randomly sampled digits (one in the top
left and one in the bottom right) in each sample.

2. MNIST+H+FMNIST: Similar to the construction
of MultiMNIST, we construct another dataset by
combining two randomly sampled images, one from
the MNIST dataset and the other from the Fash-
ionMNIST dataset Xiao et al. (2017).

3. CIFAR10+FMNIST: We use three-channel im-
ages from the CIFAR-10 dataset (Krizhevsky et al.,
2009) and place the same randomly selected MNIST
digit at a fixed position in all the channels.

4. CelebA and CelebA-5: CelebA is a large-scale
face dataset, with each sample containing 40 bi-
nary attributes, resulting in a problem with 40 ob-
jectives. In addition, we construct the CelebA-5
dataset with 5 objectives, by partitioning the at-
tributes of CelebA into groups of 8.

5. QM9: The QM9 dataset (Ramakrishnan
et al., 2014) consists of graph representations
of molecules, each associated with 11 continuous-
valued molecular properties for regression.

We use CNN-type models with varying sizes for all
experiments, except for QM9, where a graph neural
network is used. The smallest model has 34.6k param-
eters, while the largest model, ResNet-18, has 11.2M
parameters.  All architectures consist of a shared
encoder, used by all the objective functions, and
objective-specific decoder components, which form the
final one or two linear layers and are applied separately
for each objective. See Appendix D for more details.

Each experiment, except QM9, has N = 100
clients, with 10 selected in each round.  Since
the MNIST, FashionMNIST, and CIFAR-10 datasets

have 10 classes each, each sample in the con-
structed datasets MultiMNIST, MNIST+FMNIST,
and CIFAR10+FMNIST belongs to one of the 100
composite classes. For the Celeb-A datasets, we select
the three most balanced attributes in terms of the 0/1
ratio and generate 8-class labels using these three bi-
nary labels. We follow the Dirichlet distribution with
a = 0.3, as in Acar et al. (2021), to partition the
data samples across clients. For QM9 experiments, we
use a total of 20 clients, with 4 active in each round.
We split the dataset uniformly at random across the
clients. We run all experiments with multiple random
seeds on NVIDIA H100 GPUs and present the average
results.

We compare the performance of the discussed methods
in extensive experiments. We compare FedCMOO (Al-
gorithm 1), the preference-based FedCMOO-Pref (Sec-
tion 6), and prior work FSMGDA (Yang et al., 2023).
In some experiments, we also examine Scalarized,
which minimizes the average of individual objective
losses (Xiao et al., 2023; Lin et al., 2024c).

7.2 Results and Insights

Test Accuracy Curves. We plot the mean test ac-
curacy of the objectives trained together over global
rounds in Figure 1. For FedCMOO-Pref, we assign
equal importance to all objectives. We observe that
our proposed FedCMOO achieves faster training. Since
FSMGDA performs local training separately for each ob-
jective and fuses the gradient information of all ob-
jectives only at the end of each round, its perfor-
mance lags behind due to local model drift. This
drift is more pronounced as the number of objectives
increases; for example, FSMGDA performs much worse
when training on the CelebA dataset with 40 objec-
tives. We also provide the final test accuracy for
each objective in the two-objective experiments in Ta-
ble 1. As the gap between the difficulty levels of the
two objectives increases, FedCMO0O-Pref performs bet-
ter on the more challenging objective. For instance,
FedCMOO-Pref performs best on the CIFAR-10 task
of CIFAR10+FMNIST. However, FedCMOO-Pref re-
quires a higher number of global rounds to train com-
pared to FedCMOO, as it strives to keep the objective
values balanced. Please refer to Appendix E.1 for
additional training curves from all experiments, Ap-
pendix E.2 for radial plots of individual tasks’ final test
losses in CelebA and CelebA-5, and Appendix E.3 for
Ay results, a commonly used metric in MOO litera-
ture (Fernando et al., 2022) that measures the average
percentage performance loss due to MOO.
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Figure 1: Mean test accuracy with MNIST-+FMNIST
and CelebA datasets. FedCMOO outperforms FSMGDA
both in training speed and final accuracy.

Table 1: The final test accuracy (%) of the first/second
objectives in 2-objective settings. The bold values in-
dicate the best accuracy for each objective.

Experiment | MNIST+ | Multi | CIFAR10+
FMNIST | MNIST MNIST
FSMGDA 93.0/75.4 | 92.3/882 | 58.2/96.2
FedCMOO 95.5/78.8 | 94.4/92.6 | 57.4/96.8
FedCMOO-Pref | 94.0/79.2 | 93.8/91.1 | 63.6/89.1

Local drift of FSMGDA. We design an experi-
ment to further validate our claim that FSMGDA suffers
from local objective drift. In Figure 2, we compare the
mean test accuracy levels achieved by FedCMOO and
FSMGDA on the MultiMNIST and MNIST+FMNIST
datasets with varying numbers of local training iter-
ations. We observe that the drift caused by the sepa-
rate training of each local objective in FSMGDA results
in worse accuracy. We also compare the per-round lo-
cal training progress made by FedCMOO and FSMGDA
(see the result in Appendix E.4). The drift across
objectives in FSMGDA hinders the performance of local
training.
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Figure 2: Mean test accuracy after 500 global rounds.
As discussed earlier, with an increasing number of local
iterations, the local objective drift of FSMGDA leads to
worse performance compared to FedCMOO.

The communication efficiency of proposed
methods. We present the average test loss curves
across 11 regression tasks of the QM9 dataset in Fig-
ure 3. The results confirm the superiority of FedCMOO
over the baseline FSMGDA in terms of training speed rel-
ative to the number of server rounds. To further assess
the communication efficiency of the proposed meth-
ods, we also plot the same results with respect to the
amount of uploaded data. The right plot in Figure 3
highlights the significant advantage of our methods,
as their communication cost does not scale with the
number of objectives, unlike the baseline. Moreover,
we present a radial plot of the final test accuracies for
each method in Figure 12 in Appendix E.5, further
demonstrating the superiority of FedCMOO across indi-
vidual tasks.
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Figure 3: Mean test loss curves of FedCMOO,
FedCMOO-Pref (uniform preference), and FSMGDA
across 11 QM9 tasks. Left: Test loss vs. rounds.
Right: Test loss vs. uploaded data (model size X
number of clients per round). FedCMOO outperforms
FSMGDA due to reduced local drift, while both FedCMOO
and FedCMOO-Pref achieve superior communication ef-
ficiency.

Finding Pareto solutions with user preferences.
We test the ability of our proposed FedCMOO-Pref to
find Pareto solutions with user-specified preferences.
In Figure 4, we present the final objective values
achieved by FedCMOO-Pref with varying preferences
across objectives, as indicated in plot legends, showing
FedCMOO-Pref’s success in identifying solutions that
align with user-defined preferences. The vertical and
horizontal dashed lines indicate the minimum loss val-
ues from single-objective training, meaning the gray
regions are infeasible. When the difficulty gap between
the objectives is smaller, e.g., MultiMNIST, the loss
values of the trained models follow the specified pref-
erences. However, preferences with significantly differ-
ent weights for the two objectives are not fully satis-
fied, and the performance is closer to the gray region.
On the other hand, in MNIST+FMNIST, where the
FashionMNIST objective is inherently harder than the
MNIST objective, the resulting model reflects the pref-
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erence trend with a smaller value of the easy MNIST
objective. The federated setting further exacerbates
the difficulty of alignment with the preference vector.
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Figure 4: FedCMOO-Pref effectively finds solutions that
align well with user-preferences in most cases. Imbal-
anced preferences or differences in the difficulty levels
of objectives may cause misalignment.

The drawback of using scalarized loss. We fur-
ther compare the performance of MOO-specific algo-
rithms, i.e., FedCMOO and FSMGDA, with the single-
objective vanilla FL algorithm, FedAvg (McMahan
et al., 2017). We scalarize all objectives into a single
objective by averaging them, and refer to this approach
as Scalarized. Although linear scalarization methods
can find a Pareto stationary point, they do not have
the practical benefits of descent direction maximizing
the minimum descent Zhou et al. (2022b). We observe
that its performance is highly influenced by loss types
and scales across objectives. In Table 2, we change
the Digit 1 objective of MultiMNIST and the MNIST
objective of MNIST+FMNIST to fo-norm loss while
using negative log-likelihood (NLL) loss for the other
objectives. We find that Scalarized focuses primar-
ily on training the first objective, resulting in poor
performance on the other objective. Although MOO-
specific FSMGDA performs better than Scalarized, as
discussed above, it suffers from local drift. FedCMOO
outperforms both Scalarized and FSMGDA.

Table 2: Final test accuracy (%) comparison showing
poor performance of Scalarized when different loss
types (£2 and NLL) are used across objectives. MOO-
specific algorithms maintain more balanced results.

Method MultiMNIST | CIFAR10+FMNIST

oSS ™Digit 1 Digit 2 | CIFAR-10 MNIST
Scalarized 10.5 93.4 20.7 97.6
FSMGDA 94.6 17.7 64.2 61.0
FedCMOO | 95.0 703 | 663 80.0

8 CONCLUDING REMARKS

In this work, we study the federated multi-objective
optimization (FMOO) problem. We propose FedCMOO,
a novel algorithm that achieves significant communi-
cation savings compared to existing methods. Our
convergence analysis holds under milder assumptions
than those made in prior work and shows that the
complexity of FedCMOO achieves better dependence on
the number of objectives than existing methods. We
also propose a variant of FedCMOO that allows users
to enforce preferences towards specific solutions on
the Pareto front, to achieve different trade-offs among
the objective values. Our experiments show the effi-
cacy of our proposed methods. Potential future direc-
tions include exploring the effect of task characteristics
on training in FMOO and investigating memory- and
communication-efficient variance reduction techniques
for FMOO settings.
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Appendix for
“Federated Communication-Efficient Multi-Objective Optimization”

A MULTI-OBJECTIVE OPTIMIZATION AND MGDA

The multi-gradient descent algorithm (MGDA), a seminal work in multi-objective optimization (MOO) by Désidéri
(2012), proposes an iterative gradient-based method to find a Pareto stationary solution with a convergence
guarantee. In every iteration, MGDA aims to find a descent direction of model x that maximizes the minimum
descent across the tasks by forming the problem as

mas anin {2 (5 G0 - P (x| )

Using the first-order Taylor expansion, we can approximate % (Fp (x) — Fy (x —nd)) =~ dTVF} (x). Also, by

regularizing the norm square of d, the problem is to compute

1
: TV = 2
dere krél[lzvr}] {d Fi () 2 Il } ' (10)

Noticing that mingepy dTVF (x) — L[d|? = minges, dT (zke[w weV F (x)) — 1)d|]* where Sy is
M-probability simplex, Equation (10) is equivalent to

1 2
i d’ § F —|d . 11
ke[M)]

Since the problem is concave in d and affine in w, we can switch the order of min and max in Equation (11) to
obtain

L2

i d’ VF —=d

| 2y, e ) e
ke[M]

Now, the solution to maxgcpd {dT (Zke[M]kaFk (X))f%HdHQ} can be easily found as

drmax — Eke[M] wiVFy (x). Inserting this into the problem, the problem reduces to find w. We obtain
MGDA problem in Equation (3) in the main text:

w* = argmin Z wgVF; (%) (12)
weSM || ke [m]

where Sys is M-probability simplex. In every iteration of MGDA (Désidéri, 2012), the gradients of all objective
functions are calculated and then used to find aggregation weights. Then the descent direction is determined as
the weighted average of gradients. MGDA is depicted in Algorithm 5.
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Algorithm 5 The multi-gradient descent algorithm (MGDA) by Désidéri (2012)

: Input: Learning rate n
. Initialization: x(©) ¢ RY
:fort=0,1,..., 7T —1do
Calculate gradients for all objectives, VF| (x(), VF, (x)), ..., VFy (x)

1
2
3
4
5: w(t+1) = arg minwesM HZKE[M] wi V Fy, (X(t)) H
6
7
8

() = x® Yy wp TV ER (x©)
: end for
: Return x(T)

Calculating exact gradients is often not feasible for large-scale applications. Therefore, in practice, stochastic
gradients are used in place of exact gradients in Algorithm 5 (Mercier et al., 2018). However, introducing
stochasticity presents additional theoretical challenges, as using the same random gradients for both weight
calculation (Equation (12)) and descent introduces bias. Fernando et al. (2022) demonstrate the non-convergence
of MGDA when using stochastic gradients. Recent works have focused on developing provably convergent stochastic
MOO algorithms (Chen et al., 2023a; Fernando et al., 2022; Xiao et al., 2023).

B ApproxGramJacobian SUBROUTINE

The ApproxGramJacobian algorithm is used to approximate the Gram matrix of the Jacobian of the objec-
tive loss vector, VF (x)| VF (x), in a communication-efficient manner in our proposed FedCM0O method. Since
only stochastic gradients are computed by the participating clients in each round in the FL setting (line 3
in Algorithm 3), the best approximation would involve transmitting those stochastic gradients and calculat-
ing the stochastic Gram matrix on the server. However, this would require M X d communication, where
M is the number of objectives and d is the size of the model. With ApproxGramJacobian, we reduce com-
munication cost while approximating the Gram matrix. We define the stochastic Jacobian of Client i as

- - - AT -
H 2 [Vfi,l (%) ..., Vin (x)] € R>M The goal is to approximate W (Zies HZ) (ZiEB HZ) on the

server.

We introduce a compression operator Q, which compresses I:Q- into H; for transmission at a lower communication
cost. In our proposed algorithm, we use a randomized-SVD-based compressor, applied after reshaping H; into a
square matrix by padding it with zeros to handle non-square cases. After the leading components are commu-
nicated, the matrix is reconstructed and returned to its original shape. The number of leading components to
communicate is selected such that the upload cost is fixed at d. We provide two options for ApproxGramJacobian:

1. One-way communication: The first option requires each client ¢ to upload Q(H;), which has an upload size
of d. After receiving these compressed matrices, the server reconstructs the approximate Jacobian matrix,

‘—él ZieB Q (FNI,-), and estimates the Gram matrix as:

o= (mxe@) (fxem)

i€B ieB

2. Two-way communication: In most wireless networks, downloads are typically less costly than uploads
(McMahan et al., 2017; McMahan and Ramage, 2017). This option requires each client 7 to perform an
additional download of size d to further reduce the approximation error. To achieve this, we first conduct
a deeper analysis of the error components in the approximation. Define the compression error of H; as R;,

such that ﬁl =Q (]?[Z) + R; = H; + R;. We expand the target Gram matrix below, annotating each term
to indicate the communication cost required to obtain the term on the server side. For the communication

analysis, we ignore terms of size M or M? relative to d, since M? < d. For instance, in the CelebA-5
experiment, M =5 and d = 11.2M.



Federated Communication-Efficient Multi-Objective Optimization

(sa) (Sa)-sarn s

i€B i€B i€EB i€B jeB
JFi
M x M
upload
i€B i€EB jeEB
JF#i
S IES 3) SVAIRE) 3D DITETRD 3) DY P INEE)
i€B iEB jEB iEB jEB i€EBjEB
" J#i J#i J#i
M xM N—————
upload ~d
upload

With an upload size of M x M + d per client, the server can exactly recover the first two terms of Equa-
tion (13). Additionally, we observe that with an extra upload of size d, the third term can also be estimated.

To achieve this, the server compresses the sum of the received H; matrices, ) jeB Hj, using Q, and sends

Q (ZjEB Hj) back to the clients. Each client ¢ then uses Q (ZjEB Hj), along with its own H; and R;, to

approximately recover the third term in Equation (13), requiring an additional upload of size M x M and
a download of size d.

Equation (13) :Zﬁ;ﬁiﬁ-ZZHiTHj+QZZHJRJ'+ZZR¢TRJ'

i€B i€EB jeB i€B jeB i€BjeB
J#i J#i J#i
SDSUAES 9 SURTRE) DD SRS p 3L
i€B i€EBjeB i€B jEB i€EBjeEB
J#i J#i J#i
SDIUES S SUATRS Sl DO BD ) olie
i€B i€EBjeB i€EB jEB i€EBjeB
i i

~Y HTH A+ S H H; 42> \1:2; o> H; |- Hi +> > R'R;  (14)

i€B i€B jEB i€B already jEB already i€EB jEB
MM J7#i on client % ~ on client ¢ JFi
upload ~d download
upload

~d download
+M x M upload

We treat the last term as an error. This two-way communication option requires an upload of size
(2M x M + d) and a download of size d. Since M, the number of objectives, is much smaller than the
model dimension, the communication cost is approximately an upload of size d and a download of size d for
each participating client per round.

We use randomized-SVD-based compression as @ in our proposed methods. In the main experiments, we utilize
the second option with two-way communication. However, we note that the difference in performance, in terms of
accuracy and loss, between the two options is minimal. The detailed steps of ApproxGramJacobian are outlined
in Algorithm 6.
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Algorithm 6 ApproxGramJacobian full procedure

1: Input: participating client set B, model x, option
2: for each client i € B in parallel do
3 H; e vfi,l (X)7...,Vfi’M (X)] € R4xM
4 H; + Reshape(H;) to RVIMxVdM
5. Send H; + randomized—SVD(ﬁi, r), the rank r approximation of H;, to server # d upload
6 H; <+ Reshape H; back to R¥*M at the server
7: end for
8: if the first option, one-way communication, is used then
1 Tr1
9: G+ (E Do Hl) (E Do Hl) at the server

10: else if the second option, two-way communication, is used then
11: At the server: h < Reshape(}_, 5z H;) to RVIMxVdM

12:  Server sends h + randomized-SVD (B, r), the rank r approximation of h, to clients in B # d download
13:  for each client 7 € B in parallel do

14: h «+ Reshape h back to RExM

15: Send H," H; to the server # M x M upload
16: Send R, (h — H;) to server where R; = H; — H; # M x M upload
17:  end for

180 G+ ﬁ <Zi€6 H Hi+ Y5 ijil? H'H;+2%, .z R (h— HZ)> at the server

19: end if

20: Return G

The rank r used in randomized-SVD-based compression is selected so that each client’s upload budget is d x 1,
equivalent to the size of one model. Both the one-way and two-way communication options require an upload
cost of d, while the two-way communication option also incurs an additional d download for each participating
client per round. The total communication cost for both options is ©(d).

Next, we compare the empirical performance of the two communication options for the proposed
ApproxGramJacobian. Additionally, we evaluate the performance of ApproxGramJacobian against two com-
monly used compression methods as alternatives to randomized-SVD-based compression.

Comparison with other compression methods. We compare the proposed communication-efficient ap-
proximation method, ApproxGramJacobian, which uses randomized-SVD-based compression (Halko et al., 2011),
with top-k sparsification and random masking. In top-k sparsification, only the k elements with the largest ab-
solute values are communicated, with k determined by the compression ratio, considering the size of the index
map of the communicated entries as well. In random masking, a subset of entries at random positions is sent,
with the number of entries determined by the compression ratio. For a fair comparison, we ensure that the
communication costs for randomized-SVD-based compression, top-k sparsification, and random masking are the
same. The compared methods are ApproxGramJacobian with one- and two-way communication options using
randomized-SVD-based compression, top-k sparsification, and random masking. Additionally, we consider using

the sum of the clients’” Gram matrices as an estimate of the global Gram matrix (ZZ ﬁz—'— ﬁl) with a proper

scale.

We run FedCMOO-Pref (with uniform preference across objectives) on different datasets, sending all stochastic
gradients from clients to the server. At each round, we evaluate the reconstruction error of the Gram matrix (G)
by comparing the ground truth, computed using all stochastic gradients, with the approximations obtained from
the different compression methods. We use normalized root mean squared error (nRMSE) as the error metric,

defined as nRMSE(ground truth, estimate) = ngoangdmtzEgh; ii:‘llnateu? The results are presented in Table 3. We
2

observe that the proposed ApproxGramJacobian with randomized-SVD provides better estimation performance
for the Gram matrix (G) of the stochastic Jacobian compared to other compression methods as the number of
objectives and model dimension grow. Although methods have slight performance differences in the experiments
with small number of objectives, randomized-SVD outperforms others in CelebA experiment with 40 objectives.
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Table 3: Average nRMSE (%) of the estimation of Gram matrix of the stochastic Jacobian (G) in experiments
with FedCMOO-Pref.

. CIFAR10+ | MNIST+ .
Compression Method CelebA MNIST F MNIST MultiMNIST | Mean
Sum of client Gram matrices 50.95 11.51 20.61 14.56 24.41
ApproxGramJacobian two-way comm.
with randomized-SVD 10.15 1.38 2.04 1.76 3.83
ApproxGramJjacobian fwo-way comm. | g oy 10.26 17.40 12.98 92.97
with random masking
ApproxGramJjacobian fwo-way comm. |, 5 0.15 0.04 0.15 4.38
with top-k sparsification
ApproxGramJacobian one-way comm.
with randomized-SVD 10.87 1.68 1.79 1.96 4.08
ApprOXGrfmJaCOblan One-WaY COMM- | 76 54 4.23 6.29 5.70 23.19
with random masking
ApproxCramJjacobian onec-way comm. | o, 4 0.04 0.01 0.10 6.07
with top-k sparsification

C FedCMOO-Pref ALGORITHM

We provide the details of the proposed preference-based federated communication-efficient algorithm,
FedCMOO-Pref.

C.1 The Preference Definition and Evaluation Metric

We consider an experimental setting where the user specifies the preference vector r € Ry , whose entries

are preference weights, r1, 79, ..., rp7. The aim is to find a Pareto stationary solution x that satisfies
r1F () = reFy () = -~ = ryFiag (z). Given the preference vector r € Rf, the problem of interest is for-
mulated as:

min F (x) := [F}(x), Fa(x), ..., Fa(x)] "

x€ER4 (1 5)

subject to ™ Fy (x) = =ryFy(x).

Inspired by Mahapatra and Rajan (2020), we follow a KL divergence-based method to solve Equation (15). First,
we define the normalized scaled losses of model x for a given preference vector r:

afr) 2 roF (x)
>k TeFk (%)

where ® denotes element-wise product. If the constraint of Equation (15) is satisfied, each entry y (V k € [M])
of u(r) should be 1/M. Then, we define the KL divergence, which measures the distance of @ from the uniform
vector with entries of 1/M, i.e. non-uniformity,

e =KL (a0 [ 1/00) = 3 utor (7).

ke[M]

C.2 The Descent Direction and Task Weights
By Theorem 1 in Mahapatra and Rajan (2020), it is guaranteed that when we have exact gradients
{VFy (%)} ke[m, an update step x <~ x—n  VF(x)a  does not increase i, with a sufficiently small step size

————

> ke @k V Fk(X)

n where aj = 7 (1og (17;—}“\4) — ,ur).
We use an indicator function, 1, which is 0 if u, < € and 1 otherwise, where the threshold ¢ = 0.01 is used
in the experiments. To find the update direction using exact gradients, the task weights can be determined by
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either maximizing the total descent across objectives or decreasing the KL divergence, such that:

max w' VF (x)' VF (x) (al, +1(1—1,)). (16)

wESM

However, solving Equation (16) may not yield task weights that perform well, as decreasing KL divergence p,
without any constraints may lead to increases in all objectives, which is undesirable. To address this, first, the
following sets are defined:

1. J2 {k‘ | (VF (x) a)—r VF; (x) > O}: The indices of objectives whose gradients are positively aligned with the
direction of decreasing KL divergence, VF (x)a. The loss of these objectives is expected to decrease.

2. J& {k | (VF (x) a)T VF (x) < 0}: The indices of objectives whose gradients are negatively aligned with or
perpendicular to the direction of decreasing KL divergence, VF (x) a. The loss of these objectives is expected
to increase or remain the same.

3. J* £ {k| k € argmax; r; Fj (x)}: The indices of objectives for which the preference multiplied by the current

loss value is the maximum across all objectives. These are the objectives for which we should not increase the
loss.

To ensure not increasing the loss of objectives in J*, we require the solution weights w* to satisfy:
(VF (x)w*)' VF, (x) >0, VkeJ.

Additionally, to prevent a potential increase in the loss functions of all objectives when J is an empty set, we
introduce the following constraint. We define 1.5 as an indicator function that returns 0 if J is empty and 1
otherwise:

(VF (x)w*)" VF, (x) > (VF (x)a) ' VF; (X) 1520, VkeJ\ J

These two constraints form W, the practical constraints mentioned in Problem (8) in the main text. Incorporating
these constraints into Problem (16), we obtain:

Problem (8) = max w' VF (x)' VF(x)(al, +1(1—1,)) (17)

wWES M
st. (VE(x)w) VFg(x)>0, VkelJ*,
(VF (x)w)' VF; (x) > (VF (x)a) VF; (x) 1520, YkeJ\ J.

We refer the reader to Mahapatra and Rajan (2020) for further explanations and insights.

C.3 Preference-based Federated Communication-Efficient MOO

Since exact gradients cannot be calculated and communication is limited in our federated problem setting,
Equation (17) cannot be solved exactly. Instead, similar to FedCM0OO, we first approximate the Gram matrix
of the Jacobian, G ~ VF (x)' VF (x), on the server. Clients also share their loss values, which consist of
only M scalar values per client, with the server, allowing the server to estimate the global objective loss values
by averaging them. With these approximations, all the steps presented in Appendix C.2 can be performed
approximately on the server in a communication-efficient way.

First, FedCMOO-Pref wuses the same ApproxGramJacobian subroutine as FedCMOO to obtain
G=1g1,82...,8m| = VF (x)—r VF (x) on the server, where gi,8o,...,8n are the columns of G. Addi-
tionally, using the local loss values of the participating clients, the objective value estimates, F (x), ...,
Fuy (x), are computed. The server then calculates the normalized losses using these objective value estimates.
Subsequently, the KL divergence u, and the a weights are calculated. Note that the sets J, J, and J* can be
approximated using only the columns of matrix G and the estimated loss values, without needing individual

objective gradients, as follows:

J={k|a'g, >0}, J={k|a'gr <0} J*:{k|k€argmaxrjﬁj (x)} (18)
J
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Then the following approximation to Problem (17) is solved on the server to find task weights.

max w'G(al, +1(1-1,)) (19)

st. w'gy>0, VkelJ,
wlgr>a gilyse, Vhel\J
We depict the FedCMOO-Pref in Algorithm 7, which differs from FedCMOO only in how the task weights are

obtained. Additionally, we provide a detailed presentation of the FindWeights-Pref subroutine in Algorithm 4,
with more details available in Algorithm 8.

Algorithm 7 FedCMOO-Pref
1: Input: client and server learning rates 7., 7, number of local steps 7, preference vector r
2: Initialize: global model x(*) € R?, and task weights w(® « [1/M,...,1/M]" € Sy
3: fort=0,1,...,T—1do
4:  Select the client set B uniformly at random from [N]; send x(*) to the clients in B(*)

5. G ¢« ApproxGramJacobian(B®,x(®)) at the server, where G*) ~ VF(x())TVF(x(®)
6. FO Average loss values of participating clients in B for all objectives
7. Compute w(*1) < FindWeights-Pref(r, F(Y), G()) at the server and send to clients in B®*)
8:  for each client i € B®) in parallel do
9: Initialize local model: th,o) — x®
10: forr=0,...,7—1do
11: xgt’TJrl) — th,'r‘) — e iw:l w,(:Jrl)%fi,k(xgt’r))
12: end for
13: Send Agt) = L(x(’f) - xz(-t’T)) to the server

TNc

14:  end for 1

15: X(t+1) — X(t) - nsncTW ZieB(f) Az(
16: end for

17: Return x(T)

t)

Algorithm 8 FindWeights-Pref in detail

1: Input: preferences r, losses F, Gram matrix G = [g1,82, .- -, &M

2: Compute normalized losses G(r) £ %

3: Compute non-uniformity: p, = KL (a(r) || 35)

4: Compute a € RM such that aj, = ry (log (1%4) — ur) for all k € [M]
5 J« {k|aTgy >0}

6: J <« {k|a'gy <0}

T {k | k € arg max; r; F} (x)}

8: w < a solution to optimization problem (19)

9: Return w

Practical improvement. We observe that enforcing a minimum weight on every task accelerates training
with the FedCMOO-Pref method, even when this minimum weight is small. In the FedCMOO-Pref experiments,
except for Figure 4, where the goal is to find a Pareto solution aligned with specific preference, we project the
output of line 7 in Algorithm 7, w(**1) onto a vector where each entry is at least where M is the number
of objectives.

_1
5x M’

D EXPERIMENTAL DETAILS

We conduct simulated experiments in a federated multi-objective optimization setting, primarily using PyTorch
and CVXPY packages on our internal clusters equipped with NVIDIA H100 Tensor Core GPUs. In this section,
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we describe the experiments in detail.

D.1 Datasets

We use six different datasets in the experiments:

1. MultiMNIST: We create our MultiMNIST dataset using the well-known MNIST dataset (Deng, 2012).
The images are maintained at 28 x 28 pixels with 1 channel. For each sample, we place two random digits,
one at the top-left and the other at the bottom-right, after cropping and resizing them. Each sample is
assigned a new label that combines the labels of the two digits, resulting in 100 unique labels. Samples from
this dataset are shown in Figure 5.

L: 7R: 0 L:1R: 0 L:4R: 8 L:9R: 6 L:0R: 2 L:3R: 6

Figure 5: Samples from created MultiMNIST dataset. The captions indicate the individual digits of the left (L)
and right (R) samples merged.

2. MNISTH+FMNIST: Similar to the construction of MultiMNIST, we create another dataset by combining
two randomly sampled images: one from the MNIST dataset and one from the FashionMNIST dataset (Xiao
et al., 2017). The labeling process follows the same approach as in MultiMNIST. Samples from this dataset
are shown in Figure 6.

L:3 R:Boot L:4 R:Dress L:2 R:Pullover L:2 R:Boot L:6 R:Sandal L:3 R:Shirt

b

Figure 6: Samples from created MNIST+FMNIST dataset. The captions indicate the individual labels of the
MNIST (L) and FashionMNIST (R) samples merged.

3. CIFAR10+FMNIST: We use three-channel images from the CIFAR-10 dataset (Krizhevsky et al., 2009)
and randomly selected MNIST digits. Each digit is cropped, resized, and placed in the center of all channels.
The labeling process is similar to that of MultiMNIST and MNIST4+FMNIST. Samples from this dataset
are shown in Figure 7.

M: 6
C: automobile C: horse C shlp C: truck C dog

e kil ®

Figure 7: Samples from created CIFAR10+FMNIST dataset. The captions indicate the individual labels of
MNIST (M) and CIFAR-10 (C) samples merged.

4. CelebA and CelebA-5: CelebA is a large-scale face dataset (Liu et al., 2015), where each sample contains
40 binary attributes, resulting in a 40-objective problem. We also construct the CelebA-5 dataset with 5
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objectives by partitioning the 40 attributes of CelebA into 5 groups of 8 attributes each. The attributes
are grouped based on visual and facial characteristics, ensuring a balanced representation of different facial
features in each group. The groups are as follows:

Group 1: 5_0_Clock_Shadow, Blond_Hair, Bags_Under_Eyes, Eyeglasses, Mustache, Wavy_Hair, Oval_Face,
Rosy_Cheeks,

Group 2: Arched_Eyebrows, Black_Hair, Big Nose, Blurry, Goatee, Straight_Hair, Pale_Skin, Wear-
ing_Earrings,

Group 3: Attractive, Brown_Hair, Bushy_Eyebrows, Double_Chin, Mouth_Slightly_Open, Receding_Hairline,
Wearing_Hat, Young,

Group 4: Bald, Big_Lips, Chubby, Heavy_Makeup, High_Cheekbones, Male, Sideburns, Smiling,

Group 5: Bangs, Gray_Hair, Narrow_Eyes, No_Beard, Pointy_Nose, Wearing_Lipstick, Wearing_Necklace,
Wearing_Necktie.

In both datasets, we assign each sample with new composite labels using the binary value combinations of
attributes ‘Attractive’, ‘Male’, ‘Mouth_Slightly_Open’. In total there are 8 possible new composite labels.

5. QM9: QM9 is a widely used 11-task regression benchmark (Ramakrishnan et al., 2014). We follow the
implementations in Lin and Zhang (2023); Zhu et al. (2022). The QM9 dataset consists of graph data for
molecules, with 40k samples used for training and 20k samples for validation and testing, randomly split.
The training samples are distributed to the clients uniformly at random. All 11 tasks involve predicting
continuous-valued molecular properties. A graph neural network model as described in Lin and Zhang
(2023) is used as the backbone, and linear models are employed as decoders. Mean-squared error is used
both as the loss function for training and as the evaluation metric.

D.2 Federated Setting Details and Data Partitioning

Our simulated federated setting consists of N = 100 clients, except in QM9 experiments, where we use N = 20
clients. To create data heterogeneity across clients in the experiments, we use a Dirichlet distribution over the
newly assigned composite labels. We follow this distribution to determine the number of samples each client
receives from each label. We follow the implementation from Acar et al. (2021). In QM9 experiments, data
samples are distributed uniformly at random across clients. All clients are assigned an equal number of data
points.

D.3 Models, Training, and Hyperparameter Selection

We use convolutional neural network (CNN) models of varying sizes in all experiments, except for QM9, where
we use a graph neural network (GNN). For MultiMNIST and MNIST+FMNIST, we employ a LeNet-like CNN
encoder (Lecun et al., 1998; Sener and Koltun, 2018) with two linear layers as the decoders, resulting in 34.6k
parameters. In CIFAR10+FMNIST, we use a CNN encoder adapted from Acar et al. (2021) with a single
linear layer as the decoders, totaling 1.73M parameters. For CelebA and CelebA-5, we utilize a ResNet-based
encoder adapted from Jhunjhunwala et al. (2023), paired with one linear layer as the decoders, resulting in 11.2M
parameters. In QM9, we use a GNN model as described in Lin and Zhang (2023) as the backbone, with linear
decoders, totaling 617k parameters.

We use negative log-likelihood loss for MultiMNIST, MNIST4+FMNIST, and CIFAR10+FMNIST, and binary
cross-entropy loss for the CelebA experiments unless otherwise specified. For MultiMNIST, MNIST+FMNIST,
and CIFAR10+FMNIST, we apply random rotations as data augmentation during training. The batch size is
fixed at 128, and we perform 10 local training steps per round unless otherwise stated. Stochastic Gradient
Descent (SGD) without momentum is used as the optimizer. For QM9, mean-squared error is used as the loss
function, Adam optimizer is employed, and 14 local training steps are performed per round.

All datasets except for QM9 have predefined training and test splits, which we use along with the default
validation splits, when available. If a validation split is not provided, we randomly split the training set, using
80% for training and 20% for validation. For QM9, we use 40k training samples and 20k validation and test
samples selected randomly.

We use constant learning rates (without changing during the training) in experiments. To select the learning
rates, we run the methods on each experimental setting and evaluate them on the validation set.
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For the CelebA experiment, the global learning rate (7s) is set to 1, and the local learning rate (7.) is 0.2. In
the CelebAb experiment, the global learning rate is 1.6, and the local learning rate is 0.3.

For the MultiMNIST and MNIST-+FMNIST experiments, the learning rates are the same but vary depending
on the algorithm: for FSMGDA, the global learning rate is 2, and the local learning rate is 0.1; for FedCM0OO, the
global learning rate is 1.2, and the local learning rate is 0.5; for FedCMOO-Pref, the global learning rate is 1.6,
and the local learning rate is 0.3.

For, the CIFAR10+FMNIST experiment, the global learning rate is 1.6, and the local learning rate is 0.3 for all
methods. Finally, for the QM9 experiment, the global learning rate is set to 1, and the local learning rate is 0.01
for all methods.

E ADDITIONAL EXPERIMENTAL RESULTS

We present the additional experimental results here which are not included in the main text due to space
limitation.

E.1 The Training Curves Of The Experiments

We show the mean test accuracy and mean test loss curves of the compared methods (similar to the experiment
in Figure 1 in the main text) in Figures 8 and 9.

0.90 MNIST-+FMNIST 0.95 MultiMNIST 05 CIFAR10+MNIST 0.90 CelebA 0.90 CelebA-5
>
3 0.88
E 0.85 0.90 1l 07 0.85
<CU 0.86
+0.80 0.85
8 0.6 0.80 0.84
= — FSMGDA ;
5075 0.80 —— FedCMOO 0.82
1 " " N
= 0.5 —— FedCMOO-Pref | 0-75

0.70 0.75 0.80
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Figure 8: Mean test accuracy in MNIST+FMNIST, MultiMNIST, CIFAR104+FMNIST, CelebA, and CelebA-5
datasets. FedCMOO outperforms the FSMGDA in training speed and final accuracy. FedCMOO-Pref with uniform
preference either outperforms or is surpassed by FSMGDA in terms of mean accuracy, but FedCMOO-Pref trains
the model for all objectives more uniformly across all tasks (see Table 1 in the main text).
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Figure 9: Mean test loss in MNIST+FMNIST, MultiMNIST, CIFAR10+FMNIST, CelebA, and CelebA-5
datasets. FedCMOO outperforms the FSMGDA in training speed and final loss.

E.2 The Final Loss Values Of CelebA And CelebA-5

We present the final loss values for each task in the CelebA and CelebA-5 experiments shown in Figure 9,
using radial plots in Figure 10. The performance of FSMGDA worsens relative to other methods as the number of
objectives increases due to local training drift.
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CelebA Test Loss CelebA-5 Test Loss
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Figure 10: Final test loss values of all objectives in the CelebA and CelebA-5 experiments. FSMGDA performs
poorly as the number of objectives increases.

E.3 Ajs Metric Results of the Main Experiments in Table 1

Aps is a widely used metric in MOO literature (Fernando et al., 2022), measuring the average percentage
performance loss of multi-objective training compared to single-objective training. It is defined for a method A
relative to a baseline B as:

M
1 Z Z SA m SB,m
B,m

)

m:l

where S4 ,, and S ., denote the performance of objective m under methods A and B, respectively. M is the
number of objectives, and ¢, is 0 if lower values of S indicate better performance and 1 otherwise (Fernando
et al., 2022).

In Table 4, we report A, for the accuracy results of the experiments shown Table 1. In this calculation, S4
corresponds to the accuracy of objective m in multi-objective training with algorithm A, while Sg, is the
accuracy when training the objective individually. For example, Aj; for FedCMOO on the MultiMNIST dataset
is computed as:

1 / Single-task Digit 1 accuracy — FedCMOO Digit 1 accuracy
2( Single-task Digit 1 accuracy
Slngle task Digit 2 accuracy — FedCMOO Digit 2 accuracy
Single-task Digit 2 accuracy )

Table 4: The Ajs values for the test accuracy levels in experiments in Table 1 in the main text. Smaller values
are better.

) MNIST+ | Multi | CIFAR10+
Experiment

FMNIST | MNIST MNIST

FSMGDA (Yang et al., 2023) | 10.22% 4.26% 5.63%
FedCMOO 7.04% 0.79% 5.93%
FedCMOO-Pref 7.60% 1.91% 5.12%

While this metric reflects average performance, Table 1 in the main text provides detailed task-specific re-
sults. The highest achievable accuracies for the two-objective federated settings in Table 4 are as follows: For
MNIST+FMNIST, 97.0% (MNIST) and 90.1% (FashionMNIST); for MultiMNIST, 95.4% (Digit 1) and 93.1%
(Digit 2); and for CIFAR10+FMNIST, 64.9% (CIFAR-10) and 97.1% (MNIST).
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E.4 Further Experiments Comparing The Local Training Performance Of FedCMOO And
FSMGDA

To further support our claim that local drift across objectives reduces the performance of FSMGDA, we designed
the following experiment. During FedCMOO0 training in the MultiMNIST and MNIST+FMNIST experiments, we
also evaluate the local training performance of FSMGDA using the same global models. We assess the clients’ local
training performance with both FedCMOO and FSMGDA by measuring accuracy and loss on local datasets at the
beginning and end of each local training session. The difference in these values gives us the loss reduction and
accuracy improvement during local training. These results are averaged over clients and plotted across rounds.
The results, shown in Figure 11, indicate that clients achieve greater local training progress with FedCMOO than
with FSMGDA. Drift across objectives in FSMGDA hinders local training performance.

Local Loss Decrease Local Accuracy Increase
—— FedCMOO M.A4F.MNIST | 0.141
—— FSMGDA M.+F.MNIST
0-201 \ ---- FedCMOO MultiMNIST | 0.121
---- FSMGDA MultiMNIST
0.101
0.15
0.081
0107 0.06 1
0.051 0.044
- - - : - - 0.02+— : - - - -
0 100 200 300 400 500 0 100 200 300 400 500
Rounds Rounds

Figure 11: Comparison of average local training progress (loss | and accuracy 1) across clients between FedCMOO
and FSMGDA. Drifting gradients during local training lead to poor performance in FSMGDA. For better visualization,
the results are smoothed with a running average over 40 rounds.

E.5 The Final Test Loss Values of All Tasks in the QM9 Experiment

We present the radial plot of the final test accuracies of all individual tasks in QM9 experiment for each method
in Figure 12. It further demonstrates the superiority of FedCMOO over the baseline on every task.

QM9 Final Test Loss of All Tasks
T8

——T9
—— FedCMOO

FSMGDA
—— FedCMOO-Pref

T6
0.2

01

Tb

T3

Figure 12: Radial plot showing the final test loss of FedCMOO, FedCMOO-Pref (with a uniform preference), and
FSMGDA for all tasks in the QM9 experiment. FedCMOO achieves superior performance across tasks.
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F THE IMPRACTICAL ASSUMPTION IN THE THEORETICAL ANALYSIS
OF Yang et al. (2023)

In this section, we provide a detailed explanation expanding upon the discussion at the end of Section 5, focusing
on the nonstandard assumption in Yang et al. (2023). We specifically refer to Assumption 4, Theorem 5, and
Corollary 6, all of which are from Yang et al. (2023).

Assumption 4 in Yang et al. (2023) combines Lipschitz continuity and bounded gradient variance by assuming
E[|IVf(x,€) — V£(y,&)|?] <alx—y|[*+B02. This assumption is reasonable, as there always exists a sufficiently
large o and 3. However, in Theorem 5, their bound on E||d;|| contains a O(30?) term. From Assumption 4, this
term cannot always be arbitrarily small. To ensure its convergence to zero, Corollary 6 imposes the assumption
B = O(n). This is unusual, as f is a constant that depends on the data distribution and is not a tunable
parameter. Since 7 = O(1/v/T) is chosen, this assumption effectively forces the fo? term in Assumption 4 to be
O(0?/v/T), which is a very strong requirement. One way to satisfy this condition would be to make the batch
size at each step depend on T. However, this would significantly worsen the convergence rate with respect to
the number of data samples.

G PROOF OF CONVERGENCE THEOREM

We provide the mathematical proofs of the claims in the paper in this section.

G.1 Definitions

The norms are Frobenius norm unless otherwise specified. [|A[|,, denotes the operator norm of matrix A. The
notation ¢ with subscript is used to clarify the source of randomness when multiple sources could cause confusion.

G.2  ApproxGramJacobian and FedCMOO Algorithm with All Simplifications for Theoretical
Analysis

As explained in Section 5 of the main text, we prove the convergence of FedCMOO with slight modifications
to ApproxGramJacobian subroutine. The resulting algorithm, with the incorporated changes, is presented in
Algorithm 9. This algorithm takes as input the model at round ¢, x®*), and returns an unbiased approximation

of the Gram matrix of the Jacobian of the global loss vector, VF (x(’f))T VF (x(t)). First, two independent
sets of n’ clients are sampled. The clients in each set calculate local stochastic Jacobian matrices, compressing
the columuns (i.e., individual objectives’ stochastic gradients) with an unbiased compression operator Q before
sending them to the server. On the server, the collected stochastic Jacobian matrices from both sets of clients are
averaged. Using these two averaged matrices, the subroutine returns an unbiased estimate of the Gram matrix
of the Jacobian of the global loss vector.

Algorithm 9 ApproxGramJacobian-T: ApproxGramJacobian with incorporated changes for theoretical analysis

1: Input: model x(*)

2: .A(lt) «Sample n’ clients uniformly at random

3: Aé” +Sample n’ clients uniformly at random

4: for j € {1,2} in parallel do

5 for each client i € Ag-t) in parallel do

6 H; (x®,¢;) « [6]01',1 (x®D,¢) ... Vi (X(t)@j)} € R>M

7 Compress each column of H; (x(t), Cj) with an unbiased compression operator Q, and send

Q (ﬁfz (x(t), Q)) = [Q (6]“11 (x(t),Cj)) ;... Q (%sz (x(t), Cj))} to the server

8: end for _
9: Y (X(t)’ Cj) — % ieAl® Q (Hi (X(t)7 (j)) at the server
10: end for

11: Return Y (x(®), C1)T Y (x®,¢)
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We will use YV (x(t), Qj), as defined in Algorithm 9, throughout the theoretical analysis. For the sake of com-
pleteness, we also present the full algorithm, for which the convergence guarantee is proven, in Algorithm 10.

Algorithm 10 FedCM0OO with ApproxGramJacobian-T whose convergence guarantee is shown

1: Input: client and server learning rates 7., 175, number of local steps T

2: Initialize: global model x(*) € R?, and task weights w(® « [1/M,...,1/M]" € Sy

3: fort=0,1,...,T—1do

4:  Select the client set B uniformly at random from [N]; send x(*) to the clients in B(*)

5 GO £ v (x(t), §1)T Y (X(t), Cg) — ApproxGramJacobian-T(x(t)) at the server, where
G ~ VF(x®)TVF(x®)

6: Compute w1 < FindWeights(w®) G) K =1) # witth « projg (w® — BGOw®)
at server and send w(*t1) to clients in B(®)

7. for each client i € BY in parallel do

: Initialize local model: X(t 0 x®

9: forr=0,...,7—1do

10: th,r+1) — xl(»t’r) — e M WtV (k)
11: end for

12: Send A" & TL( ) — xl(-t’T)) to the server

13:  end for "

14: x(t+1) ¢ x(®) 7781767@ ZieB(t) Al(vt)

15: end for

16: Return x(M

G.3 Restatement of Theoretical Claims

We first restate the main theorem.

Theorem 2 (Restatement of Theorem 1: Convergence of FedCM00). Suppose Assumptions 1-5 hold, the client
learning rate satisfies n. < 2LT, and the server selects |B®| = n clients in every round. Then the iterates of
FedcMOO (Algorithm 10) satisfy,

2
< O(BMCY)  + 0(

MOO Weight Error

Iy

t=0

1 L sllc 2
OV Fy(2) + ey )

Tnsnet n

Centralized Optimization Error
for Scalarized Loss

+ O (LnsnchZ) +0 (an(Tb2 + ﬁbal)),

Partial Participation Local Drift Error
Error

whereClé(9< :1 2

2
+ — qb + WU + b2) is a constant independent of T and M.

2 2
Also, by noticing that szwz(t)VFk(x(t))H SHka,(:)VFk(x(t))H for all ¢t and VF (x()) where
w*() £ arg mingcs,, sz wy, VE(x®) 2,

=

72 F
t=0

Corollary 2.1 (Restatement of Corollary 1.1: Convergence Rate). With the client and server learning rates

2
= /T, and step size of FindWeights 8 = ﬁ, the bound on + ZtT;()l E sz w,gt)VFkH in (6)

co(5) 0 (1)

the following holds:

2

1 Ingneo?

<O (BMC? o s
- (5 1)+ (Tnsﬁc7+ n

) + O (Lnsnetb?) + O (Lne(Tb* 4+ \/Tbay)) .

> wVE ()
k

_ 1
Ne = Lt/7T’ Ns
reduces to,

1 ) (0
- [EHVF ) wt
T; ( )W
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G.4 Intermediate Lemmas

We first provide the intermediate lemmas used throughout the proof. The expectation used in this section is
expectation conditioned on x(*) and w(*). We drop the condition notation for brevity.

Lemma 1 (Linear Algebra Tools). For a matrix A € R¥*M with columns ay, . ..,ays such that |la| < b for all

k € [M], and a vector w € Sy where Sy is M-probability simplex, the followings hold.

L |[Aw|| <b. Proof: ||Aw|| = || 30, weak|| < 30, wllar]| < 30, wib = b.
<||Allz = /X llarl]? < /3, 0% = bV/M.

op —

2. [|Al,p, £ VM. Proof: || A
3. [[ATAw|| < VMV, Proof: ||ATAw| < [ Allop [[Aw]| < b%v/ M using the first two inequalities.

Lemma 2. Suppose Assumptions 2 - 5 hold. Then, the expected value norm difference of averaged compressed
stochastic Jacobian matrices across clients and exact Jacobian is bounded. Recall that Y (x(t), (j) is defined in
Algorithm 9 as the averaged compressed stochastic Jacobian estimates from sampled clients.

2 1+q ¢ N —n'
@ ) _ @\|I? < 4,0, N-n ,
[EHY(X ’Cj) VF(X )H _M< n' +n’b +n’(N71)Ug ’

and,

g+1 ,  qb? N —n/
<VM © 2
op \/ w L TN =%

E [ (.6) - P ()

The proof is presented in Appendix G.6.

Lemma 3. Suppose Assumptions 2 - 5 hold. Then, the expected value norm difference of the weighted average
of averaged compressed stochastic gradients across clients and exact gradients is bounded.

e (1 (x0.6) - 70 (<)) wit < Lo 4 22 R

and
(1 (x6) ¥ ()

The proof is presented in Appendix G.6.

I1+q 5 4,9 N-—n",
UL Ty e L

2
<

Lemma 4. Suppose Assumptions 2 - 5 hold. Then, the update on task weights (line 6 in Algorithm 10) is
bounded.

E||jw® = wt|| < svaIcy, (20)

2
where C; £ (\/1:,(1 + L2 + n,]\{];ﬁll)ag—i-b) is a constant independent of 7" and M. Also, note that

C1 < O (L5 + B8 4+ JH5250% + %) by AM-GM inequality.

The proof is presented in Appendix G.6.

Lemma 5. Suppose Assumptions 2 - 5 hold. Then we can show the following inequality,

E ||W(t) _ WH2 —E ||W(t+1) — WH2 N BMC?
25 2 7

<VF (x(t)) w®) — VF (x(t)) w,VF (X(t)) w(t)> <

2
where C; £ (\/ e 2p2 4 n{\([];ﬁll)gg + b) is a constant independent of T" and M.

The proof is presented in Appendix G.6.
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Lemma 6. Suppose Assumptions 2 and 4 hold. The aggregated update of clients is bounded in expectation
such that,

2

1 (t) 9 0'12
E|— ; < —.
HZAl <’ +-L (21)
ieB®)
The proof is presented in Appendix G.6.
Lemma 7. Suppose Assumptions 1, 2 and 4 hold, and 7. < . Then, we can show the following inequality,

E <VF (X(t)) w, — 1 Z Al(-t) —VF (x(t)) wlt+D) > < Ine/Toib + Ineb*/27(1 — 1). (22)

n
ieB®)
The proof is presented in Appendix G.6.

G.5 Proofs of Main Statements

We present the proofs of Theorem 1 and Corollary 1.1. We are inspired by some proof techniques in Xiao et al.
(2023); Jhunjhunwala et al. (2022); Askin et al. (2024) in lemmas and main proof.

G.5.1 Proof of Theorem 1

The expectation used in this section is expectation conditioned on x® and w®). We drop the condition notation
for brevity. Let us fix some w € S);. Using the update rule in Algorithm 1 and Assumption 2,

P (Xml)) w<F <X<t>) W DT T <VF ( ) Z A(“> ?nf : Z A

zeB(ﬂ zeB(f)

P (0wt <VF( 0w, - Z ALY TR (xO) wlt) >

ZEB(’)

MR N SNC +W<w(x<t>)w7_w(x<t>)w<t+1>>.
zeB@)

2

Then, taking conditional expectation on x® and w(®,

E [F (x(t+1)) W] _F (x(t)) W < nnsTE <VF (X(t)) w,— Tlligl;(t) AY _gF (X(t)> w(ttD >
2

N Lnfni 2 Z A . <VF (X(t)) w, —VF (X(t)) E {w(t“)b
zGB(‘)

i 1 2,22
=nn,TE | ( VF (x(t)> W, — l A(t) F (x® ) (t+1) L77c7ls LnensT o 1 Z A®
’ n EBm 9 n i

v
o () w8 (<) E [ ) e (98 () w9 (x) wt)

(

|

= nensTE <VF (X(t)> w,— | = Z A — VF x(t) (t+1) > +%[E % Z AW

ZEB(t)

ey (VF () w. VB () [w) w0 o[98 (<) w0 |
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+ NensT <VF (x(t)) w,—VF (x(t)> w(t)>

— 1 TE <VF (X(t)> W, — 1 Z Az(’t) _VF (X(t)> w(t+D) > Lnfnf 2 Z A(t)

n
ieB() zeBm

+ e TE KVF (x@))T VF (X(t>) w,w(® _ w<t+1>>} S HVF (Xm) w®

+ NeNsT <VF (x(t)) wl) — VF (x(t)) w,VF (x(t)> w(t)>

2

2
Cauch-Schwarz 9 9 2

mequaléty —_— <VF (X(t) Z A VF( )W<t+1) > me Z AW

zeB(f) zeB(f)

T 2
4+ nensT || VF (x(t)> VF (x(t)) wi| E Hw(t) — w(t+1)H — NeMNsT HVF (X(t)> w®)

+ NeNsT <VF (x(t)) w®) — VF (x(t)) w, VF (x(t)> W(t)> .

Then using Lemmas 1 and 4, and defining C; £ <\/1+q + 5b2 + njer” o2+ b)

E {F (X(t+1)) w] -F (x(t)) w < nensTE <VF (x(t)) w, — % Z Agt) - VF (x(t)) w(ttD) >
ieB®)

2
222 1

+ angs E - Z Agt) + NensTBMC1b? + nensT <VF (X(t)> w® — VF (x(t)) w,VF (x(t)) w(t)>
ieB®)

2
T HVF <X<t>) w®

Lemma 5 L 2,2 2
< 7707’]57'|E <VF (x(t)) w, — Z A ( ) (t+1) > + T]c 775 Z A
ZGB(t) ZGB(f)
) _ 2 _ E (t+1) _ 2 9
w w w w MC 2
+ chsTﬁMcﬁbQ + NeNsT H H 25H H + ncnsTﬁTl — NeNsT HVF (X(t)) W(t)

Lemma 6 and

1
assuming 1. <57~ 1
< 7 pnorE <VF (x(t)) w,— =Y Al -vF (x(”) w1 > — NensT HVF (x“)) w®
n

i€B(®)

2

2 O _wl|® - t+1) _ wl? 2,22 2
+ nensTAM <01b2 + CI) + NensT [ = wi ~ E | iud 1 LeneT <b2 + 2L )
2 283 2 nr

Lemma 7

NeNsT (anﬁalb + Lnb® /27 (T — 1)) — NeNsT HVF (x(t)) w®) H2

W —w|® W —w|® ir (, of
% 2 nr /)’

02
+ nensTBM (Clb2 + 21) + NeNsT ’

Arranging the terms, we have

)Y w — (t+1) ® _wll?®— (t+1) _ o2 2
P T w B ] 0wl B vl (00 )
NeNsT 2ﬁ 2

e 7)o

L c'ls 2
+ Dnev/ronb -+ Loty /27(r — 1) + 21T <bz N vz)
nTt

We choose w = w(®. Define § = Dkel ]w,(C ) (Fr (x©) — miny F (x)) Telescoping the terms through
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t=0,...,T — 1, and taking the unconditional expectation by using the tower property,

Z[EHVF( 0) wl® O par (0t St Do + e Jar(r ) DT (14 L
T - TncnST ! 2 N ! N 2 nr
2 1 Lnsneo 12 2 2
< 0(BMCE) + 0 + + O (Lnenetd®)  + O (Ine(Td® + /7bay)), (23)
NS Tnsnet n
MOO Weight Error - — Partial Participation Local Drift Error
Centralized Optimization Error Error

for Scalarized Loss

where O (-) swallows numerical constant dependencies and § is the optimization gap of the initial model.

G.5.2 Proof of Corollary 1.1

Let O (-) swallow smoothness constant L as well for brevity. Now, inserting client and server learning rates
Ne = ﬁ7 ns = /7, and step size of FindWeights 8 = Mi/f in Equation (23), we have

Pl () w0 (F) vo (G i) o () +o (Y )
by AM-GM inequality <b2\—/i-TC12) e (T\; (1 + 1)> )

G.6 Proofs of Intermediate Lemmas

Below, we provide the proofs of intermediate lemmas presented in Appendix G.4.

Proof of Lemma 2. To prove Lemma 2, we first show that E HY (x(t), Cj) —VF (x(t)) ||2 is bounded, which
is the first part of the lemma.

[y (x.¢) - vF (x)[°
El| S 3 (Q(Tha (x9.6)) VA (x2)) oo 32 (@(Fhor (x0.6)) - VA (x))

A" icA®

> (o(Fa (x0.6)) - 95 (<)) 2

()
i€A;

I
M=

-
S|~

>
Il
=

Il
NE
-

Z (Q (%fi,k (X(t)7<j)) F VS in (x(t),(j) Vi (X(t)’cj) VR (X(t)>>

k=1 icAlY
= %E n')2 Z <HQ (Vf k ( aCj)) —Vfik (X(t)’Cj)H2 + H%fi,k (X(t)7Cj) —Viik (x(t)7Cj)H2>
k=1 Al

2

+ i E % (Vfi,k (X(t)) —VE (X(t))) (25)

k=1 e A

J

b 3 (1] (20.6) 7o () o) | S (S (x) - (x0)

i€[N] icA(

M
<D
k=1

(26)
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=l 2 2 N —n'
< (t) vt (x® H H (<@ H 2y, NN 2
< Z ’N > (q[E HVf k ( CJ) Vfik (x ) +q ||V fik (x ) +o2 )+ V1 (27)
k=1 i€[N]
M|
1 2 2 2 N —n/ 2
<D w2 (a0 +ab® +o?) + ey (28)
k=1 | i€[N]
1 +q 2 2 N — n/ 2
<M = - 9
- ( n/ b n’(N - 1)09 ’ (29)

where Equation (25) follows observing that cross-terms will be zero in the expansion since the randomness across
compression, stochastic gradients, and client selection is independent. Equation (26) holds by Assumptions 2 and
5. Equation (27) follows the independence of stochastic gradients, Assumption 3, and Lemma 4 by Jhunjhunwala
et al. (2022). Equation (28) uses Assumptions 2 and 4. This proves the first part of the lemma. Now,

el (x0.) e ()], <ey (400 e (x0)]

Jensen’s
o Inequality
<

<E
op

= /[y (x,¢;) - F (x)| VEIY (x0,;) - VF (x0)|

Using
Equatlon (29) q+ 1 2 qb N —n/ )
V \/ +— 771,(]\7_1)09.
Proof of Lemma 3. To prove the lemma using the Assumptions 2 - 5, we first observe that for any k& € [M],
2
1 ~ 1+4¢q q N —n/
w 2 (0(Vhk (x9.6)) VA (xO))| < ZFfef + 8 - S en @0

icAlY
following the same steps after Equation (24) in Lemma 2 without the outermost summation. Then,

Triangle

(v (x0.6) - 7R (<)) w LT 3 wlE | 3 (0(Tha (x06) - v (<))
ke[M] ieA;t)
2
2
fﬁ?;ﬁﬁﬁty

Z o Z (Q (%fi,k (x(t),gj)) _VF, (X(t)>)

zeAgt)

Equatlon (30)

t) 1—|—q o2 qb2 N-—-n"
Z + n’(N—l)Ug
ke[M]

S, w “)_1 qg+1 ,  qb? N —n/
n' Ul+7+n’(N—1)U§'

This proves the first part of the lemma. Then, we prove the second part,
2

E H (Y (X(t),Cj) - VF (x(t))) W(t)H2 =E Z w,(f) % Z (Q (%fzk‘ (X(t)7<j>) - VFy (X(t))>

ke[M] icAlY
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2
eeeeeeee

inequality
B S e

LY (0 (x0.6)) -7 (<)

ke[M] eAﬁ“
Equation (30) 1+ N —n/ P w( )=1 1 + N —n/
(t) q o q .2 q 2 2
< Z wy, ( —o; + b +n’(N—1)Ug> n’(N—l)ag'
ke[M]

Proof of Lemma 4.
E ‘ wt) — W(H'l)H =E

T
projSMw(t) — PIOjs,, (W(t) - BY (x(t), Cl) Y (x(t)7 Cg) w(t)>

w® _ <W(t) —B8Y (x(t), C1)T v (X(w’ C2) W(t)) ’ (31)

= BE Hy (Xu), Cl)T Y (Xu), Cz) w®)

<E

(1 (<0 ) 5 () (1 (0. ) = 0 ()

riangle

] ) e () () ) e () ()
) e () () o (x0) (0 - () w0

2 ey (x0.6) - 7R (0| E[(r (x9, ) - 9B (x)) wl
op

WEITE ) Oy (0. 0) = 9m ()] 7R () wt
’)

el )y

+q N —n/ 2
2b o} b2 240
1 7+ \/ MR vy S )

N nl)o'g + b) = ﬂ\ﬁOl

+E HVF (x(t)>

+E HVF (x(t)>

Lemma 1

%mma% n
emma
<z 3 ﬁ( q 2

—B\ﬁ<\/l+q 2+ = b2 +
TL

where Equation (31) follows the contraction property of the projection onto the convex sets, e.g., Sps, and
2
Clé(\/Hq 2 4 2p2 4 J\(an 02+b)

nN

Proof of Lemma 5. To prove the lemma, we first show E HY (x®, Cl)T YV (x®, &) w®

Y (X(t)7 Cl)T Y (x(t), C2) w®

2
is bounded.
Cauchy-Schwarz and

e () 9 () (1 () 598 ()
independence

e ey (x0.0) v (x) g | (v (x0.0) 7 vE (x0)) w0

(el (xa) - om () o for (o)) (Bl 0 () -wm ) e

+E HVF (x(t)) w(®) ’
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Lemma 1
Lemma 2 2
Lemma 3 qg+1 b2 N —n/ 2 2 2

Z M( o2+ L +7n,(N_1)ag+b < MCE, (33)

n’

Where 01 é <\/1+q + q b2 m g + b) Then,

9 2
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Then, arranging the terms, we get
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Proof of Lemma 6.
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Proof of Lemma 7.
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