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Abstract

Transfer learning aims to enhance performance on
a target task by using knowledge from related tasks.
However, when the source and target tasks are not
closely aligned, it can lead to reduced performance,
known as negative transfer. Unlike in image or
text data, we find that negative transfer could com-
monly occur in graph-structured data, even when
source and target graphs have semantic similari-
ties. Specifically, we identify that structural differ-
ences significantly amplify the dissimilarities in the
node embeddings across graphs. To mitigate this,
we bring a new insight in this paper: for semanti-
cally similar graphs, although structural differences
lead to significant distribution shift in node embed-
dings, their impact on subgraph embeddings could
be marginal. Building on this insight, we intro-
duce Subgraph Pooling (SP) by aggregating nodes
sampled from a k-hop neighborhood and Subgraph
Pooling++ (SP++) by a random walk, to mitigate
the impact of graph structural differences on knowl-
edge transfer. We theoretically analyze the role of
SP in reducing graph discrepancy and conduct ex-
tensive experiments to evaluate its superiority un-
der various settings. The proposed SP methods are
effective yet elegant, which can be easily applied
on top of any backbone Graph Neural Networks
(GNNSs). Our code and data are available at: https:
//github.com/Zehong- Wang/Subgraph-Pooling.

1 Introduction

Graph Neural Networks (GNNs) are widely employed for
graph mining tasks across various fields [Gaudelet et al.,
2021; Kipf and Welling, 2017; He et al., 2020]. Despite their
remarkable success in graph-structured datasets, these meth-
ods exhibit limitations in label sparse scenarios [Dai et al.,
2022a]. This restricts the applications of GNNs in real-world
datasets where label acquisition is challenging or impracti-
cal. To address the issue, transfer learning [Zhuang et al.,
2020] emerges as a solution, which aims to transfer knowl-
edge from a label-rich source graph to a label-sparse target
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graph through fine-tuning or prompting.

However, the success of transfer learning is not always
guaranteed [Wang et al., 2019; Zhang et al., 2022]. If the
source and target tasks are not closely aligned, transferring
knowledge from such weakly related sources may impair the
performance on the target, known as negative transfer [Wang
et al., 2019]. By interpreting transfer learning as a generaliza-
tion problem, [Wang er al., 2019] demonstrated that negative
transfer derives from the divergence between joint distribu-
tions of the source and target tasks. To this end, researchers
employed adversarial learning [Wu er al., 20201, causal learn-
ing [Chen er al., 2022], or domain regularizer [You et al.,
2023] to develop domain-invariant encoders, reducing the
distribution shift between the source and target.

In this paper, we systematically analyze the negative trans-
fer on graphs, a lack of existing works. We find nega-
tive transfer often occurs in graph datasets even when the
source and target graphs are semantically similar. The ob-
servation contrasts with visual and textual modalities, where
similar sources typically enhance the performance on tar-
gets [Zhuang et al., 2020]. We identify that the issue stems
from the graph structural differences between the source and
target graphs, which leads to significant distribution shifts on
node embeddings. For example, in financial transaction net-
works [Weber et al., 2019] collected over different time inter-
vals, the patterns of transactions can vary significantly due to
the influence of social events or policy changes. These evolv-
ing patterns notably alter the local structure of users, leading
to divergence in user embedding. To tackle the negative trans-
fer on graphs, we introduce two straightforward yet effective
methods called Subgraph Pooling (SP) and Subgraph Pool-
ing++ (SP++) to reduce the discrepancy between graphs. Our
major contributions are summarized as follows:

* Negative Transfer in GNNs. We systematically an-
alyze the negative transfer on graphs. We find that
the structural difference between the source and target
graphs amplifies distribution shifts on node embeddings,
as the aggregation process of GNNs is highly sensitive
to perturbations in graph structures. To address this is-
sue, we present a novel insight: for semantically similar
graphs, although structural differences lead to significant
distribution shift in node embeddings, their impact on
subgraph embeddings could be marginal.
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Figure 1: Structural differences between the source (DBLP) and target (ACM) amplify the distribution shift on nodes embeddings. Left: We
illustrate the discrepancy (CMD value) between node embeddings of the source and target during pre-training, and compare the performance
of direct training on the target (gray) and transferring knowledge from the source to the target (blue). A large discrepancy results in negative
transfer. Right: We introduce structural noise in the target graph through random edge permutation. Even minor permutations can enlarge
the discrepancy (and thus aggravate negative transfer) in vanilla GCN, yet our method effectively mitigates the issue.

¢ Subgraph Pooling to Tackle Negative Transfer.
Building upon this insight, we introduce plug-and-play
modules Subgraph Pooling (SP) and Subgraph Pool-
ing++ (SP++) to mitigate the negative transfer. The key
idea is to transfer subgraph information across source
and target graphs to prevent the distribution shift. No-
tably, we provide a comprehensive theoretical analysis
to clarify the mechanisms behind Subgraph Pooling.

Generality and Effectiveness. Subgraph Pooling is
straightforward to implement and introduces no addi-
tional parameters. It involves simple sampling and pool-
ing operations, making it easily applicable to any GNN
backbone. We conduct extensive experiments to demon-
strate that our method can significantly surpass existing
baselines under multiple transfer learning settings.

2 Negative Transfer in GNNs

2.1 Preliminary of Graph Transfer Learning

Semi-supervised graph learning is a common setting in real-
world applications [Kipf and Welling, 2017]. In this work,
we study negative transfer in semi-supervised graph trans-
fer learning for node classification, while our analysis is
also applicable for other transfer learning settings [Wu et al.,
2020]. Semi-supervised transfer learning focuses on trans-
ferring knowledge from a label-rich source Dg to a label-
sparse target Dp. We represent the joint distribution over
the source and target as Ps(X,)) and Pr(X,)), respec-
tively, where X" indicates the random input space and ) is
the output space. The labeled training instances are sam-
pled as Dg = {(af,y5)}s;, ~ Ps(X,Y) and D& =
1

{(zt,yh)}it, ~ Pp(X,Y), while the unlabeled instances
are DY = {(z4)}X, ~ Pr(X), combining to form Dy =
(DL, DY). The objective is to develop a hypothesis function
h : X — Y that minimizes the empirical risk on the target
Rr(h) = Pr(; )~p, (h(z) # y).

Considering graph-structured data, a graph is represented
as G = (V,€&), where V = {vy,...,v,} is the node set and
E C V x V is the edge set. Each node ¢ € V is associated
with node attributes x; € R% and aclass y; € {1, ...,C}, with
C being the total number of classes. Additionally, each graph
has an adjacency matrix A € {0,1}"*", where A;; = 1 iff

(i,7) € &, otherwise A;; = 0. In the semi-supervised trans-
fer setting, we have the source graph G° = (V*, £°) and target
graph G* = (Vt, £Y). For simplicity, we assume these graphs
share the same feature space X* € R"*% and X! € R"*4,
as well as a common label space y°,y¢ € {1,...,C}. We em-
ploy a GNN backbone f(-) to encode nodes into embeddings
Z*, 7! and then use a classifier g(-) for predictions. The joint
distributions over the source and target graphs are Ps(Z,))
and Pr(Z,)), where Z denotes the node embedding space.

Definition 1 (Semi-supervised Graph Transfer Learning).
The aim is to transfer knowledge from a label-rich source
graph G* to a semantically similar label-sparse target graph
G! for enhancing node classification performance. The joint
distributions P(Z,)) over the source and target are differ-
ent, where Ps(Y|2) = Pr(Y|2) and Ps(Z) # Pr(Z2).

While the conditional distributions P()|Z) over the
source and target are identical, their marginal distribu-
tions P(Z) are different. To quantify this discrepancy, re-
searchers utilize metrics such as Maximum Mean Discrep-
ancy (MMD) [Gretton et al., 2006], Center Moment Dis-
crepancy (CMD) [Zellinger et al., 20171, or Wasserstein Dis-
tance [Zhu et al., 2023], to measure node similarities in com-
plex spaces. We use CMD due to its computational efficiency:

1
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where ¢k (-) denotes the k-th order central moment (with
K = 3). A high CMD value indicates a considerable shift
in marginal distributions between the source and target. This
shift essentially results in a divergence between joint distri-
butions Ps(Z,)Y) and Pr(Z,)), which may hinder or even
degrade performance on the target [Wang et al., 2019].

2.2 Why Negative Transfer Happens?

Negative transfer occurs in GNNs even if the source and tar-
get graphs are semantically similar. This issue is attributed to
the sensitivity of GNNs on graph structures, where different
structures diverge marginal distributions Ps(Z) and Pp(Z2)
between the source and target graphs. To support this claim,



we illustrate the impact of structural differences on distribu-
tion discrepancy (CMD value) and transfer learning perfor-
mance in Figure 1 (Left). Particularly, the discrepancy re-
mains low if graph structure is ignored (using MLP), ensuring
the performance gain of transfer learning. Conversely, incor-
porating structural information through GNNs can increase
the discrepancy, resulting in negative transfer.

Based on the observations, we consider that GNNs may
project semantically similar graphs into distinct spaces, un-
less their structures are very similar. To further reveal the
phenomenon, we delve into the aggregation process of GNNs.
For any GNN architecture, each node is associated with a
computational tree, through which messages are passed and
aggregated from leaves to the root. Only closely aligned
structures can lead to similar computational tree distributions
across graphs, thereby ensuring closely matched node em-
beddings. However, this requirement is often impractical in
many graph datasets. Even minor perturbations in the graph
structure can dramatically alter the computational tree, either
by dropping critical branches or by introducing noisy connec-
tions. Furthermore, a single perturbation can impact the com-
putational trees of multiple nodes, thus altering the computa-
tional tree distributions across the graph. We demonstrate the
impact of structure perturbations in Figure 1 (Right). In con-
clusion, structural differences between the source and target
result in distinct computational tree distributions, culminating
in a significant distribution shift in node embeddings.

2.3 Analyzing The Impact of Structure

The above analysis suggests that mitigating the impact of
graph structure on node embeddings is crucial for alleviating
negative transfer. Existing works implicitly or explicitly han-
dle this issue. For instance, some researchers utilize adver-
sarial learning [Wu et al., 2020; Dai et al., 2022b] or domain
regularizers [You et al., 2023] to develop domain-invariant
GNN encoders, which consistently project graphs with dif-
ferent structures into a unified embedding space. However,
these methods lack generalizability to new, unseen graphs
and are sensitive to structural perturbations. Alternatively, an-
other line of work employs causal learning [Wu et al., 2022b;
Chen et al., 2022] or augmentation [Liu et al., 2022] to train
encoders robust to structural distribution shift. Yet, these
methods essentially generate additional training graphs to en-
hance robustness against minor structural perturbations, in-
stead of considering the fundamental nature of graph struc-
tures. Unlike these two approaches, we present a novel in-
sight to solve the issue: for semantically similar graphs, al-
though structural differences lead to significant distribution
shift in node embeddings, their impact on subgraph embed-
dings could be marginal. To better describe this phenomenon,
we introduce node-level and subgraph-level discrepancy as
metrics to evaluate the influence of graph structures.

Definition 2 (Node-level Discrepancy). For nodes u € V? in
source graph and v € V* in target graph, we have

T
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where \ denotes the node-level discrepancy.

ACM — DBLP DBLP —+ ACM ArxivTl Arxiv T3
A 2413 2.353 2.134 2.683
€ (k-hop) 0.212 0.380 0.191 0.203
€ (RW) 0.166 0.322 0.184 0.212

Table 1: Although node-level discrepancy (\) between source and
target is high, the subgraph-level discrepancy (¢) remains low. k-hop
and RW (Random Walk) indicate two subgraph sampling methods.

Definition 3 (Subgraph-level Discrepancy). For node u € V°
with surrounding subgraph S5 = (V:,E5) and node v € V'
with surrounding subgraph St = (V,EL), we have

v v
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where né = |Vi|, ml = |V!|, and e denotes the subgraph-

level discrepancy.

Intuitively, a high A value suggests a significant distinction
in node embeddings between the source and target, which po-
tentially leads to negative transfer. On the other hand, a low
value of € indicates similar subgraph embeddings across the
source and target, which potentially prevents negative trans-
fer. We demonstrate the impact of graph structures on these
two measurements using real-world datasets, as detailed in
Table 1. Although the node embeddings are distinct between
the source and target owing to the impact of structural dif-
ferences (as indicated by high )\), the subgraph embeddings
remain similar across graphs (as indicated by low €). Draw-
ing on these insights, we propose to directly transfer the sub-
graph information across graphs to enhance transfer learning
performance by mitigating the impact of graph structures.

3 Overcoming Negative Transfer

3.1 Subgraph Pooling

The goal of node-level graph transfer learning is to minimize
the empirical risk (loss) on the target distribution:

minE, y)~pr(2,3)[L(9(2),y)], 4)

where Pr(Z, ) is the joint distribution over the target graph,
z denotes the node embeddings encoded by a GNN backbone
fo(:) with parameters ©, and g(-) is a linear classifier:

YA':g(Z%Z:f(A’X’@)_ (5)

However, owing to the scarcity of labels, we cannot ex-
actly describe the joint distribution Pr(Z,)) [Wenzel er al.,
2022]. Consequently, directly optimizing Eq. 4 on the target
graph may lead to overfitting [Mallinar et al., 2022]. Ad-
ditionally, based on the above discussion, it is non-trivial to
obtain a suitable initialization by pre-training the model on
a semantically similar, label-rich source graph, as structural
differences enlarge the discrepancy between the marginal dis-
tributions Ps(Z) and Pr(Z). To overcome the limitation,
we introduce Subgraph Pooling (SP), a plug-and-play method
that leverages subgraph information to diminish the discrep-
ancy between the source and target. This approach is based
on the following assumption.
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Figure 2: Subgraph Pooling++ (SP++) mitigates the risk of over-smoothing derived from a large pooling kernel. We conduct transfer learning
from ACM to DBLP. Left: Illustration of the subgraph embeddings on the target graph with £ = 5, where SP++ leveraging RW sampler has a
clearer boundary. Right: Transfer learning performance during pre-training and fine-tuning, where SP++ achieves better.

Assumption 1. For two semantically similar graphs, the
subgraph-level discrepancy € is small enough.

Remark 1. We empirically validate the assumption in Table
I and consider it matches many real-world graphs. For ex-
ample, considering papers from two citation networks, if they
share the same research field, they tend to have similar lo-
cal structures, e.g., neighbors, since papers within the same
domain often reference a core set of foundational works. Ad-
ditionally, this pattern extends to social networks, where in-
dividuals with similar interests or professional backgrounds
are likely to have comparable connection patterns, reflecting
shared community norms or communication channels.

The key idea of Subgraph Pooling is to transfer subgraph-
level knowledge across graphs. The method is applicable for
arbitrary GNNs by adding a subgraph pooling layer at the end
of backbone. Specifically, in the SP layer, we first sample the
subgraphs around nodes and then perform pooling to generate
subgraph embeddings for each node. The choice of sampling
and pooling functions can be arbitrary. Here we consider a
straightforward sampling method, defined as the k-hop sub-
graph around each node:

N (i) = Sampley, 1,0, (G, 7). (6)
Subsequently, we pool the subgraph for each node:
1
‘Ns(i)|—‘r1 Z WijZ; ( )
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where h; € H represents the subgraph embeddings (the new
embeddings for each node), utilized in training the classifier
g(-). w;; denotes the pooling weight, which can be either
learnable or fixed. Empirically, the MEAN pooling function
is effective enough to achieve desirable transfer performance.
By leveraging subgraph information, the SP layer reduces the
discrepancy (CMD value) between node embeddings in the
source and target, thereby enhancing transfer learning per-
formance, illustrated in Figure 1 (Left). Furthermore, this
also reduces the sensitivity on structural perturbations, as ev-
idenced in Figure 1 (Right).

The integration of the SP layer into GNN architectures
does not substantially increase time complexity. We have
three-fold considerations. Firstly, the SP layer functions as a
non-parametric GNN layer, thus imposing no additional bur-
den on model optimization and enjoying the computational
efficiency of existing GNN libraries [Fey and Lenssen, 2019].

Secondly, the sampling operation relies solely on the graph
structure and can be performed in pre-processing. Finally,
our empirical observations indicate that sampling low-order
neighborhoods (k = 1, 2) is sufficient for achieving optimal
transfer learning performance, which ensures computational
efficiency in both sampling and pooling. We also provide a
theoretical analysis to explain how subgraph information re-
duces the graph discrepancy.

Theorem 1. For node u € V? in the source graph and v € V*
in the target graph, considering the MEAN pooling function,
zu+2¢ex\/5(u) Z; h

the subgraph embeddings are h,, =

n+1 v
ZU—FE;HE%”)Z] where n = |Ns(u)|, m = [Ns(v)|. We have
Hhu*th S qu *Zv” *A, (8)
where A = ("Hz“_z”g;ﬁ”z"‘l) denotes the discrepancy
margin.

Corollary 1. If either of the following conditions is satisfied
(INs(u)| > |Ns()| or |[Ns(u)| is sufficiently large), the in-
equality ||h, —h,|| < ||z, — 2| strictly holds.

Corollary 2. If the following condition is satisfied
(N ()] < [N (0)]), the inequality |[h, — by | < |12, — 2
strictly holds when A > 2, even in extreme case where
|Ns(w)| = 0 and [Ny (v)| — oo.

Remark 2. Based on the theoretical results, we can read-
ily prove that the distance of k-th order central moment be-
tween two graphs can be reduced, i.e., ||cx,(H®) — ¢, (H?)|| <
llcx(Z#) — ci(ZY)||. This implies that the SP layer indeed de-
creases the discrepancy (CMD value) between two graphs.

3.2 Subgraph Pooling++

The performance of Subgraph Pooling highly depends on the
choice of subgraph sampling function. Employing an inap-
propriate sampling function can impair the distinguishabil-
ity of the learned embeddings. For instance, the basic k-hop
sampler might cause distinct nodes to share an identical sub-
graph, collapsing the embeddings into a single point. This
can result in the potential over-smoothing [Zhao and Akoglu,
2020; Keriven, 2022; Huang et al., 2023].

To address the limitation, we propose an advanced method
Subgraph Pooling++ (SP++) that leverages Random Walk
(RW) [Huang et al., 2021] to sample subgraphs. We use the
same hyper-parameter k to define the maximum walk length,



DBLP — ACM ACM — DBLP
Backbone | Model q=0.1% q=0.5% q=1% q=10% q=0.1% q=0.5% q=1% q=10% Rank

‘ No Transfer ‘ 4844 +£2.50 62770291 68.63+£2.51 7823+041 ‘ 39.12+6.52 92.14+£1.77 9561 +£1.06 97.19+0.18 ‘ 4.8

ERM 7336+0.88 74.08+0.67 75.18+0.54 76.19+0.92 | 70.52+£091 80.88+1.48 81.76+0.74 83.07+0.90 | 4.6

GCN Multi-task 70.10£5.50 7096 +794 7435+£287 7632+2.79 | 7451+£0.58 80.21+0.97 80.24+1.03 8456+1.04 | 53
EERM 56.94 +6.49 59.39+6.33 64.32+693 67.96+£7.30 | 59.29+6.23 70.10+539 77.39+3.05 90.03+£5.30 | 6.5

GTrans 7220+£0.19 73770193 75.10£0.11 77.53+194 | 80.97+1.84 88.84+1.29 94.00+3.09 95.19+0.69 3.9

GNN-SP 7451 £1.23 75.63+1.61 75.64+0.89 79.18+0.40 | 84.11+£2.00 96.40+1.65 9641+1.52 97.54+1.01 1.8
GNN-SP++ | 74.68 +1.07 76.41+1.83 77.06+0.90 79.20+0.23 | 81.69+596 9542+274 96.66+1.47 98.20 + 0.54 1.3

‘ No Transfer ‘ 48.11 £2.89 62.52+250 68.50+£2.13 78.32+0.32 ‘ 40.30+£0.11 9478 £2.24 96.68 £1.33 97.31+£0.28 ‘ 4.9

ERM 68.48 +291 72.60+£2.15 72.67+1.65 73.10£2.02 | 75.38+2.32 8576+1.82 86.35+1.42 8799+1.76| 4.3

GAT Multi-task 67.72+4.69 69.37+294 70.72+3.19 73.64+£3.80 | 71.34+2.16 8191+273 81.74+2.78 85.10£2.99 | 6.0
EERM 67.49+289 69.69+1.85 71.89+248 7448+295 | 72.15+291 79.80+320 82.11+1.34 8948+2.68 | 5.4

GTrans 6739+2.09 71.36+£049 7299+1.34 7536+2.56 | 74.83+£1.92 8503+139 93.15+£1.54 95.59+0.53 43

GNN-SP 70.85+2.83 7598+1.03 76.56+0.72 78.56+0.67 | 77.43+6.47 9544+1.36 96.55+096 97.63+0.80 | 2.0
GNN-SP++ | 71.88 +1.25 76.27 +1.33 77.14+0.79 79.02+0.42 | 75.14+721 9594 +1.37 97.08+1.07 98.31+0.20 1.3

‘ No Transfer ‘ 45.87+£5.79 6240277 68.51+£241 78.49+0.35 ‘ 39.47+3.88 9237+£225 9336+1.10 96.13+0.16 ‘ 53

ERM 7344 +£0.87 7437+£0.80 74.63+£0.81 7523+1.04 | 70.07+0.73 81.65+1.61 81.43+134 8293+0.89 | 4.8

SGC Multi-task 71.00+£0.62 7176 £ 1.11 72.12+239 7471+2.08 | 73.53£1.16 7935+0.70 83.76+1.06 84.27+0.67 | 59
EERM 7245 +£0.50 7295+£1.20 7455+£0.85 7490+0.58 | 74.35+£0.74 80.89+0.58 82.12+0.69 87.40+0.45 4.8

GTrans 71.72+£0.39 72.02+195 7397+2.10 74.03+0.50 | 80.29+£0.49 92.64+0.61 93.68+1.05 94.84+154 | 44

GNN-SP 7494 +1.24 7567+090 77.10+£1.12 79.35+0.46 | 82.86 £1.06 96.07 +1.83 96.20+1.53 96.28 +1.48 1.8
GNN-SP++ | 7499 +£0.57 76.59+1.72 77.30+130 79.15+0.41 | 83.97+1.93 95.75+1.69 96.83+1.70 97.09 +1.67 1.3

q denotes the ratio of training nodes in the target graph. For example, ¢ = 10% indicates 10 percent of nodes in the target graph are used for fine-tuning.

Table 2: Node classification performance on Citation dataset. Rank indicates the average rank of all settings.

restricting the sampling process within k-hop subgraphs. The
RW sampler is defined as

N; (i) = Samplegy (G, ). €))

The RW sampler mitigates the over-smoothing by imposing
nodes to share different subgraphs. Inherently, k-hop sampler
aims to cluster nodes with similar localized structural distri-
butions. RW sampler further enhances the distinctiveness be-
tween structurally distant nodes, thereby creating more dis-
tinguishable clusters (Figure 2 (Left)). This improved distin-
guishability helps the classifier to capture meaningful infor-
mation in prediction (Figure 2 (Right)).

Another approach to mitigate the risk of over-smoothing
is to design advanced pooling functions. For example, we
can employ attention mechanism [Lee et al., 2019] or hierar-
chical pooling [Wu et al., 2022a] to adaptively assign pool-
ing weights w;; to nodes within a subgraph, thus preserving
the uniqueness of subgraph embeddings. However, empiri-
cal evidence suggests that these pooling methods cannot offer
significant advantages over basic MEAN pooling (Sec. 4.3).
Moreover, there is a concern regarding the efficiency of com-
plicated pooling functions, as they could potentially increase
computational and optimization efforts at each epoch. In con-
trast, the proposed RW sampling can be efficiently executed
during pre-processing. To illustrate how RW sampling allevi-
ates over-smoothing, we provide a concrete example below.

Example 1. Considering two nodes u,v € V?* in the source
graph with k-hop sampler. Suppose wu,v share an identical
k-hop subgraph yet different labels, i.e., Ns(u) = Ns(u) and
y; # yj, employing RW to sample neighborhoods N,.(u) and
N, (v), N.(u) # Ny (v), can achieve lower empirical risk.

Hlustration. Let hy = 37, v ()0, %i/(Ws(uw)] + 1) and
hy =37 a0y z;/(|Ns(v)|+1) as subgraph embeddings

for node u, v via MEAN pooling, where h,, = h,,. The em-
pirical risk with classifier g(-) is given by:

1

Rg = ) ((g(hu) - yu)2 + (g(hy) — yv)Q) . (10)

For simplicity, we use the mean square loss. R is minimized
when g(h,) = vy, and g(h,) = y,, but it is impossible to
find a classifier g(-) to project a single vector into different
labels. However, by applying RW to sample subgraphs with
N, (u) and N;.(v), we can obtain distinct subgraph embed-

dings h,, # h,. Then, it becomes feasible to find a classifier
g*(+) satisfying g*(h,) = y, and g*(h,) = y,. In the ex-
treme case, the subgraphs sampled by RW might be the same
as k-hop, leading to h,, = h,. To mitigate the issue, we can
control the walk length and sampling frequency to maintain
the distinctiveness of the sampled subgraphs. Therefore, uti-
lizing RW sampler can lead to a lower empirical risk.

4 Experiments

4.1 Experimental Setup

Datasets. We use Citation [Wu eral., 20201, consisting
of ACMv9 and DBLPVS; Airport [Ribeiro et al., 20171,
including Brazil, USA, and Europe; Twitch [Rozemberczki
et al., 2021] collected from six countries, including DE, EN,
ES, FR, PT, RU; Arxiv [Hu er al., 2020] consisting pa-
pers with varying publish times; and dynamic financial net-
work E11liptic [Weber et al., 2019] that contains dozens
of graph snapshots where each node is a Bitcoin transaction.

Baselines. We include four GNN backbones: GCN [Kipf
and Welling, 2017], SAGE [Hamilton et al., 2017],
GAT [Veli¢kovié et al., 2018], and SGC [Wu et al., 2019]. We
compare our SP with No Transfer (directly training on target),
Empirical Risk Minimization (transferring knowledge from



Model | Brazil — Europe USA — Europe | Brazil - USA  Europe — USA | USA — Brazil Europe — Brazil | Rank

No Transfer ‘ 48.63 £3.70 59.18 £ 1.76 52.36 + 6.46 ‘ 2.8

ERM 45.00 £2.95 39.29 £3.96 47.83£1.92 47.79 £ 4.66 39.53£7.70 44.62 £4.24 6.8

Multi-task 48.55+1.48 47.61 £2.02 48.73 £2.01 50.96 +2.12 52.17+£2.13 52.92 +6.07 4.3

EERM 48.77 £2.85 46.88 £4.70 4891 +4.19 48.36 £3.74 45.67 £ 3.68 46.65 £5.93 4.8

GTrans 48.50 + 1.31 47.49 +2.41 48.84 £0.99 48.88 £1.25 52.30 £ 1.50 53.00 £4.12 45

GNN-SP 48.76 £2.61 51.30 £ 2.22 46.06 £ 5.44 49.85+£5.55 55.47+£5.90 54.72 + 5.48 32

GNN-SP++ 50.90 + 3.93 50.40 +2.27 51.06 + 6.17 53.87 +£5.99 57.08 +6.13 55.23+9.36 1.5

Table 3: Node classification performance across Airport networks with GCN backbone.
GNN - Directly Train GNN - Transfer From DE ~ mmm GNN-SP - Transfer From DE Model ‘ Time 1 Time 2 Time 3 Time 4 ‘ Rank

No Transfer | 69.60 £ 0.31 | 28
60 60 ERM 65.73+0.57 66.18+048 68.67+0.32 70.33+0.29 | 45
g g Multi-task 50.32+2.17 52.77+2.82 60.02+099 67.62+0.75 | 6.8
<5 <5 EERM 55.25+2.03 5747+£0.59 6325+054 6526+0.63 | 6.3
GTrans 6595+0.12 66.64+0.51 69.51+0.39 71.54+0.30 | 3.3
GCN-SP 67.76 £ 0.23 6836 £0.33 69.03+0.63 69.75+0.56 | 3.5
40 40 GCN-SP++ | 7143 £0.52 72.75+1.24 74.04+0.83 7517+0.21 | 1.0

EN ES FR PT RU ALL
GCN

EN ES FR PT RU ALL
SAGE

Figure 3: Node classification performance on Twitch.
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Figure 4: Node classification performance on E11liptic.

source to target), Multi-task (jointly training on source and
target), EERM [Wu et al., 2022b], and recent SOTA method
GTrans [Jin ef al., 2023]. We also compare various domain
adaptation methods, including DANN [Ganin et al., 2016],
CDAN [Long et al., 2018], UDAGCN [Wu et al., 2020],
MIXUP [Wang et al., 20211, EGI [Zhu er al., 2021b], SR-
GNN [Zhu et al., 2021al, GRADE [Wu et al., 2023al, SS-
Reg [You er al., 2023], and StruRW [Liu et al., 2023al.

Settings. We pre-train the model on the source with 60 per-
cent of labeled nodes and adapt the model to the target. The
adaptation involves three settings: (1) directly applying the
pre-trained model without any fine-tuning (Without FT); (2)
fine-tuning the last layer (classifier) of the model (FT Last
Layer); (3) fine-tuning all parameters (Fully FT). We take
split 10/10/80 to form train/valid/test sets on the target graph.

4.2 Node Classification

One-to-One Transfer. The transfer learning results on
Citation over three GNN backbones are presented in Ta-
ble 2. Considering the limited number of parameters, we
apply the FT Last Layer setting. Our GNN-SP outperforms
baselines across all settings and is even better than the model
trained from scratch (No Transfer), demonstrating the ca-
pability of overcoming negative transfer. Note that GNN-
SP performs better than the advanced GNN-SP++ with ex-
tremely limited labels. It is may because (1) the dataset is

Table 4: Node classification on Arxiv with GCN backbone.

small and sparse (~5k to ~7k nodes and ~20k to ~30k
edges) where RW sampler fails to model the real localized
structures; and (2) the label sparsity exacerbates overfitting.
The performance on Airport is presented in Table 3. Our
method surpasses all baselines and achieves an average Rank
of 1.5, which is notably higher than the No Transfer. Note
that transferring knowledge to USA results in negative trans-
fer for all baselines, likely due to its significantly larger size
that potentially contains more patterns compared to the other
two graphs. Specifically, USA contains 1,190 nodes and
28,388 edges, whereas Europe and Brazil contain only
399 nodes & 12,385 edges, and 131 nodes & 2,137 edges, re-
spectively. The smaller graphs provide limited patterns and
may introduce unexpected biases during pre-training. Ad-
ditionally, we observe that GNN-SP++ performs better than
GNN-SP, likely because these graphs are densely connected,
leading to the issue that various nodes share identical k-hop
subgraphs.

One-to-Multi Transfer. We use Twitch as the bench-
mark, which consists of six graphs with different sizes and
data distributions. We pre-train the model on DE and fine-tune
on other graphs (EN, ES, FR, PT, RU). We employ ROC-AUC
as metric and adopt 2-layer GCN and SAGE as backbones.
Figure 3 shows GNN-SP outperforms standard GNN with up
to 8% improvements on ROC-AUC under FT Last Layer set-
ting and achieves better performance than the model directly
trained on the target over 10 out of 12 settings. The results
validate the generalizability of GNN-SP to multiple graphs.

Transfer with Dynamic Shift. In this scenario, we evaluate
the model’s capability to handle temporal distribution shifts.
We first adopt a dynamic financial network Elliptic
with splitting 5/5/33 snapshots for train/valid/test. Figure 4
presents the results where the test snapshots are grouped into
9 folds. The performance gain of our GNN-SP is up to 10%
and 24% over GAT and SAGE, respectively. Additionally,
we use Arxiv as another temporal dataset, where nodes rep-
resent papers published from 2005 to 2020 and edges indi-



| ACM — DBLP DBLP — ACM  Twitch-All Arxiv-T1 Arxiv-T3
GCN + Fully FT 97.75 +£0.16 80.03 + 0.22 60.59 £1.13  69.29+0.16 69.70 = 0.39
GCN-SP + FT Last Layer | 98.20 + 0.54 79.20 £0.73 61.66+0.92 7143+0.52 74.04+0.83
GCN-SP + Fully FT 98.66 + 0.29 80.82+0.59 61.77+098 73.12+0.93 75.01 +0.62

Table 5: Comparison between fine-tuning the model classifier (FT Last Layer) and fine-tuning the whole model (Fully FT).

ACM & DBLP Arxiv

Model A—D D—-A Time 1 Degree
GCN* 59.02+1.04 59.20+0.70 | 28.08 £0.24 57.41+0.14
GAT* 61.67+3.54 62.18+7.04 | 32.32+1.10 58.10+0.15
DANN 59.02+£7.79 65.77+0.46 | 2433 +1.19 56.13+0.18
CDAN 60.56 +4.38 64.35+0.83 | 25.85+1.15 5643 +0.45
UDAGCN | 59.62+2.86 64.74+251 | 25.64+3.04 55.77+0.83
EERM 40.88 £5.10 51.71+5.07 - -
MIXUP 49.93+0.89 63.36+0.66 | 28.04 +0.18 59.22 +0.22
EGI* 49.03+1.50 6440+1.03 | 25.59+0.25 56.93+0.23
SR-GNN* | 62.49+1.96 63.32+1.49 | 2544+0.30 5698 +0.12
GRADE* 67.29+£2.04 64.13£3.12 | 25.69+0.12 57.49 +£0.39
SSReg* 69.04 £2.95 6593+1.05 | 27.93+0.29 56.67 +0.33
StruRW 70.19+2.10 65.07+1.98 | 28.46+0.18 57.45+0.15
GCN-SP++ | 75.88 +£5.57 71.32+1.33 | 40.41 +1.07 64.35+0.41
GAT-SP++ | 73.78 £8.13 67.05+4.97 | 36.38+2.50 65.53 +0.60

The reported results are from [Liu er al., 2023al. * indicates the results of our imple-
mentations based on the official code.

Table 6: Node classification results without fine-tuning.

cate citations. Based on the publication time, we collect five
sub-graphs, represented as Time 1 (2005 - 2007), Time
2 (2008 - 2010), Time 3 (2011 - 2014), Time 4 (2015
- 2017), and Time 5 (2018 - 2020). We use the first four
graphs as sources and the last one as the target. The results
are presented in Table 4 where our GNN-SP++ achieves sig-
nificant improvements over all baselines. We note that the
temporal distribution shift is marginal when the source and
target are temporally proximate, resulting in improved trans-
fer learning performance. Additionally, the performance of
GNN-SP++ is considerably superior to GNN-SP, further val-
idating the efficacy of the RW sampler.

4.3 Ablation Study

Transfer without Fine-tuning. Following [Liu et al.,
2023al, we take a further step by directly employing the pre-
trained model on target graph without fine-tuning. Table 6
presents the transfer learning performance on Citation
and Arxiv. We also adopt another domain adaptation set-
ting (Degree) from [Gui et al., 2022]. It is obvious that our
proposed SP layer significantly improves the transfer learning
performance by enhancing the quality of the encoder.

Transfer with Fully Fine-tuning. We present transfer
learning performance by fine-tuning the whole model in Ta-
ble 5. We observe even if GNN-SP only fine-tunes the last
layer, it still outperforms standard GNN with full fine-tuning.
If our GNN-SP is fully fine-tuned, the model performance
can be further improved, especially on large-scaled Arxiv.

Pooling Methods. We evaluate model performance with
different pooling functions, including MEAN, ATTN, MAX,
and GCN. Figure 5 presents the experimental results over
Citation network with GCN backbone. We observe the

mm GCN  mEm ATTN m GCN  mmm ATTN
- = MEAN MAX 5,80 mmm WEAN MAX
o 98 9
g g
3 3
8 g78
< g6 <
76
GNN-SP GNN-SP++ GNN-SP GNN-SP++
ACM - DBLP DBLP - ACM

Figure 5: Ablation on Citation with different pooling functions.

basic MEAN pooling outperforms complicated GCN and
ATTN that adaptively determine the pooling weights w;;. It
is might because the complicated methods introduce extra in-
ductive bias with unexpected noises.

5 Related Works

Existing studies are typically categorized based on the avail-
ability of the target graph during the pre-training phase.

Pre-training with Target Graph. Researchers developed
methods to explicitly align source and target graphs dur-
ing pre-training, ensuring Ps(Z) = Pr(Z). For exam-
ple, [Zhang et al., 2019; Dai et al., 2022b] adopt adversar-
ial learning [Ganin er al., 2016] to train domain-invariant
encoder, and following UDAGCN [Wu et al., 2020] incor-
porates attention to further enhance expressiveness. Alter-
natively, one can employ regularizers [Zhu et al., 2021a;
Zhu et al., 2023; Shi et al., 20231, such as MMD and CMD, to
constrain the discrepancy between the source and target. To
facilitate this process, new graph-specific discrepancy met-
rics are proposed, including tree mover distance [Chuang and
Jegelka, 2022], subtree discrepancy [Wu et al., 2023al, and
spectral regularizer [You et al., 2023]. Additionally, [Liu
et al., 2023a] emphasizes the most relevant instances in the
source to better match distributions of the source and target.
While these methods effectively reduce the distribution shift
between source and target, the target graph may be unavail-
able during pre-training in many real-world scenarios.

Pre-training without Target Graph. Existing works aim
to train GNNs transferable to unseen graphs. For example,
EERM [Wu et al., 2022b] and following works [Chen et al.,
2022; Wu et al., 2022c; Wu et al., 2023b; Yu et al., 2023]
utilize causal learning to develop environment-invariant en-
coder. GTrans [Jin er al., 2023] transforms the target graph
at test-time to align the source and target. Moreover, var-
ious studies employ augmentation to enhance the robust-
ness of encoder against permutations [Verma er al., 2021;
Wang et al, 2021; Liu et al., 2022; Han et al., 2022;
Liu et al., 2023b; Guo et al., 2023] or apply disentangle
learning to extract domain-invariant semantics [Ma et al.,
2019; Liu er al., 2020]. To understand the transferability



of GNNs, [Ruiz et al., 2020; Levie et al., 2021; Cao et
al., 2023] interpret graphs as the combination of graphons,
while [Han et al., 2021; Zhu et al., 2021b; Sun et al., 2023;
Qiu et al., 2020] adopt self-supervised learning to identify
transferable structures. Despite these efforts to enhance trans-
ferability, they cannot well address the negative transfer issue.
To this end, we systematically analyze why the negative trans-
fer happens and provide insights to solve this issue.

6 Conclusion

In this paper, we analyze the negative transfer in GNNs and
introduce Subgraph Pooling, a simple yet effective method,
to mitigate the issue. Our method transfers the subgraph-level
knowledge to reduce the discrepancy between the source and
target graphs, and is applicable for any GNN backbone with-
out introducing extra parameters. We provide a theoretical
analysis to demonstrate how the model works and conduct
extensive experiments to evaluate its superiority under vari-
ous transfer learning settings.
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A Proof
Theorem 1. For node u € V?* in the source graph and v € V' in the target graph, considering the MEAN pooling function, the

subgraph embeddings are h,, = wz;ff"{(“)z h, = mzﬁ% where n = [N(u)|, m = [N, (v)|. We have

[hy —hy[| < |z — 2] — A, (an

(””Zu zv”7 m_n”ZUH) . .
where A = t denotes the discrepancy margin.
n+1

Proof. To demonstrate this theorem, we analyze the distance between the subgraph embeddings ||h, — h,|| in terms of the
node embeddings:

Zy + ZieNs(u) Zi 2o + Zje/\/s(v) Zj (m+1)(zu + > 2:) — (n+1)(z0 + Zj z;) (12)
n+1 m+1 N (m+1)(n+1)
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- (m+1)(n+ (m+1)(n+1)

(a) (b)
This inequality results from the triangle inequality. Simplifying these terms separately, we have the term (a) as:
(m+1)zy — (04 1z || [[(m+1)(2y — 20) + (M — 1)z, || (15)
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where A = indicates the discrepancy gap handled by our proposed Subgraph Pooling. Additionally, the

n+1
term (b) can be simplified as:
(M4 DY ienw2 ~ DY jenw ) || _ || Liermw % Ljen.() % 20)
(m+1)(n+1) n+1 m+1 -

For this term, under Assumption 1, it is sufficiently small to be disregarded. Combining these analyses, we derive ||h, —h,| <
||z, — zo|| — A. While A may not always be positive, it is essential for understanding the impact of SP. To further substantiate
this, we present two corollaries. O

Corollary 1. If either of the following conditions is satisfied (|Ns(u)| > |Ns(v)| or [Ng(u)| is sufficiently large), the inequality
|y, — hy|| < ||z — 2o]|| strictly holds.

Proof. To establish that A > 0, we need to demonstrate that:

u — 4v > 21

lz, - 2l > 2T e

|2 — 2z > (m—n) : (22)
12| n(m+1)

where n = |N(u)| and m = [N5(v)].
We consider the following two cases:

1. In cases where the source graph is richer than the target, namely, |Ns(u)| > |N;(v)|, we have (( )) < 0. Under these

Ts qu—zv” > (m )
conditions, izl 2 nimti)

is strictly valid, given that ||z,, — z,|| > 0 and ||z, || > 0.



(m=n)
> n(m+1)
n — oo and m — oo, it follows that lim,, o0 m—00 n(z’:n_fl)) = 0. This suggests that when the source graph is adequately

rich, essential patterns can be transferred effectively, regardless of the scale of the target.

2. When both source and target graphs are substantially rich < 0 remains strictly valid. In the extreme case where

O

Corollary 2. If the following condition is satisfied (INs(u)| < |Ns(v)|), the inequality | h, — h,|| < ||z, — 2., || strictly holds
when \ > 2, even in extreme case where |N;(u)| — 0 and |Ns(v)| — oo

Proof. Assuming the target graph is richer than the source, indicated by [N(v)| > |Ns(u)l, it is necessary to validate that
|z, — z4|| > ||Zo]| to maintain the inequality. This validation becomes crucial in the extreme case where n — 0 and m — oo,
(m—n)

leading to limy0,m—o0 77my1y = 1. We must demonstrate that HziTz_ T’H > 758;:% is valid under these circumstances,
qu_sz

implying S > 1. Therefore, when the source is sparse, it may lack sufficient information for effective transfer.

Iz = 20l > |z @)
= 2w — 2o > |20 (24)
= |1zull® + [12o]1 — 2] 2u]ll|20]| cos 6 > |1z, (25)
= |1zull* > 2[|zu |20 || cos 8 (26)
T
= ZuZu 5 27)
Z,, Zy
where cos § = 2Lz, /||z. |||z, |. According to Definition 2, this inequality is satisfied when A > 2. O
B Dataset Details
Dataset Setting #Nodes #Edges #Classes #Density AvgDegree Max Degree Metric
Citation ACMV9 7,410 29,456 6 0.00054 3.98 108 Accurac
ttatio DBLPv8 5,578 20,158 6 0.00065 3.61 254 uracy
USA 1,190 28,388 4 0.02006 23.86 239
Airport Europe 399 12,385 4 0.07799 31.04 203 Accuracy
Brazil 131 2,137 4 0.12548 16.31 80
DE 9,498 315,774 2 0.00350 33.25 4,260
EN 7,126 77,774 2 0.00153 10.91 721
. ES 4,648 123,412 2 0.00571 26.55 1,023
Twiteh FR 6,551 231,883 2 0.00540  35.40 2041  ROCAUC
PT 1,912 64,510 2 0.01766 33.74 768
RU 4,385 78,993 2 0.00411 18.01 1,230
Time 1 [2005 - 2007] 4,980 10,086 40 0.00041 2.03 14
Time 2 [2008 - 2010] 12,974 32,215 40 0.00019 2.48 43
Arxiv Time 3 [2011 - 2014] 41,125 140,526 40 0.00008 3.42 76 Accurac
Time 4 [2015 - 2017] 90,941 462,438 40 0.00006 5.09 222 y
Time 5 [2018 - 2020] 169,343 1,335,586 40 0.00005 7.89 437
Degree 169,343 2,484,941 40 0.00009 14.67 13,162

Table 7: The statistics of Citation, Airport, Twitch, and Arxiv networks.

In this section, we detail the datasets utilized in our experiments, with their statistics summarized in Table 7.

e Citation. The Citation networks consist of the ACM and DBLP datasets, each sourced from distinct academic
databases. In these networks, nodes correspond to academic papers, while edges represent citations between them. Both
ACM and DBLP demonstrate comparable sizes and densities. The datasets are categorized into six research fields, namely
Database, Data Mining, Artificial Intelligence, Computer Vision, Information Security, and High Performance Computing.
Despite the scale of DBLP is relatively smaller compared to ACM, it has a higher maximum degree of 254, as opposed to
108 of ACM. This difference is attributed to the variation in structural distribution between the two datasets.
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Figure 6: Statistics of E11iptic dataset.

e Airport. The Airport networks include three distinct datasets from various regions, where nodes symbolize airports,
and edges represent flight connections. The labels in these datasets indicate the airport activity level, quantified by the
number of flights or passengers. Compared to other datasets, the density of the Airport is much higher where the number
of edges is much higher than the number of nodes. It is noteworthy that the USA dataset might encapsulate more intricate
patterns due to its larger size compared to Europe and Brazil.

* Twitch. Twitch dataset contains six networks from different regions, including DE, EN, ES, FR, PT, and RU. In these
networks, nodes correspond to users on the streaming platform, and edges reflect friendships. The primary task is to
predict mature content within the network. The model is initially pre-trained on the comparatively larger DE network and
subsequently transferred to other networks, each possessing distinct distributions on network scales and densities. These
networks are leveraged to test model expressiveness on various target graphs.

e Arxiv. Arxiv is another citation network where nodes represent papers published from 2005 to 2020, and edges cor-
respond to citations between these papers. The network is released by OGB. We divided the original dataset into five
distinct sub-datasets, each segmented according to the time of paper publication, shown in Table 7. We transfer knowledge
from the previous four time periods to the final one, each characterized by differing temporal distributions. Generally,
temporally close networks share relatively similar distributions.

e Elliptic. Elliptic consists of 43 snapshots, where the dataset distributions of each one are illustrated in Figure 6.
Specifically, we present the number of nodes, density, and the max degree of each snapshot. We can observe a clear tem-
poral distribution shift across these graphs. We use a 5/5/33 split for train/valid/test sets to evaluate the model robustness
on long-range temporal distribution shift.

C Hyper-parameters

To prevent the impact of randomness, we run each model 10 times and report the mean and standard deviation. For all baseline
models, we standardized the hidden dimension to 64, the learning rate to 0.001 (1e-3), and the number of backbone layers to
2. In the case of attention-based methods, we configured the number of attention heads to 4. For additional configurations, we
adhered to the specifications outlined in their respective original papers. The comprehensive hyper-parameter setting for our
proposed Subgraph Pooling method is detailed in Table 8.



Citation Airport Twitch Arxiv Elliptic Facebook
Hidden Dimension 64 for all datasets
Activation PReLU used for all datasets
# Encoder Layers 2 2 2 2 2 5
Normalization -
Pre-train Learning Rate le-3 le-3 le-3 le-3 le-3 le-2
Pre-train Epochs 200 (D — A) & 500 (A — D) 500 100 500 500 200
Pre-train Weight Decay 0 for all datasets
Fine-tune Learning Rate le-3 le-3 le-3 le-3 - -
Fine-tune Epochs 3000 3000 3000 3000 - -
Fine-tune Weight Decay le-5 for all datasets
k (SP) 2 2 1 1 - 1
k (SP++) 3 3 - 3 3 10
repeat (SP++) 100 100 - 50 50 10
Pooling MEAN ATTN GCN GCN GCN MEAN
Optimizer AdamW used for all datasets
Early Stop 200 for all datasets

Table 8: Hyper-parameters for our proposed Subgraph Pooling and Subgraph Pooling++.

D Additional Experiments
D.1 Facebook Dataset

We conduct experiments on Facebook dataset. This dataset contains 100 snapshots of Facebook friendship networks from
2005, with each network representing users from a specific American university. For our experiments, we selected 14 networks,
including those from John Hopkins, Caltech, Amherst, Bingham, Duke, Princeton, WashU, Brandeis, Carnegie, Penn, Brown,
Texas, Cornell, and Yale. The test datasets are Penn, Brown, and Texas, while Cornell and Yale are utilized for evaluation.
The training sets are combinations of the remaining nine graphs. These datasets display unique sizes, densities, and degree
distributions, as depicted in Figure 7. Notably, the distributions of the testing graphs differ significantly from those of the
training and validation sets, providing a rigorous assessment of out-of-distribution (OOD) performance. Moreover, we use the
No Fine-tune setting due to the absence of training data on the target graphs. The effectiveness of our methods is evident in Table
9, where our GNN-SP outperformed ERM and EERM in 8 out of 9 settings. This result highlights the robust transferability of
our approach across multiple sources with varied distributions and multiple target environments.
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Figure 7: Statistics of Facebook dataset.



| Penn | Brown | Texas

Combinations | ERM EERM GNN-SP | ERM EERM GNN-SP | ERM EERM GNN-SP

John Hopkins + Caltech + Amherst | 50.48+1.09  50.64+0.25 52.36+0.54 | 54.53+3.93 56.73+0.23  56.86+0.04 | 53.23+4.49 55.5740.75 55.93+1.00
Bingham + Duke + Princeton 50.17£0.65 50.67£0.79 51.81+0.52 | 50.43+4.58 52.76+3.40 56.34+0.05 | 50.19+5.81 53.82+4.88  56.34+0.05
WashU + Brandeis + Carnegie 50.83+0.17 51.52+0.87 50.85+0.05 | 54.61+4.75 55.15+#3.22 56.96+0.02 | 56.25+0.13  56.12+0.42  56.32+0.05

Table 9: Node classification performance across Facebook networks with GCN backbone.

D.2 More Analysis

Varying Training Ratio. The transfer learning performance highly relies on the number of training instances available on the
target. To evaluate the sensitivity to varying training sample sizes, we consider four training ratios {0.1%, 0.5%, 1%, 10%}, as
shown in Table 2 in the main body. Our proposed GNN-SP outperforms all baselines. We observe that transfer learning models
achieve better performance than the model trained from scratch (No Transfer) with extremely limited labels. This is because
the knowledge gained from the source provides beneficial regularization during the fine-tuning process. However, when the
training ratio reaches ¢ = 10%, standard GNNs acquire sufficient knowledge to surpass other baselines, with the exception of
our GNN-SP.
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