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Abstract

Graph neural networks (GNNs) have shown state-of-the-art performances in various
applications. However, GNNs often struggle to capture long-range dependencies
in graphs due to oversmoothing. In this paper, we generalize the concept of
oversmoothing from undirected to directed graphs. To this aim, we extend the
notion of Dirichlet energy by considering a directed symmetrically normalized
Laplacian. As vanilla graph convolutional networks are prone to oversmooth, we
adopt a neural graph ODE framework. Specifically, we propose fractional graph
Laplacian neural ODEs, which describe non-local dynamics. We prove that our
approach allows propagating information between distant nodes while maintaining
a low probability of long-distance jumps. Moreover, we show that our method
is more flexible with respect to the convergence of the graph’s Dirichlet energy,
thereby mitigating oversmoothing. We conduct extensive experiments on synthetic
and real-world graphs, both directed and undirected, demonstrating our method’s
versatility across diverse graph homophily levels. Our code is available on GitHub.

1 Introduction

Graph neural networks (GNNs) (Gori et al., 2005; Scarselli et al., 2009; Bronstein et al., 2017)
have emerged as a powerful class of machine learning models capable of effectively learning rep-
resentations of structured data. GNNs have demonstrated state-of-the-art performance in a wide
range of applications, including social network analysis (Monti et al., 2019), molecular property
prediction (Gilmer et al., 2017), and recommendation systems (J. Wang et al., 2018; Fan et al., 2019).
The majority of existing work on GNNs has focused on undirected graphs (Defferrard et al., 2016;
Kipf et al., 2017; Hamilton et al., 2017), where edges have no inherent direction. However, many
real-world systems, such as citation networks, transportation systems, and biological pathways, are
inherently directed, necessitating the development of methods explicitly tailored to directed graphs.

Despite their success, most existing GNN models struggle to capture long-range dependencies, which
can be critical for specific tasks, such as node classification and link prediction, and for specific
graphs, such as heterophilic graphs. This shortcoming also arises from the problem of oversmoothing,
where increasing the depth of GNNSs results in the node features converging to similar values that
only convey information about the node’s degree (Oono et al., 2019; Cai et al., 2020). Consequently,
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scaling the depth of GNNss is not sufficient to broaden receptive fields, and other approaches are
necessary to address this limitation. While these issues have been extensively studied in undirected
graphs (Q. Li et al., 2018; G. Li et al., 2019; Luan, M. Zhao, et al., 2019; D. Chen et al., 2020; Rusch
et al., 2022), their implications for directed graphs remain largely unexplored. Investigating these
challenges and developing effective solutions is crucial for applying GNNs to real-world scenarios.

Over-smoothing has been shown to be intimately related to the graph’s Dirichlet energy, defined as
2
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where A = (a;, ;) f\_/j:l represents the adjacency matrix of the underlying graph, x € RV >*X denotes
the node features, and d; € R the degree of node 7. Intuitively, the Dirichlet energy measures the
smoothness of nodes’ features. Therefore, a GNN that minimizes the Dirichlet energy is expected to
perform well on homophilic graphs, where similar nodes are likely to be connected. Conversely, a
GNN that ensures high Dirichlet energy should lead to better performances on heterophilic graphs,
for which the nodes’ features are less smooth.

This paper aims to bridge the gap in understanding oversmoothing for directed graphs. To this
aim, we generalize the concept of Dirichlet energy, providing a rigorous foundation for analyzing
oversmoothing. Specifically, we consider the directed symmetrically normalized Laplacian, which
accommodates directed graph structures and recovers the usual definition in the undirected case.
Even though the directed symmetrically normalized Laplacian has been already used (Zou et al.,
2022), its theoretical properties remain widely unexplored.

However, a vanilla graph convolutional network (GCN) (Kipf et al., 2017) implementing this directed
Laplacian alone is not able to prevent oversmoothing. For this reason, we adopt a graph neural
ODE framework, which has been shown to effectively alleviate oversmoothing in undirected graphs
(Bodnar et al., 2022; Rusch et al., 2022; Di Giovanni et al., 2023).

1.1 Graph Neural ODEs

The concept of neural ODE was introduced by Haber et al. (2018) and R. T. Q. Chen et al. (2018),
who first interpreted the layers in neural networks as the time variable in ODEs. Building on this
foundation, Poli et al. (2021), Chamberlain et al. (2021), and Eliasof et al. (2021) extended the
connection to the realm of GNNS, resulting in the development of graph neural ODEs. In this context,
each node i of the underlying graph is described by a state variable x;(t) € R, representing the
node 7 at time ¢. We can define the dynamics of x(¢) via the node-wise ODE

X/(t) = fw(x(t)), t €[0,T7],

subject to the initial condition x(0) = xg € RV*X where the function fy, : RV*E — RNVN*EK jg
parametrized by the learnable parameters w.

The graph neural ODE can be seen as a continuous learnable architecture on the underlying graph,
which computes the final node representation x(7°) from the input nodes’ features xg. Typical choices
for f, include attention-based functions (Chamberlain et al., 2021), which generalize graph attention
networks (GATSs) (Velickovic et al., 2018), or convolutional-like functions (Di Giovanni et al., 2023)
that generalize GCNs (Kipf et al., 2017).

How can we choose the learnable function f, to accommodate both directed and undirected graphs,
as well as different levels of homophily? We address this question in the following subsection.

1.2 Fractional Laplacians

The continuous fractional Laplacian, denoted by (—A)® for o > 0, is used to model non-local
interactions. For instance, the fractional heat equation d,u + (—A)®u = 0 provides a flexible and
accurate framework for modeling anomalous diffusion processes. Similarly, the fractional diffusion-
reaction, quasi-geostrophic, Cahn-Hilliard, porous medium, Schrédinger, and ultrasound equations
are more sophisticated models to represent complex anomalous systems (Pozrikidis, 2018).

Similarly to the continuous case, the fractional graph Laplacian (FGL) (Benzi et al., 2020) models
non-local network dynamics. In general, the FGL does not inherit the sparsity of the underlying



graph, allowing a random walker to leap rather than walk solely between adjacent nodes. Hence, the
FGL is able to build long-range connections, making it well-suited for heterophilic graphs.

1.3 Main Contributions

We present a novel approach to the fractional graph Laplacian by defining it in the singular value
domain, instead of the frequency domain (Benzi et al., 2020). This formulation bypasses the need for
computing the Jordan decomposition of the graph Laplacian, which lacks reliable numerical methods.
We show that our version of the FGL can still capture long-range dependencies, and we prove that its
entries remain reasonably bounded.

We then propose two FGL-based neural ODEs: the fractional heat equation and the fractional
Schrodinger equation. Importantly, we demonstrate that solutions to these FGL-based neural ODEs
offer increased flexibility in terms of the convergence of the Dirichlet energy. Notably, the exponent
of the fractional graph Laplacian becomes a learnable parameter, allowing our network to adaptively
determine the optimal exponent for the given task and graph. We show that this can effectively
alleviate oversmoothing in undirected and directed graphs.

To validate the effectiveness of our approach, we conduct extensive experiments on synthetic and
real-world graphs, with a specific focus on supervised node classification. Our experimental results
indicate the advantages offered by fractional graph Laplacians, particularly in non-homophilic and
directed graphs.

2 Preliminaries

We denote a graph as G = (V, £), where V is the set of nodes, £ is the set of edges, and N = |V| is
the number of nodes. The adjacency matrix A = {a; ;} encodes the edge information, with a; ; = 1
if there is an edge directed from node j to ¢, and 0 otherwise. The in- and out-degree matrices are then
defined as Dy, = diag(A1), Doy = diag(AT1), respectively. The node feature matrix x € RV*X
contains for every node its feature in R¥.

Given any matrix M € C"*™, we denote its spectrum by A(M) := {X;(M)}”_, in ascending order
w.r.t. to the real part, i.e., ®RA; (M) < RA\;(M) < ... < R\, (M). Furthermore, we denote by
[ M|, and || M| the Frobenius and spectral norm of M, respectively. Lastly, we denote by I,, the
identity matrix, where we omit the dimension n when it is clear from the context.

Homophily and Heterophily Given a graph G = (V, £) with labels y = {;},.,,, the homophily
of the graph indicates whether connected nodes are likely to have the same labels; formally,
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where the numerator represents the number of neighbors of node ¢+ € V that have the same label y;
(Pei et al., 2019). We say that G is homophilic if 7(G) ~ 1 and heterophilic if 7 (G) =~ 0.

3 Dirichlet Energy and Laplacian for (Directed) Graphs

In this section, we introduce the concept of Dirichlet energy and demonstrate its relationship to a
directed Laplacian, thereby generalizing well-known results for undirected graphs.

Definition 3.1. The Dirichlet energy is defined on the node features x € RN*X of a graph G as
2
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The Dirichlet energy measures how much the features change over the nodes of G, by quantifying the
disparity between the normalized outflow of information from node j and the normalized inflow of
information to node <.

Definition 3.2. We define the symmetrically normalized adjacency (SNA) as L == D;I/ 2AD0_,;/ 2
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Figure 1: Spectrum A (L) of common directed real-world graphs. The Perron-Frobenius eigenvalue
is Apr =~ 0.94 for Chameleon, and Apg = 0.89 for Squirrel.
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Figure 2: Examples of non-weakly balanced (left), weakly balanced (center), and balanced (right)
directed graphs. The Perron-Frobenius eigenvalue of the left graph is Apr =~ 0.97 # 1, while for the
middle and right graphs A\pp = 1.

Note that L is symmetric if and only if G is undirected; the term “symmetrically" refers to the
both-sided normalization rather than the specific property of the matrix itself.

It is well-known that the SNA’s spectrum of a connected undirected graph lies within [—1, 1] (Chung,
1997). We extend this result to directed graphs, which generally exhibit complex-valued spectra.

Proposition 3.3. Let G be a directed graph with SNA L. For every A € A(L), it holds |\| < 1.

Proposition 3.3 provides an upper bound for the largest eigenvalue of any directed graph, irrespective
of its size. However, many other spectral properties do not carry over easily from the undirected
to the directed case. For example, the SNA may not possess a one-eigenvalue, even if the graph is
strongly connected (see, e.g., Figures 1 to 2). The one-eigenvalue is of particular interest since its
eigenvector v corresponds to zero Dirichlet energy & (v) = 0. Therefore, studying when 1 € A\(L) is
crucial to understanding the behavior of the Dirichlet energy. We fully characterize the set of graphs
for which 1 € A(L); this is the scope of the following definition.

Definition 3.4. A graph G = (V, €) is said to be balanced if d" = d" forall i € {1,...,N}, and
weakly balanced if there exists k € RN such that k # 0 and

ia»»(kj _ )—0 Vie{1,...,N}
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It is straightforward to see that a balanced graph is weakly balanced since one can choose k; = /d".
Hence, all undirected graphs are also weakly balanced. However, as shown in Figure 2, the set of
balanced graphs is a proper subset of the set of weakly balanced graphs.

Proposition 3.5. Let G be a directed graph with SNA L. Then, 1 € A(L) if and only if the graph is
weakly balanced. Suppose the graph is strongly connected, then —1 € \(L) if and only if the graph
is weakly balanced with an even period.

Proposition 3.5 generalizes a well-known result for undirected graphs: —1 € A(L) if and only if the
graph is bipartite, i.e., has even period. The next result shows that the Dirichlet energy defined in (1)
and the SNA are closely connected.

Proposition 3.6. For every x € CV*X it holds &(x) = 1R (trace (x" (I — L) x)). Moreover,

there exists x # 0 such that & (x) = 0 if and only if the graph is weakly balanced.

Proposition 3.6 generalizes the well-known result from the undirected (see, e.g., Cai et al., 2020,
Definition 3.1) to the directed case. This result is an important tool for analyzing the evolution of the
Dirichlet energy in graph neural networks.
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(b) Real-world graphs. We count the number of virtual edges built by the fractional Laplacian based on the
distance d(3, j) in the original graph. The number of virtual edges increases as « decreases.

Figure 3: Visual representation of long-range edges built by the fractional Laplacian.

4 Fractional Graph Laplacians

We introduce the fractional graph Laplacian through the singular value decomposition (SVD). This
approach has two key advantages over the traditional definition (Pozrikidis, 2018; Benzi et al., 2020)
in the spectral domain. First, it allows defining the fractional Laplacian based on any choice of graph
Laplacian, including those with negative or complex spectrum such as the SNA. Secondly, the SVD
is computationally more efficient and numerically more stable than the Jordan decomposition, which
would be necessary if the fractional Laplacian was defined in the spectral domain.

Consider a directed graph with SNA L and its SVD L = UXVH, where U, V € CV*¥ are unitary
matrices and ¥ € RV*Y is a diagonal matrix. Given a € R, we define the a-fractional graph
Laplacian ®> (a-FGL in short) as
L* = UxZ*V".

In undirected graphs, the a-FGL preserves the sign of the eigenvalues A of L while modifying their
magnitudes, i.e., A — sign(\) |A[*.

The a-FGL is generally less sparse than the original SNA, as it connects nodes that are not adjacent
in the underlying graph. The next theorem proves that the weight of such “virtual” edges is bounded.

Theorem 4.1. Let G be a directed graph with SNA L. For « > 0, if the distance d(i, j) between
nodes i and j is at least 2, then

‘(La)i,j’ = (1 + 7T22) (2(61(%'|,LJ|)|—1)>Q .

We provide a proof of Theorem 4.1 in Appendix C. In Figure 3a, we visually represent the cycle
graph with eight nodes and the corresponding a-FGL entries. We also refer to Figure 3b, where we

2We employ the term “fractional graph Laplacian" instead of “fractional symmetrically normalized adjacency"
to highlight that, in the singular value domain, one can construct fractional powers of any matrix representations
of the underlying graph (commonly referred to as “graph Laplacians"). This fact is not generally true in the
eigenvalue domain because eigenvalues can be negative or complex numbers.

31n fact, this property can be generalized to all directed graphs with a normal SNA matrix, including, among
others, directed cycle graphs. See Lemma C.1 for more details.



depict the distribution of a-FGL entries for the real-world graphs Cora (undirected) and Chameleon
(directed) with respect to the distance in the original graph. Our empirical findings align with our
theoretical results presented in Theorem 4.1.

5 Fractional Graph Laplacian Neural ODE

This section explores two fractional Laplacian-based graph neural ODEs. First, we consider the
fractional heat equation,

X'(t) = —L*x()W, x(0) = %o, ©)
where xg € RV*E ig the initial condition, x(t) € RV*E fort > 0 and o € R. We assume that
the channel mixing matrix W € RE>*K is a symmetric matrix. Second, we consider the fractional

Schrodinger equation,
x'(t) =i L*%(t)W, x(0) = x¢, 3)

where x, x(t) € CV*X and W € CX*¥ is unitary diagonalizable. Both (2) and (3) can be analyt-
ically solved. For instance, the solution of (2) is given by vec(x)(t) = exp(—t W & L%)vec(xy),
where ® denotes the Kronecker product and vec(-) represents the vectorization operation. How-
ever, calculating the exact solution is computationally infeasible since the memory required to store
W ® L* alone grows as (NK )2. Therefore, we rely on numerical schemes to solve (2) and (3).

In the remainder of this section, we analyze the Dirichlet energy for solutions to (2) and (3). We
begin with the definition of oversmoothing.

Definition 5.1. Neural ODE-based GNNs are said to oversmooth if the normalized Dirichlet energy
decays exponentially fast. That is, for any initial value x, the solution x(t) satisfies for every t > 0

‘(g’ (@&2) ~minA(I— L)‘ <exp(=Ct), C>0.

Definition 5.1 captures the actual smoothness of features by considering the normalized Dirichlet
energy, which mitigates the impact of feature amplitude (Cai et al., 2020; Di Giovanni et al., 2023).
Additionally, Proposition 3.6 shows that the normalized Dirichlet energy is intimately related to
the numerical range of I — L of the underlying graph. This shows that the Dirichlet energy and
eigenvalues (or frequencies) of the SNA are intertwined, and one can equivalently talk about Dirichlet
energy or frequencies (see also Lemma D.2). In particular, it holds that

x(t) \ _ -1
()Sg(ux(t)nz)S 2

As seen in Section 3, the minimal possible value attained by the normalized Dirichlet energy is
often strictly greater than O for directed graphs. This indicates that GNNs on general directed graphs
inherently cannot oversmooth to the same extent as in undirected. However, we prove that a vanilla
GCN implementing the directed SNA oversmooths with respect to Definition 5.1, see Appendix E.3.

5.1 Frequency Analysis for Graphs with Normal SNA

This subsection focuses on the frequency analysis of FGL-based Neural ODEs for undirected graphs.
Most classical GNNs (Kipf et al., 2017; Velickovic et al., 2018) and also graph neural ODEs
(Chamberlain et al., 2021; Eliasof et al., 2021) have been shown to oversmooth. Di Giovanni et al.
(2023) proved that the normalized Dirichlet energy for GNNs based on (2) with & = 1 can not only
converge to its minimal value but also to its maximal possible value. A GNN exhibiting this property
is then termed Highest-Frequency-Dominant (HFD).

However, in real-world scenarios, most graphs are not purely homophilic nor purely heterophilic
but fall somewhere in between. Intuitively, this suggests that mid-range frequencies might be
more suitable. To illustrate this intuition, consider the cycle graph as an example. If we have a
homophily of 1, low frequencies are optimal; with a homophily equal to 0, high frequencies are
optimal. Interestingly, for a homophily of 1/2, the mid-range frequency is optimal, even though the
eigendecomposition is label-independent. More information on this example can be found in Figure 4
and Appendix F. Based on this observation, we propose the following definition to generalize the
concept of HFD, accommodating not only the lowest or highest frequency but all possible frequencies.
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Figure 4: Eigendecomposition of L for the cycle graph Cg (see Appendix F). The first two rows show
the eigenvectors corresponding to the eigenvalues A. The last row shows how the (label-unaware)
eigendecomposition can be used to study homophily, whose definition requires the labels.

Definition 5.2. Let A\ > 0. Neural ODE-based GNNs initialized at Xo are A-Frequency-Dominant
(A-FD) if the solution x(t) satisfies
%)l 2

Suppose X is the smallest or the largest eigenvalue with respect to the real part. In that case, we call
it Lowest-Frequency-Dominant (LFD) or Highest-Frequency-Dominant (HFD), respectively.

In the following theorem, we show that (2) and (3) are not limited to being LFD or HFD, but can also
be mid-frequency dominant.

Theorem 5.3. Let G be an undirected graph with SNA L. Consider the initial value problem in (2)
with W € REXE and oo € R. Then, for almost all initial values xo € RN*¥ the following holds.

(o > 0) The solution to (2) is either HFD or LFD.

(a < 0) Let Ay (L) and A_(L) be the smallest positive and negative non-zero eigenvalue of L,
respectively. The solution to (2) is either (1 — A (L))-FD or (1 — A_(L))-FD.

Furthermore, the previous results also hold for solutions to the Schriodinger equation (3) if
W € CEXK has at least one eigenvalue with non-zero imaginary part.

Theorem 5.3 (o > 0) generalizes the result by Di Giovanni et al. (2023) for &« = 1 to arbitrary
positive values of «. The convergence speed in Theorem 5.3 (« > 0) depends on the choice of
a € R. By selecting a variable « (e.g., as a learnable parameter), we establish a flexible learning
framework capable of adapting the convergence speed of the Dirichlet energy. A slower or more
adjustable convergence speed facilitates broader frequency exploration as it converges more gradually
to its maximal or minimal value. Consequently, the frequency component contributions (for finite
time, i.e., in practice) are better balanced, which is advantageous for graphs with different homophily
levels. Theorem 5.3 (v < 0) shows that solutions of the fractional neural ODEs in (2) and (3) are not
limited to be LFD or HFD. To demonstrate this and the other results of Theorem 5.3, we solve (2)
using an explicit Euler scheme for different choices of o and W on the Cora and Chameleon graphs.
The resulting evolution of the Dirichlet energy with respect to time is illustrated in Figure 5. Finally,
we refer to Theorem D.5 in Appendix D.1 for the full statement and proof of Theorem 5.3.

Remark 5.4. Theorem 5.3 is stated for the analytical solutions of (2) and (3), respectively. As
noted in Section 5, calculating the analytical solution is infeasible in practice. However, we show in
Appendices D.2 to D.3 that approximations of the solution of (2) and (3) via explicit Euler schemes
satisfy the same Dirichlet energy convergence properties if the step size is sufficiently small.

Remark 5.5. Theorem 5.3 can be generalized to all directed graphs with normal SNA, i.e., satisfying
the condition LLT = LT L. For the complete statement, see Appendix D.].
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Figure 5: Convergence of Dirichlet energy for the solution of equation (2) using an explicit Euler
scheme with a step size of h = 10~!. We consider different a-FGL in (2) and choose W as a random
diagonal matrix. In the left plot, W has only a negative spectrum, while in the right plot, W has only
a positive spectrum. The black horizontal line represents the theoretical limit based on Theorem 5.3.

5.2 Frequency Dominance for Directed Graphs

Section 5.1 analyzes the Dirichlet energy in graphs with normal SNA. However, the situation
becomes significantly more complex when considering generic directed graphs. In our experiments
(see Figure 5), we observe that the solution to (2) and (3) does not necessarily lead to oversmoothing.
On the contrary, the solution can be controlled to exhibit either LFD or HFD for o > 0, and mid-
frequency-dominance for az < 0 as proven for undirected graphs in Theorem 5.3. We present an
initial theoretical result for directed graphs, specifically in the case of @ = 1.

Theorem 5.6. Let G be a directed graph with SNA L. Consider the initial value problem in (2) with
diagonal channel mixing matrix W € RE*X and o = 1. Suppose \i (L) is unique. For almost all
initial values xo € RN X the solution to (2) is either HFD or LFD.

The proof of Theorem 5.6 is given in Appendix E.1. Finally, we refer to Appendix E.2 for the
analogous statement and proof when the solution of (2) is approximated via an explicit Euler scheme.

6 Numerical Experiments

This section evaluates the fractional Laplacian ODEs in node classification by approximating (2) and
(3) with an explicit Euler scheme. This leads to the following update rules

Xt41 = Xt — hLaXtW, Xt+1 = Xt + 7 hLaXtW, (4)

for the heat and Schrodinger equation, respectively. In both cases, W, « and h are learnable
parameters, ¢ is the layer, and x is the initial nodes’ feature matrix. In accordance with the results in
Section 5, we select W as a diagonal matrix. The initial features xg in (4) are encoded through a
MLP, and the output is decoded using a second MLP. We refer to the resulting model as FLODE
(fractional Laplacian ODE). In Appendix A, we present details on the baseline models, the training
setup, and the exact hyperparameters.



Table 1: Test accuracy (Film, Squirrel, Chameleon, Citeseer) and test AUROC (Minesweeper,
Tolokers, Questions) on node classification, top three models. The thorough comparison is reported
in Table 4, Appendix A: FLODE consistently outperforms the baseline models GCN and GRAFF,
and it achieves results comparable to state-of-the-art.

(a) Undirected graphs. (b) Heterophily-specific graphs.
Squirrel Chameleon Citeseer Minesweeper Tolokers Questions
1 FLODE FLODE FLODE GAT-sep FLODE FSGNN
64.23 +£1.84 73.60+1.55 78.07+1.62 93.91+£0.35 84.17+0.58 78.86+0.92
nd GREAD GREAD Geom-GCN GraphSAGE GAT-sep FLODE
59.22+1.44 71.38+1.30 78.0241.15 93.51 £0.57 83.78 £0.43 78.39+1.22
31 GRAFFnL GRAFFnL GREAD FLODE GAT GT-sep
59.01 £1.31 71.384+1.47 77.604+1.81 92.43+0.51 83.70+0.47 78.05+0.93
(c) Directed graphs.
Film Squirrel Chameleon
15t FLODE HLP FSGNN
3741 +£1.06 74.17+1.83 78.14+1.25
ond GRAFF FLODE FLODE
37.11£1.08 74.03£1.58 77.98+1.05
3ud ACM FSGNN HLP

36.80 £1.18 73.48+£2.13 77.48+£1.50

Ablation Study. In Appendix A.3, we investigate the influence of each component (learnable
exponent, ODE framework, directionality via the SNA) on the performance of FLODE. The adjustable
fractional power in the FGL is a crucial component of FLODE, as it alone outperforms the model
employing the ODE framework with a fixed @ = 1. Further, Appendix A.3 includes ablation studies
that demonstrate FLODE’s capability to efficiently scale to large depths, as depicted in Figure 8.

Real-World Graphs. We report results on 6 undirected datasets consisting of both homophilic
graphs, i.e., Cora (McCallum et al., 2000), Citeseer (Sen et al., 2008) and Pubmed (Namata et al.,
2012), and heterophilic graphs, i.e., Film (Tang et al., 2009), Squirrel and Chameleon (Rozemberczki
et al., 2021). We evaluate our method on the directed and undirected versions of Squirrel, Film,
and Chameleon. In all datasets, we use the standard 10 splits from (Pei et al., 2019). The choice
of the baseline models and their results are taken from (Di Giovanni et al., 2023). Further, we test
our method on heterophily-specific graph datasets, i.e., Roman-empire, Minesweeper, Tolokers, and
Questions (Platonov et al., 2023). The splits, baseline models, and results are taken from (Platonov
et al., 2023). The top three models are shown in Table 1, and the thorough comparison is reported
in Table 4. Due to memory limitations, we compute only 30% of singular values for Pubmed,
Roman-Empire, and Questions, which serve as the best low-rank approximation of the original SNA.

Synthetic Directed Graph. We consider the directed stochastic block model (DSBM) datasets
(Zhang et al., 2021). The DSBM divides nodes into 5 clusters and assigns probabilities for interactions
between vertices. It considers two sets of probabilities: {c; ;} for undirected edge creation and {£; ; }
for assigning edge directions, ¢, 5 € {1,...5}. The objective is to classify vertices based on their
clusters. In the first experiment, o; ; = o™ varies, altering neighborhood information’s importance.
In the second experiment, 3; ; = 3* varies, changing directional information. The results are shown
in Figure 6 and Table 6. The splits, baseline models, and results are taken from (Zhang et al., 2021).

Results. The experiments showcase the flexibility of FLODE, as it can accommodate various
types of graphs, both directed and undirected, as well as a broad range of homophily levels. While
other methods, such as MagNet (Zhang et al., 2021), perform similarly to our approach, they face
limitations when applied to certain graph configurations. For instance, when applied to undirected
graphs, MagNet reduces to ChebNet, making it unsuitable for heterophilic graphs. Similarly, GRAFF
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Figure 6: Experiments on directed stochastic block model. Unlike other models, FLODE'’s perfor-
mances do not deteriorate as much when changing the inter-cluster edge density a*.
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Figure 7: Effect of truncated SVD on test accuracy (orange) for standard directed real-world graphs.
The explained variance, defined as 27—, o7/ >N, o3, measures the variability the first & singular values
explain. For chameleon, the accuracy stabilized after 570 (25%) singular values, corresponding to an
explained variance of 0.998. For squirrel, after 1600 (31%) singular values, which correspond to an

explained variance 0.999, the improvement in test accuracy is only marginal.

(D1 Giovanni et al., 2023) performs well on undirected graphs but falls short on directed graphs. We
note that oftentimes FLODE learns a non-trivial exponent o # 1, highlighting the advantages of
FGL-based GNNs (see, e.g., Table 5). Furthermore, as shown in Table 9 and Appendix A.3, our
empirical results align closely with the theoretical results in Section 5.

7 Conclusion

In this work, we introduce the concepts of Dirichlet energy and oversmoothing for directed graphs
and demonstrate their relation with the SNA. Building upon this foundation, we define fractional
graph Laplacians in the singular value domain, resulting in matrices capable of capturing long-range
dependencies. To address oversmoothing in directed graphs, we propose fractional Laplacian-based
graph ODEs, which are provably not limited to LFD behavior. We finally show the flexibility of our
method to accommodate various graph structures and homophily levels in node-level tasks.

Limitations and Future Work. The computational cost of the SVD grows cubically in /V, while
the storage of the singular vectors grows quadratically in N. Both costs can be significantly reduced
by computing only k& < N singular values via truncated SVD (Figure 7), giving the best k-rank
approximation of the SNA. Moreover, the SVD can be computed offline as a preprocessing step.

The frequency analysis of a-FGL neural ODEs in directed graphs is an exciting future direction. It
would also be worthwhile to investigate the impact of choosing o # 1 on the convergence speed of
the Dirichlet energy. Controlling the speed could facilitate the convergence of the Dirichlet energy to
an optimal value, which has been shown to exist in synthetic settings (Keriven, 2022; X. Wu et al.,
2022). Another interesting future direction would be to analyze the dynamics when approximating
the solution to the FGL neural ODEs using alternative numerical solvers, such as adjoint methods.
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Area under the ROC curve
Directed Stochastic Block Model

Frequency Dominant
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Graph Attention Network
Graph Convolutional Network
Graph Neural Network

Highest Frequency Dominant

Largest Connected Components
Lowest Frequency Dominant

Multi-Layer Perceptron
Ordinary Differential Equation

Symmetrically Normalized Adjacency
Singular Value Decomposition

Imaginary unit

Real part of z € C

Imaginary part of z € C

Diagonal matrix with x on the diagonal.
Constant vector of all 1s.

Transpose of M

Conjugate of M

Conjugate transpose of M

Spectral norm of M

Frobenius norm of M

Spectrum of M

Singular values of M

Dirichlet energy computed on x
Homophily coefficient of the graph G
Kronecker product between A and B
Vector obtained stacking columns of M.
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A Implementation Details

In this section, we give the details on the numerical results in Section 6. We begin by describing the
exact model.

Model architecture. Let G be a directed graphs and xo € RV *¥ the node features. Our architec-
ture first embeds the input node features x via a multi-layer perceptron (MLP). We then evolve the
features x according to a slightly modified version of (3), i.e, x'(t) = —i L*x(¢t)W for some time
t € [0,T]. In our experiments, we approximate the solution with an Explicit Euler scheme with step
size h > 0. This leads to the following update rule

Xt+1 = Xt — ZhLaXtW .

The channel mixing matrix is a diagonal learnable matrix W € CX*X and o € R, h € C are
also learnable parameters. The features at the last time step xr are then fed into a second MLP,
whose output is used as the final output. Both MLPs use LeakyReLU as non-linearity and dropout
(Srivastava et al., 2014). On the contrary, the graph layers do not use any dropout nor non-linearity.
A sketch of the algorithm is reported in fLode.

Algorithm 1: fLode

% A, xg are given.
% Preprocessing
D;, = diag (A1)
Doy = diag (ATl)
—1 —1

L = D_?AD,,”
U, X, V1 = svd(L)
% The core of the algorithm is very simple
def training_step(xg):

Xo = input_MLP(x)

forte {1,...,T} do

L Xt = X1 — ) hUEaVHXt,1W

X7 = output_MLP(x7)
return X7t

Complexity. The computation of the SVD is O(N?). However, one can compute only the first
p < N singular values: this cuts down the cost to O(N? p). The memory required to store the

singular vectors is O(IN?), since they are not sparse in general. Each training step has a cost of
O(N?K).

Experimental details. Our model is implemented in PyTorch (Paszke et al., 2019), using PyTorch
geometric (Fey et al., 2019). The computation of the SVD for the fractional Laplacian is imple-
mented using the library 1inalg provided by PyTorch. In the case of truncated SVD, we use the
function randomized_svd provided by the library extmath from sklearn. The code and instruc-
tions to reproduce the experiments are available on GitHub. Hyperparameters were tuned using grid
search. All experiments were run on an internal cluster with NVIDIA GeForce RTX 2080 Ti and
NVIDIA TITAN RTX GPUs with 16 and 24 GB of memory, respectively.

Training details. All models were trained for 1000 epochs using Adam (Kingma et al., 2015) as
optimizer with a fixed learning rate. We perform early stopping if the validation metric does not
increase for 200 epochs.

A.1 Real-World Graphs
Undirected graphs We conducted 10 repetitions using data splits obtained from (Pei et al., 2019).

For each split, 48% of the nodes are used for training, 32% for validation and 20% for testing. In all
datasets, we considered the largest connected component (LCC). Chameleon, Squirrel, and Film are
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directed graphs; hence, we converted them to undirected. Cora, Citeseer, and Pubmed are already
undirected graphs: to these, we added self-loops. We normalized the input node features for all
graphs.

As baseline models, we considered the same models as in (Di Giovanni et al., 2023). The results
were provided by Pei et al. (2019) and include standard GNNSs, such as GAT (Velickovic et al., 2018),
GCN (Kipf et al., 2017), and GraphSAGE (Hamilton et al., 2017). We also included models designed
to address oversmoothing and heterophilic graphs, such as PairNorm (L. Zhao et al., 2019), GGCN
(Yan et al., 2022), Geom-GCN (Pei et al., 2019), HoGCN (Zhu, Yan, et al., 2020), GPRGNN (Chien
etal., 2021), and Sheaf (Bodnar et al., 2022). Furthermore, we included the graph neural ODE-based
approaches, CGNN (Xhonneux et al., 2020) and GRAND (Chamberlain et al., 2021), as in (Di
Giovanni et al., 2023), and the model GRAFF from (Di Giovanni et al., 2023) itself. Finally, we
included GREAD (Choi et al., 2023), GraphCON (Rusch et al., 2022), ACMP (Y. Wang et al., 2022)
and GCN and GAT equipped with DropEdge (Rong et al., 2020).

Heterophily-specific Models For heterophily-specific datasets, we use the same models and results
as in (Platonov et al., 2023). As baseline models we considered the topology-agnostic ResNet (He
et al., 2016) and two graph-aware modifications: ResNet+SGC(F. Wu et al., 2019) where the initial
node features are multiplied by powers of the SNA, and ResNet+adj, where rows of the adjacency
matrix are used as additional node features; GCN (Kipf et al., 2017), GraphSAGE (Hamilton et al.,
2017); GAT (Velickovic et al., 2018) and GT (Shi et al., 2021) as well as their modification GAT-sep
and GT-sep which separate ego- and neighbor embeddings; Ho GCN (Zhu, Yan, et al., 2020), CPGNN
(Zhu, Rossi, et al., 2021), GPRGNN (Chien et al., 2021), FSGNN (Maurya et al., 2021), GloGNN
(X.Lietal., 2022), FAGCN (Bo et al., 2021), GBK-GNN (Du et al., 2022), and JacobiConv (X. Wang
et al., 2022).

The exact hyperparameters for FLODE are provided in Table 5.

A.2  Synthetic Directed Graphs

The dataset and code are taken from (Zhang et al., 2021). As baseline models, we considered the ones
in (Zhang et al., 2021) for which we report the corresponding results. The baseline models include
standard GNNs, such as ChebNet (Defferrard et al., 2016), GCN (Kipf et al., 2017), GraphSAGE
(Hamilton et al., 2017), APPNP (Gasteiger et al., 2018), GIN (Xu et al., 2018), GAT (Velickovic et al.,
2018), but also models specifically designed for directed graphs, such as DGCN (Tong, Liang, Sun,
Rosenblum, et al., 2020), DiGraph and DiGraphIB (Tong, Liang, Sun, X. Li, et al., 2020), MagNet
(Zhang et al., 2021)).

The DSBM dataset. The directed stochastic block model (DSBM) is described in detail in (Zhang
etal., 2021, Section 5.1.1). To be self-contained, we include a short explanation.

The DSBM model is defined as follows. There are N vertices, which are divided into n. clusters
(C1, Cs, ...CY,,), each having an equal number of vertices. An interaction is defined between any two
distinct vertices, v and v, based on two sets of probabilities: {c;, j}Z;':l and {5, j};’;:l.
The set of probabilities {c; ;} is used to create an undirected edge between any two vertices u and v,
where u belongs to cluster C'; and v belongs to cluster C;. The key property of this probability set is
that a; ; = «;;, which means the chance of forming an edge between two clusters is the same in
either direction.

The set of probabilities {f; ; } is used to assign a direction to the undirected edges. For all 4, j €
{1,...,n.}, we assume that 3; ; + 8;, = 1 holds. Then, to the undirected edge (u,v) is assigned
the direction from w to v with probability 5; ; if u belongs to cluster C; and v belongs to cluster C},
and the direction from v to u with probability 3; ;.

The primary objective here is to classify the vertices based on their respective clusters.

There are several scenarios designed to test different aspects of the baseline models and our model. In
the experiments, the total number of nodes is fixed at N = 2500 and the number of clusters is fixed
at n. = 5. In all experiments, the training set contains 20 nodes per cluster, 500 nodes for validation,
and the rest for testing. The results are averaged over 5 different seeds and splits.
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Table 4: Test accuracy on node classification: top three models indicated as s, 2], 31,

(a) Undirected graphs.
Film Squirrel Ch 1 Cit Pubmed Cora
GGCN 37.54 + 1.56 55.17 + 1.58 71.14 +1.84 77.14 £ 1.45 89.15 £ 0.37 87.95 £ 1.05
GPRGNN 34.63 + 1.22 31.61+1.24 46.58 +£1.71 77.13 £ 1.67 87.54 £ 0.38 87.95 +1.18
FAGCN 35.70 + 1.00 36.48 + 1.86 60.11 + 2.15 77.11 £ 1.57 89.49 + 0.38 87.87 £1.20
GCNII 37.44 +1.30 38.47 + 1.58 63.86 + 3.04 77.33 £1.48 [90.15 +0.43] [88.37 £ 1.25]
Geom-GCN 31.59 £ 1.15 38.15 + 0.92 60.00 + 2.81 78.02 £ 1.15 89.95 +0.47 85.35 £ 1.57
PairNorm 27.40 +1.24 50.44 + 2.04 62.74 + 2.82 73.59 4+ 1.47 87.53 £ 0.44 85.79 £1.01
GraphSAGE 34.23 +0.99 41.61 +0.74 58.73 £ 1.68 76.04 £ 1.30 88.45 £ 0.50 86.90 + 1.04
GCN 27.32+1.10 53.43 + 2.01 64.82 + 2.24 76.50 + 1.36 88.42 £ 0.50 86.98 £+ 1.27
GAT 27.44 + 0.89 40.72 + 1.55 60.26 + 2.50 76.55 + 1.23 87.30 £1.10 86.33 £ 0.48
MLP 36.53 + 0.70 28.77 £ 1.56 46.21 +2.99 74.02 £ 1.90 75.69 £+ 2.00 87.16 £ 0.37
CGNN 35.95 + 0.86 29.24 +1.09 46.89 + 1.66 76.91 £ 1.81 87.70 £ 0.49 87.10 £1.35
GRAND 35.62 + 1.01 40.05 + 1.50 54.67 + 2.54 76.46 £ 1.77 89.02 £ 0.51 87.36 £ 0.96
Sheaf (max) 37.81 +1.15 56.34 + 1.32 68.04 + 1.58 76.70 £ 1.57 89.49 + 0.40 86.90 £ 1.13
GRAFFnL 35.96 + 0.95 59.01 +1.31 71.38 +1.47 76.81 +1.12 89.81 + 0.50 87.81 +1.13
GREAD [B7T90E 117 [59.22 + 1.44] [71.38+1.30] 77.60+1.81 [90:23£0:55 [88:57 £ 0.66|
GraphCON 35.58 +1.24 35.51 +1.40 49.63 + 1.89 76.36 + 2.67 88.01 £0.47 87.22+1.48
ACMP 34.93 + 1.26 40.05 + 1.53 57.59 £+ 2.09 76.71 £ 1.77 87.79 £ 0.47 87.71 £0.95
GCN+DropEdge 29.93 + 0.80 41.30 £ 1.77 59.06 £+ 2.04 76.57 + 2.68 86.97 £ 0.42 83.54 £ 1.06
GAT+DropEdge 28.95+ 0.76 41.27 +1.76 58.95 + 2.13 76.13 + 2.20 86.91 £ 0.45 83.54 £ 1.06
FLODE 37.16 + 1.42 [64:23 £ 1.84 [73:60E£1.55 [78:07£1.62] 89.02+0.38 86.44+1.17
(b) Directed graphs.
Film Squirrel Chameleon

ACM 36.89 +1.18 54.4 £1.88 67.08 + 2.04

HLP 34.59 +1.32 74.17 £ 1.83 77.48 +1.50

FSGNN 35.67 £ 0.69 73.48 £ 2.13 78.14 £1.25

GRAFF 37.11 +£1.08 58.72 + 0.84 71.08 £1.75

FLODE [374TET06] [74.03% 1.58] [77.98 £ 1.05]

(c) Heterophily-specific graphs. For Minesweeper, Tolokers and Questions the evaluation metric is the AUROC.

Roman-empire Minesweeper Tolokers Questions
ResNet 65.88 +0.38 50.89 +1.39 72.95 + 1.06 70.34 £ 0.76
ResNet+SGC 73.90 + 0.51 70.88 + 0.90 80.70 £ 0.97 75.81 + 0.96
ResNet+adj 52.25 + 0.40 50.42 + 0.83 78.78 £ 1.11 75.77 £ 1.24
GCN 73.69 +0.74 89.75 + 0.52 83.64 + 0.67 76.09 + 1.27
GraphSAGE 85.74 + 0.67 82.43 +0.44 76.44 + 0.62
GAT 80.87 £ 0.30 92.01 £ 0.68 83.70 £ 0.47 77.43 £1.20
GAT-sep [88:75£0:41] [93°91 £0:35] ([83.78 +£0.43] 76.79 £ 0.71
GT 86.51 + 0.73 91.85 + 0.76 83.23 + 0.64 77.95 + 0.68
GT-sep 92.29 + 0.47 82.52 + 0.92 78.05 + 0.93
FAGCN 60.11 + 0.52 89.71 £ 0.31 73.35 £ 1.01 63.59 + 1.46
CPGNN 63.96 + 0.62 52.03 + 5.46 73.36 £ 1.01 65.96 + 1.95
H2GCN 64.85 + 0.27 86.24 + 0.61 72.94 +0.97 55.48 +0.91
FSGNN 79.92 £ 0.56 90.08 £+ 0.70 82.76 £+ 0.61
GloGNN 59.63 + 0.69 51.08 +1.23 73.39 £ 1.17 65.74 +1.19
FAGCN 65.22 + 0.56 88.17+0.73 77.75 £ 1.05 77.24 +1.26
GBK-GNN 74.57 £ 0.47 90.85 + 0.58 81.01 + 0.67 74.47 + 0.86
JacobiConv 71.14 £ 0.42 89.66 + 0.40 68.66 + 0.65 73.88 +£1.16
FLODE 74.97 + 0.53 92.43 +0.51 [B4I7 £ 058 [78.39 + 1.22]
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Table 5: Selected hyperparameters, learned exponent, step size, and Dirichlet energy in the last layer
for real-world datasets.

(a) Undirected.
Dataset
Film Squirrel Chameleon Citeseer Pubmed Cora
learning rate 1073 2.5-1073 5.1072 1072 1072 1072
weight decay 5.107% 5-107% 1073 5-1073 1073 5.1073
hidden channels 256 64 64 64 64 64
num. layers 1 6 4 2 3 2
encoder layers 3 1 1 1 3 1
decoder layers 2 2 2 1 1 2
input dropout 0 1.5-107¢ 0 0 5.1072 0
decoder dropout 1071 1071 0 0 107t 0
exponent 1.001 £0.003 0.17+0.03 0.35+0.15 0.92 +0.03 0.82 +0.07 0.90 £ 0.02
step size 0.991 +0.002 1.08 £0.01 1.22+0.03 1.04 £ 0.02 1.12 £ 0.02 1.06 £ 0.01
Dirichlet energy ~ 0.246 +0.006  0.40 £0.02  0.13£0.03  0.021 +£0.001  0.015 £ 0.001  0.0227 4 0.0006
(b) Directed.
Dataset
Film Squirrel Chameleon
learning rate 1073 2.5-1073 1072
weight decay 5.107% 5.107% 1073
hidden channels 256 64 64
num. layers 1 6 5
encoder layers 3 1 1
decoder layers 2 2 2
input dropout 0 107t 0
decoder dropout 0.1 107t 0
exponent 1.001 £0.005 0.28+0.06 0.30+0.11
step size 0.990 +0.002 1.22£0.02 1.22+£0.05
Dirichlet energy ~ 0.316 & 0.005  0.38 £0.02  0.27 £ 0.04
(c) Heterophily-specific graphs.
Dataset
Roman-empire Minesweeper Tolokers Questions
learning rate 1073 1073 1073 1072
weight decay 0 0 0 5.107%
hidden channels 512 512 512 128
num. layers 4 4 4 5
encoder layers 2 2 1 2
decoder layers 2 2 2 2
input dropout 0 0 0 0
decoder dropout 0 0 0 0
exponent 0.689 +0.038  0.749 +0.017 1.053 +0.041  1.090 % 0.046
step size 0.933 +£0.015 0.984 +0.004 0.993 +0.009 0.789 %+ 0.062
Dirichlet energy ~ 0.059 + 0.003  0.173 £0.019  0.155 £+ 0.013  0.092 £ 0.039
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Table 6: Node classification accuracy of ordered DSBM graphs: top three models as 15, and 3",
(a) Varying edge density.

5

«

0.1 0.08 0.05
ChebNet 19.9+0.6 20.0+0.7 20.0£0.7
GCN-D 68.9+2.1 67.6£2.7 58.5+2.0

APPNP-D 97.7+1.7 95.9+£2.2 90.3+24
GraphSAGE-D 20.1 +1.1 19.94+0.8 19.9£1.0

GIN-D 57.3+ 5.8 55.4+£5.5 50.9+7.7

GAT-D 42.1£5.3 39.0+7.0 37.2+5.5

DGCN 849+ 7.2 81.2+£8.2 64.4+124

DiGraph 82.1+1.7 77.7£1.6 66.1+24

DiGraphIB 99.2 +0.5 97.74+0.7 89.3+1.7

MagNet [99:6 £ 0:2] [98.3 £ 0.8] [94.1 £+ 1.2]

FLODE [99.3 £ 0.1] [9818 01| 975 £ 01

(b) Varying net flow.
5"
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

ChebNet 19.9+ 0.7 20.1+£0.6 20.0+0.6 20.1+0.8 19.9+£0.9 20.0+£0.5 19.7+0.9 20.0+0.5
GCN-D 68.6+22 741+£1.8 7554+13 749+13 720+1.4 654+1.6 58.1+24 45.6+4.7

APPNP-D 97.4+1.8 94.3+£24 89.4+36 79.8+£9.0 69.4+3.9 59.6+4.9 51.8+4.5 39.4£5.3
GraphSAGE-D 20.2£+1.2 20.0+1.0 20.0+0.8 20.0+0.7 19.6+0.9 19.8+0.7 19.9+0.9 19.9+0.8

GIN-D 57.9+6.3 48.0 £ 11.4 32.7 £ 12.9 26.5 £ 10.0 23.8 +6.0 20.6+3.0 20.5+2.8 19.8£0.5
GAT-D 42.04+4.8 32.7+5.1 25.6+3.8 19.9+1.4 20.0+1.0 19.8+0.8 19.6+0.2 19.5+ 0.2
DGCN 81.4+1.1 847407 85.5+1.0 862408 84.2+ 1.1 [78.4 & 1.3 [69:6 5] [FABETSH|
DiGraph 825+1.4 829419 81.9+1.1 79.7+1.3 73.5+1.9 67.4+2.8 578+ 1.6 43.0+7.1
DiGraphIB  99.2+0.4 97.940.6 94.14+1.7 88.742.0 823+27 70.0+2.2 57.846.4 41.0£9.0
MagNet [99:6 £0.2] [99.0 £ 1.0] [97.56 £ 0.8 [94.2 £ 1.6 [88.7 £ 1.9| [79.4 £ 2.9 [68.8 £ 2.4 [51.8 £ 3.1]
FLODE [99.3 £0.1] [98.5 £ 0.1] [96.7 £ 0.2] [92.8 £ 0.1] [87.2 £ 0.3] 77.1+ 0.5 63.8 4+ 0.3 50.1£0.5

Following Zhang et al. (2021), we train our model in both experiments for 3000 epochs and use
early-stopping if the validation accuracy does not increase for 500 epochs. We select the best model
based on the validation accuracy after sweeping over a few hyperparameters. We give exact numerical
values for the experiments with the standard error in Table 6a and refer to Appendix A.2 for the
chosen hyperparameters.

DSBM with varying edge density. In the first experiment, the model is evaluated based on its
performance on the DSBM with varying «; ; = a*, a* € {0.1,0.08,0.05} for ¢ # j, which
essentially changes the density of edges between different clusters. The other probabilities are fixed
at oy ; = 0.5, B;; = 0.5 and B; ; = 0.05 for ¢ > j. The results are shown in Figure 6 with exact
numerical values in Table 6a.

DSBM with varying net flow. In the other scenario, the model is tested on how it performs when
the net flow from one cluster to another varies. This is achieved by keeping «; ; = 0.1 constant for
all 7 and 7, and allowing /3; ; to vary from 0.05 to 0.4. The other probabilities are fixed at a; ; = 0.5
and 3; ; = 0.5. The results are shown in Figure 6 with exact numerical values in Table 6b.

A.3 Ablation Study

We perform an ablation study on Chameleon and Squirrel (directed, heterophilic), and Citeseer (undi-
rected, homophilic). For this, we sweep over different model options using the same hyperparameters
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Table 7: Selected hyperparameters for DSBM dataset.

(a) Varying edge density.
o
0.1 0.08 0.05
learning rate 5-107% 5.107% 5.107%
decay 1-107% 1-107% 5.107%
input dropout 1-1071 2.107¢ 1-1071
decoder dropout  1-107! 5.1072 1-1071
hidden channels 256 256 256
(b) Varying net flow.
5"
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
learning rate 5.107% 5.107% 1-107% 1.107%® 1.107%® 1.-107%® 1-107% 1-107%
decay 1-107% 1.107% 5.107* 1-107%® 1.107® 1-107%® 5.107* 1.-1073
input dropout 1-107Y 1.107* 2.107* 1.107! 1.107' 2.107' 5.1072 2.10°!
decoder dropout  1-10"' 1.107* 5.1072 5.1072 5.1072 1.107% 2.107! 1.107%
hidden channels 256 256 256 256 256 256 256 256

via grid search. The test accuracy corresponding to the hyperparameters that yielded maximum
validation accuracy is reported in Table 8.

The ablation study on Chameleon demonstrates that all the components of the model (learnable
exponent, ODE framework with the Schrodinger equation, and directionality via the SNA) contribute
to the performance of FLODE. The fact that performance drops when any of these components are
not used suggests that they all play crucial roles in the model’s ability to capture the structure and
evolution of heterophilic graphs. It is important to note that the performance appears to be more
dependent on the adjustable fraction in the FGL than on the use of the ODE framework, illustrating
that the fractional Laplacian alone can effectively capture long-range dependencies. However, when
the ODE framework is additionally employed, a noticeable decrease in variance is observed.

From Theory to Practice. We conduct an ablation study to investigate the role of depth on
Chameleon, Citeseer, Cora, and Squirrel datasets. The results, depicted in Figure 8, demonstrate
that the neural ODE framework enables GNNs to scale to large depths (256 layers). Moreover, we
see that the fractional Laplacian improves over the standard Laplacian in the heterophilic graphs
which is supported by our claims in Section 5.2. We highlight that using only the fractional Laplacian
without the neural ODE framework oftentimes outperforms the standard Laplacian with the neural
ODE framework. This indicates the importance of the long-range connections built by the fractional
Laplacian.

We further demonstrate the close alignment of our theoretical and experimental results, which enables
us to precisely anticipate when the models will exhibit HFD or LFD behaviors. In this context,
we calculate parameters (according to Theorem D.5) and illustrate at each depth the expected and
observed behaviors. For Squirrel and Chameleon, which are heterophilic graphs, we observe that
both their theoretical and empirical behaviors are HFD. Additionally, the learned exponent is small.
In contrast, for Cora and Citeseer, we see the opposite.

Finally, we employ the best hyperparameters in Table 5a to solve both fractional heat and Schrédinger
graph ODEs, further substantiating the intimate link between our theoretical advancements and
practical applications.
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Table 8: Ablation study on node classification task: top two models are indicated as and

(a) Chameleon (directed, heterophilic).

Update Rule Test Accuracy Dirichlet Energy

Xip1 = X¢ — thLO%x¢W 7.79+£1.42 0.213 (t=5)
p  Xt+1 =Xt — thL x,W  75.72+1.13 0.169 (t=6)

i

Xio1 = —i Lox;W  [77.35 £ 2.22 0.177 (t=4)
xip1= —i L x;W  69.61 & 1.59 0.178 (t=4)
Xii1 = x; — ihLox,W  [[3I60 21168 0.131 (t=4)

Xip1 =X —ihL x,W  70.15+0.86  0.035 (t=4)
X1 = —i Lox,W [71.25£3.04)  0.118 (t=4)
X1 = —i L x)W  67.194£249  0.040 (t=4)

Xip1 = X¢ — hLOxW 7.33+14 0.378 (t=6)
p  Xt+1 =Xt — hL x,W  73.55+0.94 0.165 (t=6)
X41 = — LxW 4.12 £ 3.60 0.182 (t=4)
Xep1= — L xxW 6847 +£2.77 0.208 (t=4)

~J

J
IS

~J

(b) Squirrel (directed, heterophilic).

Update Rule Test Accuracy Dirichlet Energy

Xt4+1 = Xt — Z]’LLaXtW 4.03 4+ 1.58 0.38 +0.02
p  Xt+1 =Xt — thL x,W  64.04 £2.25 0.35£0.02

N |

Xip1 = —1 LW [64.25 £ 1.85 0.46 £0.01
Xep1= —4t L x(W  42.04£1.58 0.29 +£0.05

Xii1 = x; — ihLex, W  [(A23 =184 0.40 + 0.02
U Xt+1 =Xt —ihL W 55.19+1.52 0.26 & 0.03
Xp1 = —i Lex,W [61.40 £ 2.15 0.43 +0.01
X1 = —i L x,W 41.19+£1.95 0.20 + 0.02

Xt+1 = Xt — hLaXtW 1.86 = 1.65 0.50 £0.01

(=

[=p)

BN

p  Xt+1 =Xt — hL x;W [59.34 £+ 1.78 0.43 £0.03
X1 = — LxW 4291 £7.86 0.32 £0.08
X1 = — L x(W 3537+1.69 0.25 £ 0.05

Xt+1 = Xt — hLaXtW 2.95 £ 2.02 0.61 £0.08
g Xt =X hL x,W 5219 +1.17 0.51 £0.07

i

X1 = — LxW  [59.04 £0.02 0.44 £0.02
X411 = — L xxW 39.69+1.54 0.20 £ 0.02

(c) Citeseer (undirected, homphilic).

Update Rule Test Accuracy  Dirichlet Energy
Xt+1 = Xt — ZhLaXtW 8.07 £1.62 0.021 (t:5)

i

Xep1 = —t¢ LW 77.27£2.10 0.011 (t=6)
X1 = —1t L x(W [77.97£2.23 0.019 (t=4)

3]
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Table 9: Learned « and spectrum of W.  According to Theorem 5.3, we denote
FD = Ag (W), (A1 (L)) — A1 (W) and FD = S(Ag (W)) £, (A1 (L)) — (A1 (W)) for the frac-
tional heat (H) and Schrodinger (S) graph ODEs, respectively. The heterophilic graphs Squirrel and
Chameleon exhibit HFD since FD < 0, while the homophilic Cora, Citeseer, Pubmed exhibit LFD
since FD > 0.

Film Squirrel Chameleon Citeseer Pubmed Cora
A1 (L) —0.9486 —0.8896 —0.9337 —0.5022 —0.6537 —0.4826
a 1.008 + 0.007 0.19 4 0.05 0.37 +0.14 0.89 4 0.06 1.15 + 0.08 0.89 + 0.01
o MwW) —2.774 + 0.004 —1.62+0.03 —1.814+0.02 —1.76+0.01 —1.66-+0.06 —1.81 4 0.01
Ak (W) 2.858 + 0.009 2.21 4+ 0.03 2.29 + 0.05 2.28 + 0.06 1.14+0.3 2.32 4+ 0.01
FD 0.367 4 0.001 —0.5440.02  —0.42 £ 0.04 0.52 + 0.02 0.97 + 0.09 0.60 + 0.01
a 1.000 + 0.002 0.17 £+ 0.03 0.34 4 0.11 0.90 + 0.07 0.76 £ 0.07 0.90 =+ 0.02
I(A1 (W) —2.795 + 0.001 —1.68+0.01 —1.794+0.01 —1.70+0.04 —1.74-+0.01 —1.78 4+ 0.01
S S(Ag (W) 2.880 + 0.002 2.21 + 0.03 2.46 + 0.02 2.29 + 0.07 0.98 -+ 0.09 2.30 + 0.02
FD 0.4945 + 0.0001  —0.48 +0.03  —0.62 & 0.03 0.46 4 0.06 1.03 4 0.05 0.59 + 0.01
Xi4+1 = X — hLQXZW Xi+1 = X — hLXlW Xi+1 = LaXlW Xi41 = LX[W
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Figure 8: Ablation study on the effect of different update rules and different number of layers on
undirected datasets. The x-axis shows the number of layers 2= for L € {0, ..., 8}. FD is calculated
according to Theorem 5.3.
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B Appendix for Section 3

Proposition 3.3. Ler G be a directed graph with SNA L. For every \ € A(L), it holds |\| < 1 and
AI—L)=1-AL).

Proof. We show that the numerical range W(L) = {x"Lx : x"x = 1} satisfies W(L) C [-1,1].
As W(L) contains all eigenvalues of L the thes1s follows.

Let A be the adjacency matrix of G and x € CV with x"x = 1. Applying the Cauchy-Schwartz
inequality in (2) and (3), we get

W |1
| | ;jzl b /dzndout

where we used a ; = a; ;. We have Zi\; |z5]* = x"x = 1 such that W(L) C [—1, 1] follows. The
second claim follows directly by (I —L)v =v — Av = (1 — \)v. O

Proposition 3.5. Let G be a directed graph with SNA L. Then 1 € A\(L) if and only if the graph is
weakly balanced. Suppose the graph is strongly connected; then —1 € A(L) if and only if the graph
is weakly balanced with an even period.

Proof. Since the numerical range is only a superset of the set of eigenvalues, we cannot simply
consider when the inequalities (1) — (3) in the previous proof are actual equalities. Therefore, we
have to find another way to prove the statement. Suppose that the graph is weakly balanced, then

N
Zai,j (kjt—k> =0,vj€{l,...,N}.
S™\va v

We will prove that k = (k;)Y, is an eigenvector corresponding to the eigenvalue 1,

N

_ Qij o Gij 4 _ ij g _ L ST T
(Lk)l_;\/CW J \/dﬁz\/w J_\/dﬁz\/dﬁ d]zn ;az,] kz ka-

For the other direction, suppose that there exists x € R” such that x # 0 and x = Lx. Then for all
ie{l,...,N}

N N

a a;
O:(Lx)lf;z:,: Al’j*l‘i— ZJ
; / d]zn d?ut Z / dm dout =1
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N
Z;
Z dm < R /dout /din ) ’
hence, the graph is weakly balanced.

By Perron-Frobenius theorem for irreducible non-negative matrices, one gets that L has exactly i
eigenvalues with maximal modulus corresponding to the h roots of the unity, where h is the period of
L. Hence, —1 is an eigenvalue of L if and only if the graph is weakly balanced and & is even. [

Proposition 3.6. For every x € CN*X we have

N 2

R (trace (x" (I-L)x)) = % Z a;
ij=1

Xj

out
dj 2

X;
in
di

Moreover; there exists x # 0 such that & (x) = 0 if and only if the graph is weakly balanced.

Proof. By direct computation, it holds

N
1 xi, Ty
— a; _
2 ? / Jin A/ gout

i,j=1 ¢ d] 2
N K 2

1 Tk Tjk
-5 § Qi,j § : -

2 £

i,j=1 k=1

N K *
LS
X () (%)

|37]7k|
d;)l][

Il
| =
]

Nk
f@
&l
sS|=
_|_
| =
]

(]

f@

N K K
1 TikTik 1 Ti kT g
~3 > i = > oY ==
ig=1k=1  y/did3 ig=1k=1  y/dyd

I\D‘\‘H

-
M=
8
=

32l - ZZF ZZF

=1 k=1 j 1 k=1 i,j=1k=1 1,j=1k=1
N K H)
_ X klxj,k 1 xzk Li,k\ A kg
=2 bl - ZZ% —522%
i=1 k=1 2525 \/ i ds ig=1k=1 \/dmd"“t

t
i=1 k=1 i,j=1k=1 dr do® i,j=1k=1

N K
=33 il - ZZF ZZF
k=

N K
- R | : ’ ’L k:I] k
; I; ]Zl ; b /dm dout
= R (trace (x" (I-L)x)) .

The last claim can be proved as follows. For simplicity, suppose x € RY. The “ <= ” is clear since
one can choose x to be k. To prove the “ = ", we reason by contradiction. Suppose there exists a
x # 0 such that &(x) = 0 and the underlying graph is not weakly connected, i.e.,

) >0, Vie{l,...,N},

N ~ ~

ZTj ZT;

V)N(#O, E Qj, 5 (J - ZA
o ,/d(j)_ut /dlin
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Then, since x £ 0,

3,j=1 \/@ \/@
1L 1 (Y . . | N
27 i a”i,' 7’» i J CL,L-’-
2
N
1 1
24Zw<
i=1 %\

2

N
Doaij |
Qij = —
’ 1n out
i=1 d; dj
Lj

Vv
N
=
5|

xX; 1
- CI,Z'" ——
— dj Jzz:l J < /d‘z’n /dgut>

where we used Cauchy-Schwartz and triangle inequalities. [

We give the following simple corollary.
Corollary B.1. For everyx € RN*K it holds & (x) = 1R (vec(x)" (I ® (I — L))vec(x)).

C Appendix for Section 4

In this section, we provide some properties about FGLs. The first statement shows that the FGL of a
normal SNA L only changes the magnitude of the eigenvalues of L.

Lemma C.1. Let M be a normal matrix with eigenvalues \1, . . . , AN and corresponding eigenvectors
Vi,...,VN. Suppose M = LERM is its singular value decomposition. Then it holds

YX=|A|, L=V, R=Vexp(i®), O =diag ({91-}2-1\;1) , 0; = atan2 (R, SN;) .

Proof. By hypothesis, there exist a unitary matrix V such that M = VAVH, then
M"M = VA*VAVAVH = VAP VT
M"M = REL'LER" = LE?L".

Therefore, ¥ = [Ajand L =V

M=RIA| V"

Finally, we note that it must hold R = V exp(i®) where © = diag ({atan2(3?>\i, %)\L)}f\il) and
atan2 is the 2-argument arctangent. O

We proceed by proving Theorem 4.1, which follows the proof of a similar result given in (Benzi
et al., 2020) for the fractional Laplacian defined in the spectral domain of an in-degree normalized
graph Laplacian. However, our result also holds for directed graphs and in particular for fractional
Laplacians that are defined via the SVD of a graph SNA.

Lemma C.2. Let M € R™ "™ with singular values c(M) C [a,b]. For f : [a,b] — R, define
f(M) = Uf(Z)VH, where M = UXV" is the singular value decomposition of M. If f has
modulus of continuity w and d(i,7) > 2, it holds

72 b—a 1
o<1+ — —|d(7,5) — 1 .
s (145 ) e (ST - )
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Proof. Let g : [a,b] — R be any function, then
IF M) = g(M)], = [[UF(Z)VT — Ug() V!,
= £(3) —9(Z)ll,
= IF V) = 9o, (ar) -

The second equation holds since the 2-norm is invariant under unitary transformations. By Jackson’s
Theorem, there exists for every m > 1 a polynomial p,,, of order m such that

2 b—a
1FOM) = DMy < 1 = o iy < (1 n 2) w< ) |

2m

Fixi,j € {1,...,n}. If d(i,7) = m + 1, then any power of M up to order m has a zero entry in
(i,7), i.e., (M™); ; = 0. Hence, f(M); ; = f(M); j — pm(M); ;, and we get

o < 150 - gl < (145 ) (B0 = (145 ) (S5 e - 1)

from which the thesis follows. O

Finally, we give a proof of Theorem 4.1, which is a consequence of the previous statement.

Proof of Theorem 4.1. The eigenvalues of L are in the unit circle, i.e., |L|| < 1. Hence, ||LL"|| <1,
and the singular values of L are in [0, 1]. By Lemma C.2 and the fact that f(z) = 2® has modulus of
continuity w(t) = t* the thesis follows. O

D Appendix for Section 5

In this section, we provide the appendix for Section 5. We begin by analyzing the solution of linear
matrix ODEs. For this, let M € CN*¥_ For x, € CV, consider the initial value problem

x'(t) = —Mx(t), x(0) = xq. ®)
Theorem D.1 (Existence and uniqueness of linear ODE solution). The initial value problem given by

(5) has a unique solution x(t) € CV for any initial condition xy € CV.

The solution of (5) can be expressed using matrix exponentials, even if M is not symmetric. The
matrix exponential is defined as:

< amvkik
exp(—Mt) = Z %’
k=0 ’

where M is the k-th power of the matrix IML. The solution of (5) can then be written as
x(t) = exp(—Mt)xg. (6)

D.1 Appendix for Section 5.1

In this section, we analyze the solution to (2) and (3). We further provide a proof for Theorem 5.3. We
begin by considering the solution to the fractional heat equation (2). The analysis for the Schrodinger
equation (3) follows analogously.

The fractional heat equation x’(t) = —L*xW can be vectorized and rewritten via the Kronecker
product as
vec(x)'(t) = =W @ L%vec(x)(t). @)

In the undirected case L and I — L are both symmetric, and the eigenvalues satisfy the relation
Ai(I=L) =1— X\;(L). The corresponding eigenvectors 1, (L) and ¢, (I — L) can be chosen to be
the same for L and I — L. In the following, we assume that these eigenvectors are orthonormalized.

If L is symmetric, we can decompose it via the spectral theorem into L = UDU7”, where U =
[t1(L),...,¥n(L)] is an orthogonal matrix containing the eigenvectors of L, and D is the diagonal
matrix of eigenvalues.
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Due to Lemma C.1, the fractional Laplacian L“ can be written as L = Ufa(D)UT, where
f, : R — R is the map = ~ sign(z) |z|* and is applied element-wise. Clearly, the eigendecom-
position of L® is given by the eigenvalues {f,(A1(L)),...,fo(An(L))} and the corresponding
eigenvectors {11 (L), ..., ¥n(L)}.

Now, by well-known properties of the Kronecker product, one can write the eigendecomposition of
W ® L® as
A W) fa M@} eqr, o xy, et vy - WOrW) @M} cqr k3,11, N} -

Note that 1 € A (L) and, since trace (L) = 0, the SNA has at least one negative eigenvalue. This
property is useful since it allows to retrieve of the indices (7, [) corresponding to eigenvalues with
minimal real (or imaginary) parts in a simple way.

The initial condition vec(x) can be decomposed as

K N
VeC(Xo) == Z Z Cr.l wr(w) @ q/}Z(L) y Crl = <V€C(X0) ) 7/)7“(W) & lZJl(W» .

r=11=1

Then, the solution vec(x)(¢) of (7) can be written as

vee(x) (1) = > Y " enp exp (=tA, (W) o (A (1)) ¢ (W) @ ¢y (LL). ®)

r=11=1

The following result shows the relationship between the frequencies of I — L and the Dirichlet energy
and serves as a basis for the following proofs.

Lemma D.2. Let G be a graph with SNA L. Consider x(t) € CN*X such that there exists
@ € CNXEN {0} with
vee(x)(t)  t—oo
[[vec(x) ()2
and (I ® (I — L))vec(p) = Avec(p). Then,

* (im) == "5

vee(p)

Proof. As vec(yp) is the limit of unit vectors, vec(y) is a unit vector itself. We calculate its Dirichlet
energy,

& (vec(p)) = %afe (vee(@)H(I ® (I - L))vec(p)) = %afe (Avec(p)vec(p)) = %%R()\) .

Since x — &(x) is continuous, the thesis follows. O

Another useful result that will be extensively used in proving Theorem 5.3 is presented next.

Lemma D.3. Suppose x(t) can be expressed as

K N

x(t) = Z Z Chn €XP (=t An) Vie @ Wi,

k=1n=1

for some choice of ¢k n, Mg, {Vi}, {Wn}. Let (a,b) be the unique index of Ay, n, with minimal real
part and corresponding non-null coefficient cy, y, i.e.

(a,b) = argmin {RNgn): crn #0}.
(k)€ [K]x[N]

Then
X(t)  tsoo. CapVa ® Wp
Ix(®)ll2 lcap Va @ Wpl[2
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Proof. The key insight is to separate the addend with index (a, b). It holds

K N
Z Z Chym €XP (=t Apn) Vi, @ Wiy,

k=1n=1

x(t)

exp (—tAap) | CapVa ® Wi + Z Cn €XP (=t (Akn — Aap)) Vi @ Wy,
(k,n)€[K]x[N]
(k,n)#(a,b)

We note that
lim |exp (—t (Agn — Agp))| = lim |exp (=t R Ak, — Aap)) €xp (=it (A — Aap))|
t—00 t—o0
= Hm exp (=R (A = Aap))
= 07
for all (k,n) # (a,b), since R (Mg, — Agp) > 0. Therefore, one gets

X(t) tooo  CapVa ® Wp
lIx()ll2 l[Cab Va @ W2’

where the normalization removes the dependency on exp (—t Aq p) O

When )\, 4 is not unique, it is still possible to derive a convergence result. In this case, x will converge
to an element in the span generated by vectors corresponding to A, 3, i.€.,

> CapVa @ Wy
x(t) 500 (ab)EA

[x()]]2 > capva@wWpll2”
(a,b)eA

where A == {(k,n) : R(Ag.n) = R(Nap), ckn # 0}

A similar result to Lemma D.3 holds for a slightly different representation of x(t).

Lemma D.4. Suppose x(t) can be expressed as

K N
x(t) = Z Z Chyn €XP (1t Apn) Vie @ Wy,

k=1n=1

for some choice of ¢k n, Ak, {Vi}, {Wn}. Let (a,b) be the unique index of A\, with minimal
imaginary part and corresponding non-null coefficient cy, , i.e.

(a,b) = argmin {S(Ngn): ckn # 0} .
(k,n)€[K]x[N]

Then
X(t) t—oo_ Cab Va @ Wy
[[x(t)l2 l[cabVa @ w2

Proof. The proof follows the same reasoning as in the proof of Lemma D.3. The difference is that
the dominating frequency is the one with the minimal imaginary part, since

RE M) =—SAen)
and, consequently,

argmax {R(iApn)} = argmin  {S(Apn)} -
(k,n)€[K]x[N] (k,n)€€[K]x[N]
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D.1.1 Proof of Theorem 5.3

We denote the eigenvalues of L closest to 0 from above and below as
Ay (L) == argmin {\(L) : N(L) >0},
1
9
A_(L) == argmax {\(L) : N(L) <0} . ©
1

We assume that the channel mixing W € R¥>X and the graph Laplacians L,I — L € RV*¥ are
real matrices. Finally, we suppose the eigenvalues of a generic matrix M are sorted in ascending
order, i.e., A\;(M) < \;(M), i < j.

We now reformulate Theorem 5.3 for the fractional heat equation (2) and provide its full proof, which
follows a similar frequency analysis to the one in (Di Giovanni et al., 2023, Theorem B.3)

Theorem D.5. Let G be an undirected graph with SNA L. Consider the initial value problem in
(2) with channel mixing matrix W € REXE and o € R. Then, for almost all initial conditions
xg € RNXE the following is satisfied.

(av > 0) The solution to (2) is HFD if
Ak (W) fa (A (L) < M(W),
and LFD otherwise.
(ov < 0) The solution to (2) is (1 — A_(L))-FD if
A (W) (A (L)) < M (W) £, (A4 (1))
and (1 — A4 (L))-FD otherwise.

Proof of (aw > 0). As derived in (8), the solution of (2) with initial condition X can be written in a
vectorized form as

vec(x)(t) = exp (—t W' @ L) vec(xo)

K
DD et exp (=t A (W) fa ((L))) ¥ (W) @ 4i(L),

r=11[0=1

where \.(W) are the eigenvalues of W with corresponding eigenvectors v,.(W), and A\;(L) are
the eigenvalues of L with corresponding eigenvectors 1;(L). The coefficients ¢, ; are the Fourier
coefficients of xg, i.e.,

Crl = <VeC(X0)7 ¢T(W) ® wl(L» .
The key insight is to separate the eigenprojection corresponding to the most negative frequency. By
Lemma D.3, this frequency component dominates for ¢ going to infinity.
Suppose
Ak (W) £ (M(L)) < A (W) £, (A (L)) = At (W).
In this case, Ax (W) f, (A1(L)) is the most negative frequency. Assume for simplicity that A x (W)

has multiplicity one; the argument can be applied even if this is not the case, since the corresponding
eigenvectors are orthogonal for higher multiplicities.

For almost all initial conditions x, the coefficient cx; is not null; hence

vee(x)(t)  tooo. cx1 VK (W) @1y (L)
[[vec(x)(t)]]2 lex1 vk (W) @y (L) [l2

By standard properties of the Kronecker product, we have

(I®L) (Wx (W)@ (L) = Ik (W) @ (L (L)) = (L) vx (W) @11 (L), (10)

ie., ¥ (W) ® 1 (L) is an eigenvector of I ® L corresponding to the eigenvalue A;(L). Then,
by Proposition 3.3, ¢ x (W) ® 1 (L) is also an eigenvector of I ® I — L corresponding to the
eigenvalue 1 — A\ (L) = A (I — L). An application of Lemma D.2 finishes the proof.

Similarly, we can show that if @ > 0 and Ax (W) {f, (A1 (L)) > A1 (W) the lowest frequency
component A; (I — L) is dominant.
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Proof of (o« < 0). In this case either £, (A4 (L)) A (W) or £, ( (L)) Ax (W) are the most neg-
ative frequency components. Hence, if f, (A_ (L)) Ax (W) > f, (AL (L )) A (W ) the frequency
fo (A4 (L)) A1 (W) is dominating and otherwise the frequency f (A= (L)) Ak (W). We can see
this by following the exact same reasoning of (i). O

Remark D.6. In the proof of (o < 0), we are tacitly assuming that L has only non-zero eigenvalues.
If not, we can truncate the SVD and remove all zeros singular values (which correspond to zeros
eigenvalues). In doing so, we obtain the best invertible approximation of L to which the theorem can
be applied.

We now generalize the previous result to all directed graphs with normal SNA.

Theorem D.7. Let G be a a strongly connected directed graph with normal SNA L such that
A1 (L) € R. Consider the initial value problem in (2) with channel mixing matrix W € RE*X gnd
a > 0. Then, for almost all initial values xo € RNVN*K the solution to (2) is HED if

k(W)[A(L)]* < A(W)[An(L)|*,
and LFD otherwise.

Proof. Any normal matrix is unitary diagonalizable, i.e., there exist eigenvalues A1, ..., Ay and
corresponding eigenvectors v, . .., vy such that L = VAVH. Then, by Lemma C.1, the singular
value decomposition of L is given by L = UXVH, where

—|Al, U=Vexp(i®) , © = diag ({m}jvzl) . 0, = atan2 (RA;, SN;) .

Hence,
L® = UZ*V" = V|A| exp (1©) VH.

Then, equivalent to the derivation of (8), the solution to the vectorized fractional heat equation
vec(x)'(t) = =W ® L%vec(x)(t)

is given by

vec(x Zcrlexp —tA (W) fo (N (L)) ¢ (W) @ 1y (L).
—11=1

with

fo(A(L)) = ML) |* exp(i6;).
Now, equivalent to the proof of Theorem 5.3, we apply Lemma D.3. Therefore, the dominating
frequency is given by the eigenvalue of W @ L® with the most negative real part. The eigenvalues of
W @ L are given by A (W) {,(N\(L)) forr =1,...,K,l=1,...,N. The corresponding real
parts are given by

RO(W) fa (M (L)) = A (W) [AL)i]|“ cos(8;) = A (W) [ML);|[* T R(A(L),).

By Perron-Frobenius, the eigenvalue of L with the largest eigenvalues is given by Ay (L) € R. Hence,
foralll=1,...,N,
IAL)[* cos(6r) < [AL)n |

Similarly, foralll =1,..., N with R(A(L);) < 0,

= [A@)[* cos(6r) < — [AML)a|"

Thus, the frequency with the most negative real part is either given by Ax(W)f, (A1(L)) or
A1 (W) f, (An(L)). The remainder of the proof is analogous to the proof of Theorem D.7.

O

In the following, we provide the complete statement and proof for the claims made in Theorem 5.3
when the underlying ODE is the Schrédinger equation as presented in (3).
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Theorem D.8. Let G be a undirected graph with SNA L. Consider the initial value problem in (3)
with channel mixing matrix W € CEX*E and o € R. Suppose that W has at least one eigenvalue
with non-zero imaginary part and sort the eigenvalues of W in ascending order with respect to their
imaginary part. Then, for almost initial values xo € CN* X the following is satisfied.

(a > 0) Solutions of (3) are HFD if
S (Ax (W) fa (A (L)) < S (A (W),
and LFD otherwise.

(v < 0) Let Ay (L) and A_(L) be the smallest positive and biggest negative non-zero eigenvalue of
L, respectively. Solutions of (3) are (1 — A_(L))-FD if

S Ak (W) fa (A (L)) < S (A (W)) fa (A(L)) -
Otherwise, solutions of (3) are (1 — A\ (L))-FD.
Proof. The proof follows the same reasoning as the proof for the heat equation in Theorem D.5. The
difference is that we now apply Lemma D.4 instead of Lemma D.3.
Therefore, the dominating frequency is either A\ (W) f, (A1(L)) or Ay (W) f, (An (L)) if @ > 0,
and A (W) f, (A_(L)) or Ay (W) £, (A (L)) if a < 0. O

D.2 Frequency Dominance for Numerical Approximations of the Heat Equation

Forn € Nand h € R, h > 0, the solution of (2) at time nh > 0 can be approximated with an explicit

Euler scheme
n

vee(x)(nh) = Z <Z> h* (=W @ L*)*vec(xq),

k=0
which can be further simplified via the binomial theorem as
vec(x)(nh) = (I —h(W @ L))" vec(x) . (11)

Hence, it holds the representation formula

vee(x)(nh) =Y erg (1= hA (W) fa (M(L)))" & (W) @ 4 (L) -
r,l

In this case, the dominating frequency maximizes |1 — A A, (W) o (A(L))|. When h < |[W]| ™",
the product h A, (W) f,, (A;(L)) is guaranteed to be in [—1, 1], and

[1=hA (W) fa (M(L))| =1 =Rk A (W) s (M(L)) € 10,2].
Therefore, the dominating frequency minimizes h A, (W) f,, (\;(L)). This is the reasoning behind
the next result.

Proposition D.9. Let h € R, h > 0. Consider the fractional heat equation (2) with o € R. Let
{x(nh)}, cy be the trajectory of vectors derived by approximating (2) with an explicit Euler scheme
with step size h. Suppose h < ||W || ™", Then, for almost all initial values xq
Av(I-L )
(2o AWEZD i (W) fa (L) < (W),
[x(nh)ll2

0, otherwise .

Proof. Define
(Aas Xp) = argmax {|1 — hA, (W) f, (ML) :r e {l,...,K},le{1,...,N}}.

r,l
By the hypothesis on h, this is equivalent to
(Mg, Ap) = argmin {\, (W) f, (L)) :re{l,...,K},le{l,...,N}}.
1l
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Therefore, (Mg, \p) is either (A1 (W), Ax (L)) or (Ax (W), A;(L)). Hence,
vec(x)(n h) n—oo. Cab Yo (W) ® 1y (L)
[[vee(x)(n h)ll2 b ta (W) @y (L) [l2°

If the condition Ax (W) {f, (A1(L)) < A1(W) is satisfied, we have b = 1. Then by (10), the
normalized vec(x) converges to the eigenvector of I ® I — L corresponding to the largest frequency
1 — A1 (L) = An(I—L). An application of Lemma D.2 finishes the proof.

If Ak (W) £, (A1(L)) < A1 (W) is not satisfied, we have b = N, and the other direction follows
with the same argument. 0

Similarly to Proposition D.9 one can prove the following results for negative fractions.

Proposition D.10. Let h € R, h > 0. Consider the fractional heat equation (2) with o« < 0.
Let {x(n h)}, cy be the trajectory of vectors derived by approximating the solution of (2) with an

explicit Euler scheme with step size h. Suppose that h < ||W||~'. The approximated solution is
(U= A_(L)-FD if

M (W) (A+ (L) < Ak (W) fa (A-(L)) ,
and (1 — Ay (L))-FD otherwise.

Proof. The proof follows the same reasoning as the proof of Proposition D.9 by realizing that the
dominating frequencies (\,, \p) are either given by (A1 (W), A, (L)) or (Ax (W), A_(L)). O

D.3 Frequency Dominance for Numerical Approximations of the Schrodinger Equation

Forn € Nand h € R, h > 0, the solution of (3) at time nh > 0 can be approximated with an
explicit Euler scheme as well. Similarly to the previous section, we can write

vec(x)(nh) = (I+ih(W ® L))" vec(xq) .

and
vec(x)(nh) = 3 ent (1B (W) £ (L))" (W) @ 4 (L)
Tl
The dominating frequency will be discussed in the following theorem.
Proposition D.11. Let h € R, h > 0. Let {x(nh)}, oy be the trajectory of vectors derived
by approximating (3) with an explicit Euler scheme with sufficiently small step size h. Sort the

eigenvalues of W in ascending order with respect to their imaginary part. Then, for almost all initial
values X

o(Zan ) e MEE i a3 Ok (W)) < (1) 3 O (W))

[x(nh)|2

0, otherwise.

Proof. Define
(Aa, o) = argmax {|1 +i hA, (W), (N(L)| : re{l,...,K},le{l,...,N}}.
7l

By definition of a and b, for all r and [ it holds
i h g (W) fa (A(L))] > |14+ h A, (W) £ (M(L)] - (12)

Hence,
vec(x) (t) t—o0 ca,bwa (W) ® Py (L)
[[vec(x)(t)|l2 l[capta (W) @y (L) |2~

We continue by determining the indices a and b. To do so, we note that (12) is equivalent to

fo (A (L)) S (Ar (W) — fa (Ao (1)) S (Aa (W)

> g (fa (A (L) e (W2 = £2 (A (L))? [ A (W)|2)
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for all r, [. Denote by ¢ the gap
0<e:= min ) {fa (>‘l (L)) S (>\r (W)) —fa ()\b (L)) S (>\a (W))} :

(r,1)#(a,b
Noting that
5 (E O (L)) I (W) = £ (1) P (W) < RIW L2 = W2
B (0 O (L)) e (W) = £ (L) s (W)P) <

one gets that (12) is satisfied for h < ¢ |[W||~>. Therefore, for sufficiently small h, the domi-
nating frequencies are the ones with minimal imaginary part, i.e., either f, (A1 (L)) S (Ax(W))
or fo (A (L) S (A (W), TF £ (01 (L) S (Akc(W)) < £a A (L) S (At (W), then b = 1,
and the normalized vec (x) converges to the eigenvector corresponding to the smallest frequency
A1(L). By (10), this is also the eigenvector of I ® I — L corresponding to the largest frequency
1 — A1 (L) = Any(I—L). An application of Lemma D.2 finishes the proof. O

Finally, we present a similar result for negative powers.

Proposition D.12. Let h € R, h > 0. Consider the fractional Schrodinger equation (3) with o < 0.
Let {x(n h)}, c\ be the trajectory of vectors derived by approximating the solution of (3) with an
explicit Euler scheme with step size h. Suppose that h is sufficiently small. Sort the eigenvalues of W
in ascending order with respect to their imaginary part. The approximated solution is (1— X4 (L))-FD

if
M (W) fa (A (L)) < Ax (W) fa (A-(L)) ,
and (1 — A_(L))-FD otherwise.

Proof. Similar to Proposition D.11, we can prove the statement by realizing that the dominating
frequencies (A, Ap) in (12) are either given by (A (W), A (L)) or (Ax (W), A_(L)). O

E Appendix for Section 5.2

We begin this section by describing the solution of general linear matrix ODEs of the form (6)
in terms of the Jordan decomposition of M. This is required when M is not diagonalizable. For
instance, the SNA of a directed graph is not in general a symmetric matrix, hence, not guaranteed to
be diagonalizable. We then proceed in Appendix E.1 with the proof of Theorem 5.6.

For a given matrix M € CV*¥ | the Jordan normal form is given by

M =PJP !,
where P € CV*V is an invertible matrix whose columns are the generalized eigenvectors of M,
and J € CV*¥ is a block-diagonal matrix with Jordan blocks along its diagonal. Denote with

AL, .., Ap the eigenvalues of M and with Jy, ..., J,, the corresponding Jordan blocks. Let k; be
the algebraic multiplicity of the eigenvalue \;, and denote with {w; (M)} the generalized

eigenvectors of the Jordan block J;.

iE{l,...,kl}

We begin by giving the following well-known result, which fully characterizes the frequencies for the
solution of a linear matrix ODE.

Lemma E.1. Let M = PJP ! € CN*N be the Jordan normal form of M. Let x : [0, T] — R"™ be
a solution to
x'(t) = Mx(t), x(0) = xo.
Then, x is given by
ky i

x(t) =Y ep )Y d S %w{m»
=1 i=1  j=1 :

where

m ki

X0 = ZZC%Pef,

1=1 i=1
and {el :i € {1,...k} , L€ {l,...,m}} is the standard basis satisfying Pe} = 1} (M).
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Proof. By (Perko, 2001, Section 1.8), the solution can be written as

m Kk m ki
exp (Mt)xo=Pexp(Jt)P (ZZcfPeJ Pexp (Jt) (Zchel> ,

=1 i=1 =1 i=1
where exp (J ¢) = diag ({exp (J; t)},~,) and

_ ) -
Lt 5 T
1 ¢
exp (J;t) = exp (A (M) 1) 1 t2
' P
t
- 1 -

Since exp (Jt) = ;" exp (J; t), we can focus on a single Jordan block. Fix [ € {1,...,m}, it

holds
Pexp (J;t) <Z clel>
2

=Pexp (\(M)1) (cllell +ci(te] +ef) +¢ (;el +tef +el) +. )
= exp (M) 1) (e (VD) + f (16} (M) + v (M)
et (et D + e + v ) +

ky i

= exp (M (M chz o wl )

Bringing the direct sums together we get
AT S
exp (Mt)xq = Zexp (MM Zc?zmwl](M),
i=1 j=1 ’
from which the thesis follows. O

In the following, we derive a formula for the solution of ODEs of the form
x'(t) = Mx(t)W, x(0) = xq, (13)
for a diagonal matrix W € CX*¥ and a general square matrix M € CV*¥ with Jordan normal
form PJP 1. By vectorizing, we obtain the equivalent linear system
vec(x)'(t) = W @ M vec(x)(t) , vec(x)(0) = vec(xq) . (14)
Then, by properties of the Kronecker product, there holds
WaM=Wg PIJIP ) =IP)(WeJ)IeP ' =1P)(WaJ)IcP)!

Note that (I® P)(W ® J)(I® P)~! is not the Jordan normal form of D ® M. However, we can
characterize the Jordan form of W @ M as follows.

Lemma E.2. The Jordan decomposition of W ® J is given by W @ J = PJP ! where J is a block
diagonal matrix with blocks
w; )\l (J) 1
winT) 1

[
“ki.
Il

wiN(J) 1
ijl(J)

= ~ . _ k
and P is a diagonal matrix obtained by concatenating P;; = diag ({w] ntl }nl: )
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Proof. As J = @, J;, we can focus on a single Jordan block. Fix I € {1,...,m}. We have

K
W J; = diag ({wj Jl}le) =P w;di,
i=1

hence, we can focus once again on a single block. Fix j € {1, ..., K}; the Jordan decomposition of
w;J, is given by P; = diag ({w "'H} ) and
w; A (J) 1
winT) 1
jl = :
wiA(J) 1
wiA(J)

To verify it, compute the (n, m) element

(Pljlpfl)nm - zk: (f)l)m (jl)zk (15;1>km ’

27

Since f’l is a diagonal matrix, the only non-null entries are on the diagonal; therefore, ¢ = n and

k=m
=), (), ),

and the only non-null entries of J ; are when m = norm = n + 1, hence

(131) (jl> (].5;1> = wj)\l (J) s m=n,
(131) (jl) (15;1) — ot Lyn — wj, m=n+ 1.
n,n n,n+1 n+1,n+1 J J
The thesis follows from assembling the direct sums back. [

Lemma E.2 leads to the following result that fully characterizes the solution of (14) in terms of the
generalized eigenvectors and eigenvalues of M and W.

Proposition E.3. Consider (14) with M = PIJP~Y and W @ J = PIP~!, where J and P are
given in Lemma E.2. The solution of (14) is
m klz 7
=i

VeC Z Z exp /\l1 /\12 Z Cl1 2 Z ) — ])' (/\ll (W))l_j e, ® ¢?2 (M) )

li=1l=1
. Z .
where the coefficients ], are given by

m  kiy

vec(Xp) ZZZCZ LI®P) Pell®el2

hi=11lp=1i=1
where {e] : lo€{1,...,m},i€{l,... ky}} is the standard basis satisfying Pej = 1} (M).

Proof. By Lemma E.2, the eigenvalues of W ®M and the corresponding eigenvectors and generalized
eigenvectors are

>\l1 (W))\lz (M) I ell ® %12 (M) ’ ()\ll (W))_Z-"_lell ® wlbz (M)
forly € {1,...,K}, 1o €{1,...,m}andi € {2,...,k;}. Hence, by Lemma E.1, the solution of
(14) is given by

k‘12 7

K m i—J
VeC(X)(t) = Z Z €xXp ()\lg( )\ll chl l2 Z 't_ ;

|
l1=112=1 = j)

(A (W) (er, ® 97, (L)),

where the coefficients ¢], 1, are given by

m le

vec(Xp) Z Z chl ,I®P) (el1 ®ef2 (M)).

I1=11=11i=1
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E.1 Proof of Theorem 5.6

In the following, we reformulate and prove Theorem 5.6.

Corollary E.4. Let G be a strongly connected directed graph with SNA L € RN*N_ Consider the
initial value problem in (2) with diagonal channel mixing matrix W € REXK and o = 1. Then, for
almost all initial values xo € RN*X | the solution to (2) is HFD if

MK (W)%)\l (L) <A\ (W)/\N (L)

and A1 (L) is the unique eigenvalue that minimizes the real part among all eigenvalues of L. Otherwise,
the solution is LFD.

Proof. Using the notation from Proposition E.3 and its proof, we can write the solution of the
vectorized form of (2) as

klz

K m
vee(x)(t) = > > exp (=, (W)A (L Z A Z W) (e, @ ¢, (L))

l1=112=1

As done extensively, we separate the terms corresponding to the frequency with minimal real
part. This frequency dominates as the exponential converges faster than polynomials for ¢ going
to infinity. Consider the case Ax (W)R(A\1 (L)) < A\ (W)R(An(L)). As A;(L) is unique, the
product A (W) (A1 (L)) is the unique most negative frequency. Assume without loss of generality
that A (W) has multiplicity one. The argument does not change for higher multiplicities as the
corresponding eigenvectors are orthogonal since W is diagonal. Then, Ax (W)A; (L) has multiplicity
one, and we calculate vec(x)(t) as

ki i

K m i—j . )
3, 3 e (W) Y ek Yo G W) e @ v (1)
l1=112=1

ki—1

= C];<11exp( —tAx (W)A1 (L)) m(eK ® 1 (L))
k1 k1i—j ) .
ek e (CDRWIN L) hw(ww (exc & vi(L)
k1—1 7 i—j ‘ .
e (AR (WIN(E) 3 ciea Y (W) e 4i(0)
i=1
kz2 i i—j 4 )
+Z 3 exp (= (W) (I Zch,hZ ~t,j),<kzl<w>>1-f<ezl®wiz<L>>
l1=115=2 j=1 :
= exp (—tAg (W) (L)) tF 71 (Cl;(l’l(klll)!<eK ® ¥ (L))
ks 1-j 4

+ s 3 g O (W) e 9 04 (L)

k1—1 i
3 chea D Gt O (W) e @ 4 (1)

i=1 j=1

K m klz
303 e (O, (W), (L) = A (WMD) S e,

I1=11>2=2 =1

i gimi—ki+l L ;

> S W) J(eh@wb(m))



‘We can then write the normalized solution as
];(11 k b g1 j
— (L ! (A (W) (L
((k: _1)!(6K®¢1( ))+CK,1j:2 (=) T (A (W) (ex @ ¢y(L))

ki—-1 tz Jj— k1+1

2 d Z Ak (W) (exe © 0] (L))

n Z Ze—t(AK(WMzZ(L) AK(WML))Z lhlzzﬂ T L (W) (e, ®¢{2(L))>
I1=11>=2
?{11 1 k B 1—5
= (e @) ey D oy (A (W) (e @ v (L))
. par
k11 ti—i—ki+1 . .
+ZCK12 i O (W) (e @ w (L)
+ Z Z exp (—t(A, (W)Ai, (L) = Ax (W) A1(L)))
l1=11>=2
ki, b k1 —1
e Z O (W) e @ (1)
i=1 2

All summands, except the first, converge to zero for ¢ going to infinity. Hence,

-1 kl
(Uﬁl“l)!(e;{ ® 1/&@))) .

We apply Lemma D.2 to finish the proof for the HFD case. Note that 11 (L) is an eigenvector
corresponding to A; (L). The LFD case is equivalent. By Perron-Frobenius for irreducible non-
negative matrices, there is no other eigenvalue with the same real partas 1 — Ay (L) = \y(I—L). O

kl

(kllill)! (eK ® "/}% (L))‘

vee(x)(t)  tooo
[[vee(x)(#)]|2

Remark E.5. [f the hypotheses are met, the convergence result also holds for L. With the same
reasoning, we can prove that the normalized solution converges to the eigenvector corresponding to
the eigenvalue of L™ with minimal real part. It suffices to consider the eigenvalues and generalized
eigenvectors of L*. However, we do not know the relationship between the singular values of
L, where we defined the fractional Laplacian, and the eigenvalues of L. Hence, it is much more
challenging to draw conclusions on the Dirichlet energy.

E.2 Explicit Euler

In this subsection, we show that the convergence properties of the Dirichlet energy from Theorem 5.6
are also satisfied when (2) is approximated via an explicit Euler scheme.

As noted in (11), the vectorized solution to (2) can be written as
vec(x)(nh) = (I—h(W @ L))" vec(xo) ,

when o = 1. We thus aim to analyze the Jordan decomposition of L™ for L € C"*™ and n € N. Let
L = PJP !, where J is the Jordan form, and P is a invertible matrix of generalized eigenvectors.

Consider a Jordan block J; associated with the eigenvalue A;(IM). For a positive integer n, the n-th
power of the Jordan block can be computed as:
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_1 (TlL))‘l(L)_l (72') A (L)~ (kﬁl))\l(L)—kH-l_
! (@)~ (") M(L) 2
;= A(L)” 1
(D@
L 1 ]

We compute the n-th power of L as L™ = (PJP~1)" = PJ"P~!, and we expand x as

m kg

xo =33 ciPe,

=1 i=1

where {e] : i € {1,...k},l € {1,...,m}} is the standard basis and Pe] = t(L) are the general-
ized eigenvectors of L. It is easy to see that

m k m k
L"x, = PJ"P~! <Z zl: c;'Pe;') =PJ" (Z zl: c;'e;'> :

=1 =1 =1 1i=1

As J" =P, | J}*, we can focus on a single Jordan block. Fix [ € {1,...,m}, and compute
ky n
Py (Z ) =P (u)eded) + P () ietel + xvyetet
i=1

+P ((;) N(M)"2clel + (T) ML) el + )ﬂM)"c?e?)
+ ...

We can summarize our findings in the following lemma.

m ki
Lemma E.6. Forany L = PJP~! ¢ RN and xy = Y 3 ciopi (L), we have
I=1i=1

m min{k;,n—1} 4

L'xo=> > > <z f]) ML) ey (L)
=1 i=1 Jj=1

We proceed with the main result of this subsection.

Proposition E.7. Let G be a strongly connected directed graph with SNA L € RN*N _ Consider
the initial value problem in (2) with diagonal channel mixing matrix W € RE*E gnd o = 1.
Approximate the solution to (2) with an explicit Euler scheme with a sufficiently small step size h.
Then, for almost all initial values xq € CN*X the following holds. If \1(L) is unique and

Ak (W)RA(L) < A (W)RAN (L), 15)

the approximated solution is HFD. Otherwise, the solution is LFD.

Proof. As noted in (11), the vectorized solution to (2) with @ = 1, can be written as

vec(x)(nh) = (I —h (W ®@L))" vec(xo).

Consider the Jordan decomposition of L = PJ P! and the Jordan decomposition of W @ J =
PJP~!, where J and P are specified in Lemma E.2. Then,

vec(x)(nh) = (I+hW @ (PJP™))" vec(xo)
=(I2P)I-hW oJ)"(IP) tvec(xp)
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=(I® P)(I — hPIP~H)™(I® P) vec(xo)
= (I P)P(I—hrJ)"P 11 ® P) vec(x)
= (1@ P)P(I—hd)" (12 P)P) vec(x).

Now, decompose X into the basis of generalized eigenvectors, i.e.,

K m klg

vec(xg) Z Z Zc} (I® P)P)(e, ® e}, (L)).

l1=11l3=11i=1

Then, by Lemma E.6, we have

VeC i i

mln{kth
I1=112=1 i=1 j=1

1} 4
<Z ) 1 — h>\l1 (W)Alg (L))niiJrj Cljhlz

(A (W) ™ 4y, (W) @ 9] (L),
Now, consider the maximal frequency, i.e.,

Ly, Ly = arg max {|1 — hA; (W), (L)]}.

ly,l2
Then, the solution vec(x)(n k) can be written as

m mm{k}lQ,n 1} 4

DD Z( ) (= B (WXL o, (W) @0, 1)

I1=112=1 i=1

m mln{kl2t 1} i

~ b, (WAL (L) j
Z Z Z Z < j) (1- hi\il(év;)\(LQ)()L))” a1, %0 (W) @ ¢, (L).

I1=112=1 =1

With a similar argument as in the proof of Theorem 5.6, we can then see that

vec(x)(nh)  t50o CthLz Yo, (W) @p (L)
[[vec(x)(n h)l|2 ety 1, Yo (W) @ ¥ (L)]|2”

where ¢ (L) is the eigenvector corresponding to Az, (L). Note that for almost all x, we have
¢p,.1, 7 0. Then e} (L) is also an eigenvector of I — L corresponding to the eigenvalue 1— A, (L).
By Lemma D.2, we have that the approximated solution is (1 — Ap, (L))-FD.

We finish the proof by showing that Ly, = 1 if (15) is satisfied, and Ly = N otherwise. First,
note that either A\ (W)RA; (L) or A;(W)RAx(L) are the most negative real parts among all
IMWIRA (L) yeqa, kyreqa..., vy - Assume first that A (W)RA; (L) has the most negative real
part, i.e., (15) holds. Then, define

€= nllix A (W)RA (L) — Ni(W)RA (L) ,

and assume h < ¢ |W||*. Now it is easy to see that
22k (WIRA (L) — hAxg (W) A (L) 2 < 20 (W)RM (L) — hA (W)?|\.(L)]?,

which is equivalent to (K, 1) = (L1, Lo). Hence, the dynamics are (1 — A1 (L))-FD. As (1 — A1 (L))
is highest frequency of I — L, we get HFD dynamics. Similary, we can show that if A; (W)RAy (L)
is the most negative frequency, we get LED dynamics. Note that for the HFD argument, we must
assume that A1 (L) is the unique eigenvalue with the smallest real part. For the LFD argument, it is
already given that Ay (L) has multiplicity one by Perron-Frobenius Theorem. O
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E.3 GCN oversmooths

Proposition E.8. Let G be a strongly connected and aperiodic directed graph with SNA L € RN*N
A GCN with the update rule
X1 = Lxi W,

RN*EK gre the input node features, always oversmooths.

where Xg €

Proof. The proof follows similarly to the proof of Proposition E.7. The difference is that instead of
(16), we can write the node features after ¢ layers as

m min{ky,,t—1}

) =33 Y Z( ) WAL @) 6, (W) & 0, ()

1h=11lx=1 1=1

Now note that by Perron-Frobenius the eigenvalue Ay (L) with the largest absolute value is real
and has multiplicity one. Then, max;, i, |A;, (W), (L)| is attained at either A\ (W)An (L) or
Ak (W)An(L). Equivalently to the proof of Proposition E.7, we can show that the corresponding
GCNis 1 — Ay(L)-FD. Now 1 — Ax(L) = \(I = L), and A\;(I — L)-FD corresponds to LFD,
hence the GCN oversmooths. O

F Appendix for the Cycle Graph Example

Consider the cycle graph with N nodes numbered from 0 to N — 1. Since each node has degree
2, the SNA L = A/2 is a circulant matrix produced by the vector v = (e; + ey—_1) /2. Denote
w = exp (2mi /N, the eigenvectors can be computed as

1

v = \/—N (l,wj,ij, . ,w(Nfl)j)
asociated to the eigenvalue \; = cos(27j/N). First, we can note that A\; = Ay_; for all j €
{1,..., N/2}; therefore, the multiplicity of each eigenvalue is 2 except \¢ and, if IV is even, Ay /2-

Since the original matrix is symmetric, there exists a basis of real eigenvectors. A simple calculation
L?RV]' + Z.L%Vj = LVj = )\jvj = )\ijj + i)\j%Vj

shows that #v; and v, defined as

1 o N-1 1 i N-1
Rv; = — | cos R Jv; = —— | sin cmn
7 VN N o 7 VN N 0
n= n=—

are two eigenvectors of the same eigenvalue );. To show that they are linearly independent, we
compute under which conditions

0 =a¥tv; + bSQv;.
We note that the previous condition implies that for all n ¢ {0, N/2}

21g 2mg
0 = acos <7;\3771) +bsin( i\j[n)
o
=+va?+ b%sin (Mn + arctan (b>)
N a

Suppose a, b # 0, then it must be

2mj n + arctan (b> =kn,keZ
N a
which is equivalent to
(@)
arctan | —
2in=|t-— N IN kez

™
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The left-hand side is always an integer, while the right-hand side is an integer if and only if b = 0.
This reduces the conditions to
2min 0
a cos =
N

9
|a|sin< 7;5[”) =0

which is true if and only if @ = 0. Consider now an even number of nodes V; the eigenspace of
>‘N/2 =—1is

Vijs = %ﬁ (—)mN

hence, the maximal eigenvector of I — L guarantees homophily 0. Consider now a number of nodes
N divisible by 4; the eigenspace of A4 = 0 has basis

Rvy/a = Tlﬁ (cos (%))::01 » SVN/a = \/1N (Sin (%))::01

Their sum is then equivalent to

§RVN/4 + \YVN/4 =

w (oo () +n (),
% (o (5 D)

sin ( (2n + 1)))N_1

n=0

—(1,1,-1,-1,..))

% %ﬂ%ﬂ

hence, the mid eigenvector of L guarantees homophily 1/2. A visual explanation is shown in Figure 4.
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