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Abstract

We study the estimation of Zipfian distri-
butions under L1 loss, and provide near
minimax optimal bounds in several regimes.
Specifically, we assume observations arrive
from a known alphabet, and with a known
decay rate parametrizing the Zipfian, but we
do not know a priori which alphabet ele-
ments have larger probability than others.
We present a novel Sort and Snap estima-
tor, which uses the empirical proportions to
sort the alphabet, and then snaps them to
the associated term from the Zipfian distri-
bution. For arbitrary decay rates and smaller
alphabet sizes, as well as for large decay rates
and large alphabet sizes, we show an exact or
minor variant of this estimator is near min-
imax optimal and has exponential improve-
ment over the standard empirical proportion
estimator. However, for small decay rates
and larger alphabet sizes a simulation study
indicates the standard empirical proportion
estimator is competitive with Sort and Snap
procedures. In addition to providing nearly
tight bounds for important high-dimensional
estimation problems, we believe the Sort and
Snap estimator, and its analysis, will have
independent interest.

1 INTRODUCTION

A increasingly common task in data analysis is col-
lecting, measuring, and estimating complex and dis-
crete data. We consider data drawn from an alpha-
bet [k] = {1, 2, . . . , k}, which may model IP addresses,
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words or subwords in natural language, cities among
addresses, or first names among people. What is com-
mon is that some values are much more common than
others, but the domain size k is extremely large and
may be (almost) endless. We aim to model this with
a discrete probability distribution of dimension k, de-
noted ppp = (ppp(1), ppp(2), . . . , ppp(k)). The most common
discrete probability distribution for modeling such pat-
terns is the s–Zipfian, which holds if there exists a
permutation function ω such that for each j → [k]

ppp(ω(j)) =
j
→s

∑
k

t=1 t
→s

.

Zipfian probability distributions arise naturally in nat-
ural (Dahui et al., 2005; Li, 1992; Piantadosi, 2014;
Ferrer-i Cancho, 2005, 2016) and AI-generated (Dia-
mond, 2023) languages as the proportion of words or
subwords within a language or a given corpus of text.
And the alphabet sizes can be very large, with over
200,000 words in English and over 80,000 sinograms in
Chinese (Han et al., 2015).

We consider the problem of estimating the distribu-
tion ppp from a series of n samples drawn independently
from a k-dimensional s-Zipfian distribution. While
there are many reasonable choices for a loss function,
the choice of L1 loss is both common and well moti-
vated in the study of estimation of high dimensional
probability distributions (see Han et al. (2015); Co-
hen et al. (2020)): if µ, ε are two discrete distributions
with a common size k alphabet, and L1(µ, ε) = ϑ,
then for any subgroup of words A, |µ(A)↑ ε(A)| ↭ ϑ.
The other extremely commonly used loss for discrete
distribution estimation, Kullback-Liebler (KL), (see
Paninski (2004); Orlitsky and Suresh (2015); Falahat-
gar et al. (2017)) only o!ers that if KL(P,Q) = ϑ,
|µ(A) ↑ ε(A)| ↭ ↓

ϑ. In our analysis we model the
alphabet size k = ↔nω↗, as a function of n, parameter-
ized by some ϖ > 0; what Han et al. (2015) call the
High Dimensional Asymptotics setting.

For an LLM example, Meta’s Llama 3.0 has a vo-
cabulary of k = 128,000 tokens, and is trained on
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n = 15,000,000,000 (15 trillion) tokens. For data of
this magnitude, can we learn the distribution of these
tokens? If we know the distribution is s-Zipfian, can
we improve upon the empirical estimate? If we consid-
ered a very small context size of say 2, so a vocabulary
size of k

2, how does that e!ect our ability to learn
this distribution directly, including if we know it is
still s-Zipfian? While modeling Zipfian properties in
learning has proven important (Chan et al., 2022a,b),
these basic questions are still not well understood in
the context of such high-vocabulary Zipfian distribu-
tions, especially under L1 loss. We provide numerous
results towards understanding these questions.

Prior Work The default way to estimate a dis-
crete distribution is the Empirical Proportion Estima-
tor (EPE), which provides the sample estimate for
each index. The study of tight estimates of the ex-
pected absolute deviation of a binomial distribution
from its mean performed by Berend and Kontorovich
(2013) provides a general tool for finding the risk of the
EPE under L1 when su”cient information about the
distribution is known. Cohen et al. (2020) develop a
data-dependent bound for the EPE under L1 loss suit-
able for use in unconstrained estimation settings. Han
et al. (2015) shows that the EPE is minimax optimal
for estimating a completely unconstrained probability
distribution in the L1 norm in the High Dimensional
Asymptotics setting provided ϖ < 1; when ϖ ↘ 1 (so
k ↘ n), consistent estimation is not necessarily pos-
sible in the unconstrained setting. What this work
silently leaves open is if we can do better if we know the
data comes from an s-Zipfian distribution. Falahat-
gar et al. (2017) addresses this question when the dis-
tance of interest is Kullback-Leibler (KL) and k grows
at least as quickly as n and s > 1; in this case they
show that a modification of the EPE, known as Ab-
solute Discounting, is minimax optimal for estimating
the permutation ordering of the s-Zipfian distribution
under KL distance. But they do not delineate whether
for more slowly increasing k (i.e ϖ < 1), if leveraging
that the probability values are known can yield esti-
mators with improved convergence rates. And they do
not present any results regarding minimax optimality
under L1 loss even in the ϖ ↘ 1 case, nor do they study
s ≃ 1 under any circumstances.

The parameter s indexes a family of distributions that
have the same probability values but di!erent order –
a permutation invariant class. A question of concern
in Competitive Distribution Estimation (Orlitsky and
Suresh, 2015) regarding a permutation invariant class
is: what is the di!erence between the worst case risk of
a minimax estimator for this class and the worst case
risk of an estimator qn operating on this class with-
out knowledge of the probability values? This is the

competitive regret of qn for the permutation invariant
class. Orlitsky and Suresh (2015) prove under KL loss
that regardless of the permutation invariant class con-
sidered, a variant of Good-Turing achieves competitive
regret not asymptotically larger than n

→ 1
2 . Hao and

Orlitsky (2019b), still working with KL loss, improve
this with an estimator that achieves worst case asymp-
totic regret of min(n→ s

s+1 , n
→ 1

2 ) specifically for s > 0
Zipfian permutation invariant classes (regardless of di-
mension) while also guaranteeing strong competitive
regret under a wide variety of di!erent permutation
classes. However, the work on rigorous competitive re-
gret analysis under L1 is less well developed. Valiant
and Valiant (2016) study this quantity for general per-
mutation invariant classes, and show the existence of
an estimator achieving the much weaker, asymptoti-
cally poly( 1

log(n) ) magnitude regret.

There are various other works focusing on the uncon-
strained large discrete distribution estimation prob-
lem. Canonne et al. (2023) provides concentration of
measure statements for the Laplace estimator under
the KL loss. Kontorovich and Painsky (2024) pro-
vides a data dependent bound for the EPE loss under
L↑. Painsky (2023) develops confidence intervals for
the distribution.

Several authors have studied estimation of the decay
parameter s in low dimensional Zipfian laws (Izsák,
2006; Zörnig and Altmann, 1995), while authors (Hsu
et al., 2019; Aamand et al., 2019) in the sketching
communities have designed small space estimators for
streams from a s-Zipfian distribution.

Our Contributions Our first main contribution is
the introduction of the Sort and Snap estimator for es-
timating high-dimensional discrete distributions. This
starts with the EPE estimator for each j → [k], and
then sorts these estimated values. It uses this sorted
order to estimate ω, and then updates the estimates to
that of the known s-Zipfian distribution, in a thresh-
olding step we refer to as snapping. We also introduce
the Truncated Sort and Snap estimator, which applies
Sort and Snap to the largest estimates, but retains the
EPE for the smaller values.

Second we provide new upper bounds under L1 er-
ror for the Sort and Snap estimators. Notably, there
are two regimes where Sort and Snap outperforms the
EPE estimator. The first is when ϖ <

1
B(s) where

B(s) = 2 + max(s, 1); i.e the growth rate of k = ↔nω↗
is not too fast, so the alphabet is not too large (Theo-
rem 4.2). This surprisingly achieves exponential con-
vergence! The second is for Truncated Sort and Snap
when s > 2, so the rate of decay is very fast (Theorem
4.3). Comparison with the EPE requires providing
a tight characterization of its performance, which we
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also derive for s-Zipfian distributions (Theorem 4.1).

Third, we provide minimax lower bounds for all these
regimes. We show in the ϖ <

1
B(s) regime that Sort

and Snap matches the polynomial in the fastest de-
caying term of the lower bound precisely (Theorem
4.2) and matches the constant in the fastest decaying
term of the lower bound up to a factor 16. In the
s > 2,ϖ ↘ 1

s+2 setting, we provide a minimax lower

bound of n→ s+1
s+2 almost matching our n

→ s

s+2+ε upper
bound achieved by Truncated Sort and Snap (Theorem
4.3) where ϱ > 0 is an arbitrarily small constant.

In all, this work elucidates a gap in the understand-
ing of estimating structured discrete distributions, and
introduces the Sort and Snap mechanism to close it.
Before it was not possible to provide tight minimax
bounds for such structured distributions in several
growing k regimes, and our work explains why the
standard EPE estimator fell short in the L1 norm.
This work also opens up future directions. One such
direction is determining the lowest possible competi-
tive regret in the Zipfian setting under L1. Our results
aid in this pursuit because we have characterized the s
known near minimax rate in several important regimes
and the EPE performance has been fully characterized;
therefore EPE competitive regret calculations can be
performed from our results in several cases. Other
new directions include tightening a few intermediate
regimes and in showing the more general applicability
of this approach of snapping to one of a discrete set of
options from a function class.

2 NOTATION AND DEFINITIONS

Let Sk denote the k↑1 dimensional probability simplex
for k ↘ 2 and let [k] = {1, 2, . . . , k}. For ppp → Sk,
we denote the probability of the j

th category as ppp(j).
We will be studying probability patterns as k grows.
Specifically, let

F := {f : R+ ⇐ R+; f is monotonically decreasing }

and for k → {1, 2, . . . , }, let Mk be the permutation
functions on [k]. We refer to families of probability
distributions at a given dimension k ↘ 2 generated by
f as

Pf,k = {ppp : ppp → Sk, ⇒ω → Mk s.t ppp(j) =
f(ω(j))

∑
k

j=1 f(ω(j))
}

(1)

This paper focuses on s-Zipfian probability patterns.
That is, for s > 0, we study

fs(x) = x
→s

.

Let Hk,s :=
∑

k

j=1 j
→s and for s > 1, R(s) =

limk↓↑ Hk,s is the Riemann-Zeta function.

For f → F and ppp
k → Pf,k (with permutation function

ω), consider n samples

Y1k, Y2k, . . . , Ynk

iid⇑ ppp
k
.

That is, for i → {1, 2, . . . , n}, and j → {1, 2, . . . , k},
P(Yik = j) = f(ϑ(j))∑

k

i=1 f(ϑ(i))
. For j → {1, 2, . . . , k}, let

Xjk =
n∑

i=1

I(Yik = j) (2)

be the observed count of the jth element.

Define the inverse of the intermediate dimension

B(s) := 2 + max(1, s) = s+ 2 +max(0, 1↑ s) (3)

This will be an important function used in defining k,
as a function of n, to place boundaries on where our
analysis can provide significant improvement for Sort
and Snap over the EPE estimator.

X ⇑ Multinomial(n,ppp = (p1, p2, . . . , pk)) means X

has the probability mass function resulting from drop-
ping n balls into bins labeled 1, 2, . . . , k where each
ball is dropped independently and the probability a
ball falls in bin j is pj .

For functions g, f defined on all su”ciently large in-
tegers, the notation g(n) ↭ f(n) means there ex-
ists a constant C > 0 and a N such that for n ↘
N, g(n) ≃ Cf(n). The notation g(n) = o(f(n)) means

limn↓↑
g(n)
f(n) = 0. The notation g(n) ⇓ f(n) means

there exists a constant C → R such that limn↓↑
g(n)
f(n) =

C. Note that while k = k(n) will always be a function
of the sample size parameter n, we often write k in
place of k(n).

3 SORT AND SNAP ESTIMATORS

We introduce the Sort and Snap (SS) estimator. For
f → F , the sorted order of the counts by category are
determined; then the j

th largest probability in laws
from Pf,k,

f(j)∑
k

i=1 f(i)
, is snapped on to one category

(index) with the j
th largest count. More formally, let

ω̂ → Mk satisfy that index ω̂(j) gives the j
th largest

count. That is,

Xϑ̂(1)k ↘ Xϑ̂(2)k ↘ · · · ↘ Xϑ̂(k)k.

Note ω̂ is not unique because of possible ties. Then
the Full Sort and Snap Estimator is

p̂pp
k

n
(ω̂(j)) :=

f(j)
∑

k

j=1 f(j)
. (4)

Next we formalize the EPE as

p̄pp
k

n
(j) :=

Xjk

n
.
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Now the Truncated Sort and Snap Estimator
(TSS) is defined as follows which uses Sort and Snap
for the common categories (the head), and EPE for
the uncommon (the tail). For a truncation threshold
T → {1, 2, . . . , } TSS is defined

p̂pp
k

n,T
(j) =

{
p̂pp
k

n
(j) j → {ω̂(1), . . . , ω̂(min(T, k))}

p̄pp
k

n
(j) j → [k]↑ {ω̂(1), . . . , ω̂(min(T, k))}

(5)

While these estimators are not uniquely defined (be-
cause a procedure for resolving ties is not specified),
the analyses we provide for Sort and Snap procedures
does not depend on the way ties are resolved.

4 ERROR BOUNDS

All mathematical results are rigorously stated in this
section; full proofs are deferred to the appendix, but an
overview of main analysis ideas are presented in Sec-
tion 5. A pictorial summary of our results on Sort and
Snap, Truncated Sorted Snap, the EPE, and minimax
lower bounds is displayed in Figure 1 as a function of
parameters ϖ and s. The main takeaways are that (a)
for ϖ <

1
B(s) SS’s exponential decay beats EPE, and is

nearly tight to the minimax lower bound; (b) for s > 2
TSS improves upon EPE and approaches the minimax
lower bound as s grows; and (c) otherwise, we leave as
an open problem if a TSS or SS variant can improve
upon EPE.

We first state upper and lower bounds for the per-
formance of the EPE in estimating growing, exact s-
Zipfian probability laws.

Theorem 4.1 (EPE for Exact s-Zipfian Laws). Sup-
pose s > 0. Further let 0 < ϖ < ⇔, pppk → Pfs,k

and
k = ↔nω↗ for n su!ciently large so that ↔nω↗ ↘ 2.
Also,

Y1k, Y2k, . . . , Ynk

iid⇑ ppp
k

and p̄̄p̄p
k

n
is the corresponding EPE. Then

E↖p̄̄p̄pk
n
↑ ppp

k↖1 ⇓






n
→ 1

2 (1→ω) 0 < s < 1,ϖ < 1

1 0 < s < 1,ϖ ↘ 1
n
→ 1

2
(1→ω)↓

log(n)
s = 1,ϖ < 1

log(log(n))
log(n) s = 1,ϖ = 1

1 s = 1,ϖ > 1

n
→ 1

2+ω(1→ s

2 ) 1 < s < 2,ϖ <
1
s

n
1
s
→1 1 < s < 2,ϖ ↘ 1

s

log(n)
n1/2 s = 2

n
→ 1

2 s > 2

In estimation of a completely unconstrained ppp
k in the

simplex, Han et al. (2015) shows that in the L1 loss,

the EPE is minimax optimal. But in the constrained
problem of estimating a probability vector in Pfs,k

,
this is not always the case.

Sort And Snap Bounds The next theorem, one of
the main contributions of this work, shows that pro-
vided the growth rate of k as a function of n is not
too fast, then full Sort and Snap, but not the EPE,
is a minimax optimal estimator (at least with respect
to the polynomial in n and constants depending only
on s and ϖ inside the exponential). Before stating the
theorem, we introduce a useful constant

C
↔
s,ω

:= s
2






1↑ s 0 < s < 1
1
ω

s = 1
1

R(s) s > 1.

(6)

Theorem 4.2 (SS Upper and Lower Bounds). Sup-
pose s > 0, 0 < ϖ <

1
B(s) and for each n large enough

so that ↔nω↗ ↘ 2, k := ↔nω↗ and 0 < ϱ < 1 ↑ ϖB(s).
Then the Full Sort and Snap Estimator p̂pp

k

n
achieves

that sup
ppp↗Pfs,k

E↖p̂ppk
n
↑ ppp↖1

↭ n
→ω(B(s)→2)

logI(s=1)(n)
exp

(
↑
C

↔
s,ω

(1↑ ϱ)

16

n
1→ωB(s)

logI(s=1)(n)

)

when 0 < ϖ <
1

B(s)+1 and sup
ppp↗Pfs,k

E↖p̂ppk
n
↑ ppp↖1

↭ n
→ω(B(s)→2)

logI(s=1)(n)
hn,s,ω exp

(
↑
C

↔
s,ω

(1↑ ϱ)

16

n
1→ωB(s)

logI(s=1)(n)

)

when ϖ <
1

B(s) and hn,s,ω = n
2(ω(B(s)+1)→(1→ε)). Also,

inf µ̂n
sup

ppp↗Pfs,k
E↖µ̂n ↑ ppp↖1

↫ n
→ω(B(s)→1)

logI(s=1)(n)
exp

(
↑C

↔
s,ω

(1 + ϱ)
n
1→ωB(s)

logI(s=1)(n)

)

where Pfs,k
is the collection of all k–dimensional s–

Zipifan probability distributions. And the inf is taken

over all functions of the n samples Y1, Y2, . . . , Yn

iid⇑ ppp.

Full Sort and Snap thus clearly outperforms the EPE
in the ϖ <

1
B(s) growth setting, because according to

Theorem 4.1, in no regimes does the EPE achieve bet-
ter than polynomial decay. Note regarding the mini-
max optimality of Full Sort and Snap that the poly-
nomial inside the exponential is matched precisely in
Theorem 4.2 and the constant in the exponential is
mismatched only by a factor 16.

Truncated Sort And Snap Bounds The next the-
orem shows that a Truncation of Sort and Snap can
outperform the EPE even when k grows quickly with
n, so long as s > 2; recall for every s > 2, the EPE
never outperforms n→ 1

2 and for s > 2, s

s+2 >
1
2 .
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Figure 1: Bounds on the error rates as a function of n, plotted in (s,ϖ) parameter space. The left panel shows
upper bounds for SS and TSS, the middle tight bounds for EPE, and the right minimax lower bounds. The
region separating curves are 1

B(s) ,
1

(B(s)+1) , and 1
max(1,s) . Behavior at curve boundaries not displayed.

Theorem 4.3. (TSS Upper and Lower Bounds) Sup-
pose s > 2, ϖ ↘ 1

B(s) and k = ↔nω↗ for each n large

enough so that ↔nω↗ ↘ 2. And let Tn,ϖ = I(k, 1, ϑ)↑ 1
(where I(k, 1, ϑ) is defined in equation 92). Then there
exists Us,ω,1, Us,ω,2 > 0 such that for any 0 < ϑ <

Us,ω,1 and 0 < ϱ < Us,ω,2

sup
ppp↗Pfs,k

E↖p̂ppk
n,Tn,ε

↑ ppp↖1 ↭ n
→ s

s+2n
ε (7)

Also, for any s > 0 and ϖ ↘ 1
B(s) ,

inf µ̂n
sup

ppp↗Pfs,k
E↖µ̂n ↑ ppp↖1

↫ n
→ s+1

s+2→ωmax(0,1→s)(1→ s+1
s+2 ) log→I(s=1) 1

3 (n) (8)

where again the inf is taken over all functions of the

n samples Y1, Y2, . . . , Yn

iid⇑ ppp.

Note that in Theorem 4.3, the polynomial in the lower
and upper bound mismatch by a power 1

s+2 . Thus TSS
is, up to an arbitrarily slowly increasing polynomial
term, near-minimax-optimal for large s; but for s near
2 the power gap is near 1

4 ; resolving this gap remains
an open problem.

While Sort and Snap outperforms the EPE for any
s > 0 Zipfian law that doesn’t grow too quickly in
dimension (Theorem 4.2) and for any s > 2 law even
if the dimension grows quickly (Theorem 4.3), we do
not discover a benefit to using Sort and Snap for long,
flat Zipfian laws. That is, for 0 < s < 2 and ϖ ↘ 1

B(s) .
In this case, the best upper bound we know of comes

from the EPE, and our best lower bound is n→ s+1
s+2 .

5 PROOF SKETCHES

Full proofs are contained in the appendices; here we
will illustrate central ideas of Theorems 4.1, 4.2 and

4.3. The restriction to s > 1 in this section ensures
Hk,s is convergent, which slightly simplifies the proofs,
but in the appendix we show how to handle any s > 0
by quantifying the growth rate of Hk,s.

5.1 On The Tight Performance Of The EPE

As discussed in Cohen et al. (2020), for k ↘ 2, pppk →
Pf,k and Y1k, Y2k, . . . , Ynk

iid⇑ ppp
k and p̄pp

k

n
the corre-

sponding EPE, Berend and Kontorovich (2013) shows
that there exists a number #n,k(f) such that

1

2
#n,k(f)↑

1

2

1↓
n
≃ E↖p̄̄p̄pk

n
↑ ppp

k↖1 ≃ 2#n,k(f)

#n,k(f) is precisely the sum of the probabilities in the
k dimensional probability law generated by f that are
less than 1

n
plus 1

2
↘
n
times the sum of the square roots

of all the other probabilities in the k dimensional law
generated by f . In the Zipfian case, f ↙ fs and the
order of # depends on ϖ and s; here we illustrate one
case.

Lemma 5.1. If ϖ >
1
s
and k ↘ 2, pppk → Pfs,k

with
permutation function ωk and k = ↔nω↗ then

E↖p̄̄p̄pk
n
↑ ppp

k↖1 ⇓ n
1
s
→1 when 1 < s < 2

Proof. j
→s

Hk,s

< n
→1 if and only if j >

(
n

Hk,s

) 1
s

. Thus

since ϖ >
1
s
.

#n,k(fs) =
1

Hk,s

k∑

j=≃( n

H
k,s

)
1
s ⇐+1

j
→s+

1

2
√

nHk,s

≃( n

H
k,s

)
1
s ⇐

∑

j=1

j
→ s

2

Using Riemann integration to upper and lower bound
the first sum and that Hk,s converges when s > 1, we
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have that
∑

k

j=≃( n

H
k,s

)1/s⇐+1 j
→s ⇓ n

1
s
→1 when s > 1.

By another Riemann integration argument, when 1 <

s < 2, we have that 1
2
↓

nHk,s

∑≃( n

H
k,s

)
1
s ⇐

j=1 j
→ s

2 ⇓ n
1
s
→1.

Thus when 1 < s < 2, we conclude #n,k(fs) ⇓ n
1
s
→1;

the lemma conclusion follows.

In this example, the order of the two sums is the same.
This happens to be the case when 1 < s < 2 and
ϖ >

1
s
, but there are other arrangements of the values

of ϖ, s where this is not so.

5.2 A Minimax Lower Bound For Small ϖ

Lemma 5.2. If 0 < ϖ <
1

B(s) and s > 1, then for any
ϱ > 0

inf
µ̂n

sup
ppp↗Pfs,k

E↖µ̂n ↑ ppp↖1 ↫

n
→ω(B(s)→1)

logI(s=1)(n)
exp

(
↑C

↔
s,ω

(1 + ϱ)
n
1→ωB(s)

logI(s=1)(n)

)

where the inf is taken over all functions of the n sam-

ples Y1, Y2, . . . , Yn

iid⇑ ppp

Proof. We use the Le Cam method (Tibshirani and
Wasserman, 2017). Set P0n to be the k dimensional
Zipfian law with probabilities in decreasing order. Set
P1n to P0n on the first k ↑ 2 indices, with the last 2
probabilities flipped. By Theorem 4 of Tibshirani and
Wasserman (2017), the minimax lower bound is

↫ ↖P0n ↑ P1n↖1 exp (↑nKL(P0n, P1n)) .

Thus we need to lower bound KL(P0n, P1n) and upper
bound ↖P0n ↑ P1n↖1. First we compute the two dis-
tances. This is simple because only the last 2 entries
have been flipped.

↖P0n ↑ P1n↖1 =
2

Hk,s

|(k ↑ 1)→s ↑ k
→s|

=
2

Hk,s

|fs(k ↑ 1)↑ fs(k)|

And

KL(P0n, P1n) =

(k ↑ 1)→s

Hk,s

log(
(k ↑ 1)→s

k→s
) +

k
→s

Hk,s

log(
k
→s

(k ↑ 1)→s
) =

s

Hk,s

log(
k

k ↑ 1
)|fs(k ↑ 1)↑ fs(k)|.

Since fs(k ↑ 1) ↑ fs(k) occurs in both distances we
need control of it from above and below. Using a two
term Taylor series expansion of fs(k↑ 1) about fs(k),

and that fs is convex so its second derivative is non-
negative, we have for some ς → [k ↑ 1, k],

sfs+1(k ↑ 1) ≃ fs(k ↑ 1)↑ fs(k) (9)

= sfs+1(k ↑ 1) +
s(s+ 1)

2
fs+2(ς).

To handle the fs+2 term, we use that fs+2 monotoni-
cally decreases. Therefore fs+2(ς) ≃ fs+2(k↑1). Now
note fs+2(k ↑ 1) = o(fs(k ↑ 1)). Therefore, for any
ϱ > 0, there is an N so that for n ↘ N

sfs+1(k↑ 1) ≃ fs(k↑ 1)↑ fs(k) ≃ s(1+ ϱ)fs+1(k↑ 1)
(10)

We also need control over Hk,s from above and below
since it occurs in both distances. Since s > 1, Hk,s ⇐
R(s) (the Riemann-Zeta function). Thus for any ϱ > 0
and N su”ciently large,

(1↑ ϱ)R(s) ≃ Hk,s ≃ R(s)

The last term amongst the two distances that we have
not yet controlled is log( k

k→1 ). It occurs only in the nu-
merator KL(P0n, P1n) so we just need an upper bound
for it. By another Taylor series expansion, for any
ϱ > 0, there is some N such that for n ↘ N

log(
k

k ↑ 1
) ≃ 1

k
(1 + ϱ).

Finally, to upper bound the KL(P0n, P1n), we use the
expression for KL and plug in the upper bounds for
fs(k↑1)↑fs(k) and log( k

k→1 ) and the lower bound for
Hk,s. In the KL upper bound, there is a factor above

1 and arbitrarily close to 1, (1+ε)2

1→ε
appearing for ϱ > 0.

Call this 1 + ϱ for ϱ > 0 arbitrarily small. Likewise,
we use the lower bound for fs(k↑1)↑fs(k) and upper
bound for Hk,s and the expression for ↖P0n↑P1n↖1 to
lower bound this quantity.

5.3 Sort And Snap Upper Bound For Small ϖ

Here we describe an approach to achieve the optimal
exponential decay (up to factor 16) when ϖ <

1
B(s)

and s > 1 without achieving the optimal polynomial
outside the exponential. The tighter approach in the
appendix improves the lower order polynomial term in
front of the exponential (and also handles 0 < s ≃ 1).

Lemma 5.3. If ϖ <
1

B(s) and s > 1 and k = ↔nω↗ and
ppp
k → Pfs,k

with permutation function ωk, there exists
a Us,ω,3 > 0 such that for each 0 < ϱ < Us,ω,3

E↖p̂ppk
n
↑ ppp

k↖1 ↭ n
ω exp

(
↑(1↑ ϱ)

C
↔
s,ω

16
n
1→ωB(s)

)
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Proof. We start by defining for i → [k] a radius rn,i

so that if the distance between the probability asso-
ciated with the i

th largest category and its respective
empirical proportion is less than rn,i for each cate-
gory i → [k], then Sort and Snap yields zero error.
Denote this as event An. Decomposing the expec-
tation and using an upper bound on 1–norm implies
E↖p̂ppk

n
↑ ppp

k↖1 ≃ 2P(AC

n
).

It is su”cient to set rn,i smaller than 1
2 of the distance

between i
th largest probability and the nearest adja-

cent probability. We will show the following su”ces:

rn,i := φn

√
pppk(ω→1

k
(i))(1↑ pppk(ω→1

k
(i))

where φn := (1 ↑ ϱ) 12n
→ ωB(s)

2

√
C

↔
s,ω

for 0 < ϱ < 1.

Given this, using a standard Bernstein concentration
of measure statement, then the union bound over
j → [k], we can achieve our goal by bounding the prob-
ability of AC

n
as at most

2
k∑

j=1

exp

(
↑nmin

(
φ
2
n

4
,
φn

√
pppk(j)(1↑ pppk(j))

2

))
↭

k exp(↑nφ
2
n
) ↭

k exp

(
(1↑ ϱ)2

C
↔
s,ω

16
n
1→ωB(s)

)

where the first ↭ is since
√
pppk(j)(1↑ pppk(j)) is larger

than this function evaluated at the smallest probability
and since by definition of B(s) and since Hk,s ⇐ R(s),
one can show

φ
2
n
= o

(
φn

√
pppk(ω→1

k
(k))(1↑ pppk(ω→1

k
(k))

)
.

What is left to argue is that for each ϱ in a neigh-
borhood of 0, eventually in n, rn,i is smaller than 1

2
the distance of the i

th largest probability to its near-
est adjacent probability for i → [k]. Since the in-
dex set is growing, we divide it into segments Sj :=
{↔kϱj→1↗, . . . , ↔kϱj↗} where {↼j}↑j=0 is an increasing se-
quence with ↼0 = 0 and limit 1 and r

n,≃kϑj→1⇐ is smaller

than 1
2 the distance between the ↔kϱj↗th largest prob-

ability and its nearest adjacent probability for j ↘ 1.

Assuming the existence of such a sequence, each in-
dex i → [k ↑ 1] is in some Sji

. In particular, since
rn,i decreases in i (which follows since the function
g(x) = x(1 ↑ x) is symmetric about 1

2 on the inter-
val [0, 1] and monotonically increasing on [0, 1

2 ]), rn,i
is smaller than the r value at the left end of the seg-
ment. By the definition of the ↼ sequence, the r value
at the left end of the segment is smaller than 1

2 of the
distance to closest adjacent probability at the right end
of the segment. And since Zipfianity ensures distance

to closest adjacent probability decreases as i increases,
this value at the right end of the segment is smaller
than this value at i.

Thus all that is left is to show the sequence

↼j :=
↼j→1 · s

2 · (s+ 1)
+

s+ 2

2(s+ 1)
=

s+ 2

2(s+ 1)

j→1∑

ς=0

(
s

2(s+ 1)

)ς

satisfies the desired properties. First, using the ge-
ometric series formula note that limj↓↑ ↼j = 1.
Second, since ↼j < 1 always, distance to clos-
est adjacent probability at the end of segment j is
fs(≃kϑj ⇐)→fs(≃kϑj ⇐+1)

Hk,s

. Using Taylor’s theorem to bound

this from below by sfs+1(≃kϑj ⇐)
Hk,s

we have for any 0 < ϱ <

1 an N su”ciently large such that for each j ↘ 1 and
n ↘ N

fs(↔kϱj↗)↑ fs(↔kϱj↗+ 1)

Hk,s

↘ sfs+1(↔kϱj↗)
Hk,s

↘ n
→(s+1)ωϱj s

R(s)

↘ n
→ ω(s+2)

2 n
→ sωϑj→1

2
s

R(s)

↘ n
→ ωB(s)

2
s√
R(s)

(1↑ ϱ)
√
g(ppp(ω→1

k
(↔kϱj→1↗))

= 2r
n,≃kϑj→1⇐

where in the second last line we used that B(s) =
s+ 2 and in the last line we used the definition of φn

and that C
↔
s,ω

= s
2

R(s) when s > 1. This handles the

ordering property for all i → [k↑1]. For i = k, one can
directly show rn,k is smaller than 1

2 of the distance to
the closest adjacent probability.

5.4 Performance Of TSS In High Dimensions

Here we explain why the stated TSS bounds of Theo-
rem 4.3 are only for s > 2, not for s > 1.

Tn,ϖ of Theorem 4.3, specified in equation (92) of the

appendix, satisfies Tn,ϖ ⇓ n
1

B(s)→ϖ where ϑ > 0 is ar-
bitrarily small. Decomposing expected 1–norm into
the head (error on probabilities at least as large as
the probability at the truncation index) and tail, and
then using the segmentation procedure on the head,
we have that when s > 2

E↖p̂ppk
n,Tn,ε

(j)↑ ppp
k↖1 =

n
C1 exp(↑C2n

ϖ) + E
k∑

j=Tn,ε+1

|p̄ppk
n
(ω→1

k
(j))↑ ppp

k(ω→1
k

(j))|.

Tn,ϖ, also a function of s, is chosen arbitrarily close to
the largest growing index such that use of Sort and
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Snap on this head of the distribution still yields expo-
nential decay. This leaves the EPE error in the tail.
What distinguishes the heavy tailed 1 < s < 2 case
from the light tailed s > 2 case is that

E
k∑

j=Tn,ε+1

|p̄ppk
n
(ω→1

k
(j))↑ ppp

k(ω→1
k

(j))|

{
⇓ E↖p̄ppk

n
↑ ppp↖1 1 < s < 2

o

E↖p̄ppk

n
↑ ppp↖1


s > 2

(11)

6 SIMULATIONS

We perform three simulations to demonstrate and
compare performance of the EPE, TSS, and SS un-
der various s and ϖ. Each simulation is a Monte Carlo
study: for a given n, ϖ and s, M trials are run, draw-
ing from the member of pppk → Pfs,k

possessing the iden-
tity permutation. From each of the M trials, we ob-
tain the value of the estimator for a given estimator
An → {EPEn, TSSn, SSn}; denote these estimates as
A1n, . . . , AMn. For each estimate, the ↖ · ↖1 distance
between the estimator and truth (the member of Pfs,k

possessing the identity permutation) is computed. The
Monte Carlo point estimate for E↖pppk↑An↖1 is defined

as B̄A,n,M := 1
M

∑
M

j=1 ↖pppk ↑ Ajn↖1. Via the Central
Limit Theorem, Delta Method, and Slutsky’s theorem

B̄A,n,M

↽̂M

↓
M(log(B̄A,n,M )↑ log(E↖pppk ↑An↖1)

D⇐ N (0, 1) as M ⇐ ⇔

where ↽̂M is the sample standard deviation of the
M Monte Carlo trials. The above equation allows
us to produce approximately valid 95% confidence in-
tervals for log(E↖pppk ↑ An↖1) for M su”ciently large.
We set M = 300 and use sample sizes ln(n) →
{5, 6, . . . , 13, 14}. Simulation plots have x-axis as ln(n)
and y-axis providing an approximate 95% confidence
interval for log(E↖pppk↑An↖1). Code, data and instruc-
tions to reproduce are here: https://github.com/
jacobs269/zipfianPaper

Simulation 1: s = 1.05, ϖ = 1
s+3 : This simulation

illustrates one of the main features of Theorems 4.1
and 4.2, which is that if the problem has a growth
rate that does not increase too quickly with n, then
Sort and Snap will achieve exponential decay while
the EPE achieves only polynomial decay. The choice
of s = 1.05 for this simulation is also motivated by
Zipf’s original work on the subject suggesting word
frequency distributions in text often were Zipfian with
s near 1 (Zipf, 1949).

If xn = log(n) and yn = log(E↖pppk ↑ An↖1), then The-
orem 4.1 implies that with An = EPEn, there are
constants C1, C2 such that

log(C1)↑ rxn ≃ yn ≃ log(C2)↑ rxn (12)

for n su”ciently large and r the power in the rate
given in Theorem 4.1. On the other hand, Theorem
4.2 implies that when An = SSn there are constants
r1, r2, C1, C2, C3, C4 such that for n su”ciently large

log(C1)↑ r1xn ↑ C3 exp (xn (1↑ ϖ(s+ 2))) (13)

≃ yn ≃ log(C2)↑ r2xn ↑ C4 exp(xn(1↑ ϖ(s+ 2))).

By Equation (12) we expect roughly linear behavior
for EPE in the log↑ log plots while by Equation (13)
we expect a steeper slope as log(n) increases for SS.
This is illustrated in the left plot in Figure 2.

Simulation 2: s > 2 and ϖ = 1: This simula-
tion compares the EPE, SS, and TSS when s = 3
and when s = 5. Using similar arguments to those
explained for Simulation 1, Theorems 4.1 and 4.3 re-
spectively suggest that asymptotically in n and on
the log↑ log scale, the EPE curve should be approxi-
mately linear with slope ↑ 1

2 and the TSS curve should
be approximately linear with slope ↑ s

s+2 .

In particular, the EPE should not incur a rate im-
provement when s increases in this simulation, but
TSS should. This is what we observe in Simulation
2 in the middle of Figure 2. EPE and TSS curves
look roughly linear but the Ordinary Least Squares
estimates of the slope for the EPE under s = 3, 5
are nearly identical ↑.470,↑.474 while for TSS they
are ↑.569 and ↑.676. The exact slope estimates are
meaningful only in comparison between estimators.

Moreover, the SS curves achieve lower error than the
TSS curves but the di!erence between TSS and SS

appears to vanish as n grows. The slope estimates
support the hypothesis that eventually in n, TSS will
perform at least as well or possibly better than SS.

Simulation 3: s = 1.5 and ϖ = 1/s: A remaining
open question is whether or not the EPE retains min-
imax optimality when 1 < s < 2 and ϖ >

1
s+2 . Our

hypothesis is yes, and this is supported by Simulation
3 on the right of Figure 2. We see that the EPE has
the fastest decaying slope of the three methods and all
three slopes are quite similar.

7 DISCUSSION AND OPEN
PROBLEMS

This work provides new estimators (SS and TSS) for
s-Zipfian distributions under L1, and shows that these

https://github.com/jacobs269/zipfianPaper
https://github.com/jacobs269/zipfianPaper
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Figure 2: Simulations with ln(n) → {5, 6, . . . , 13, 14} showing log(E↖pppk ↑ An↖1) with 95% confidence intervals
where An → {EPEn, TSSn, SSn}. For Simulations 2 and 3 the Ordinary Least Squares estimate of the slope of
each line is displayed in the top right corner.

are sometimes near minimax optimal. We also provide
tight analyses for the standard EPE estimator. These
answer important questions about estimation for high-
dimensional structured distributions, which are very
relevant in the context of large language models and
other featurized representation learning problems.

This work brings forward several interesting open
questions, including what other distributional cases
can Sort-and-Snap type estimators provide better er-
ror rates, and can we estimate distributional meta-
parameters (such as s) as part of the problem. More-
over, while the main landscape of estimating this s-
Zipfian is now resolved (see Figure 1), we leave open
questions to completely resolve this, including: Does
the EPE remain the minimax optimal procedure when
0 < s < 2 and ϖ >

1
B(s)?

This is plausible because the error of the EPE in es-

timating largest probabilities (the n
1

B(s) largest prob-
abilities) is dominated by that of estimating smaller
probabilities, and mis-ordering the counts of adjacent

probabilities beyond the n
1

B(s) point happens with con-
stant probability for those smaller probabilities. Prov-
ing this in the a”rmative would be interesting because
it would demonstrate that in high-dimensional prob-
lems under L1 loss there can arise scenarios where it
does not help to use the probability values themselves,
even if known.

Another consideration is that SS and TSS are exam-
ples of permutation invariant estimators in that if the
categories are relabeled according to some permuta-
tion function ω

↔, then the probability estimate for cat-
egory j under SS (or TSS) before the relabeling of cat-
egories will equal the probability estimate for category
(ω↔)→1(j) after the relabeling. Greenshtein and Ritov
(2009) define the permutation invariant oracle as the
permutation invariant estimator minimizing the risk
when the true permutation ω of the probabilities is

the identity permutation. Because SS and TSS are
permutation invariant, our upper bounds also upper
bound the risk of the permutation invariant oracle in
the s–Zipfian setting. The permutation invariant ora-
cle o!ers an alternative to SS and TSS that may avoid
switching from snapping to empirical proportions in
TSS at a Zipfian specific dimension. This could be
useful for generalizing beyond the Zipfian setting and
we leave this for future work.

Finally, note that due to Berend and Kontorovich
(2013), estimators that use empirical proportions or
slight modifications (such as the EPE, the Good-
Turing method in Orlitsky and Suresh (2015), or Ab-
solute Discounting in Falahatgar et al. (2017)) must
achieve the slower polynomial rather than exponential
decay rates. The exponential decay rates of SS are
due to s (and consequently the probability values) be-
ing known. In a data analysis however, it is possible
s may not be known. This in combination with our
regime dependent upper bounds on the minimax esti-
mator in the s known case provides strong motivation
for a more careful study of Competitive Distribution
Estimation under L1 loss in the Zipfian setting. In
particular: Will an adaptive variant of Sort and Snap
that estimates s first, and then performs the sorting
and snapping still yield an improvement over the EPE
and other non multiset oracle procedures such as those
presented in Orlitsky and Suresh (2015),Valiant and
Valiant (2016),Falahatgar et al. (2017), Hao and Orl-
itsky (2019b), and Hao and Orlitsky (2019a) for esti-
mating distributions that are s > 0 Zipfian?
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A TIGHT PERFORMANCE OF EPE

Berend and Kontorovich (2013) provide a general tight upper and lower bound for the performance of the EPE
that we will apply in our setting. As discussed in Cohen et al. (2020), letting

#n,k(f) :=
∑

j↗[k]: f(j)
∑

k
t=1 f(t)

<
1
n

f(j)
∑

k

t=1 f(t)
+

1

2
↓
n

∑

j↗[k]: f(j)
∑

k
t=1 f(t)

⇒1/n


f(j)

∑
k

t=1 f(t)
(14)

Then if for k ↘ 2, pppk → Pfs,k
and

Y1k, Y2k, . . . , Ynk

iid⇑ ppp
k

and p̄̄p̄p
k

n
is the corresponding EPE, then for k ↘ 2

1

2
#n,k(f)↑

1

2

1↓
n
≃ E↖p̄̄p̄pk

n
↑ ppp

k↖1 ≃ 2#n,k(f) (15)

This leads to the following theorem regarding the performance of the EPE for s–Zipfian laws

Theorem 4.1 (EPE for Exact s-Zipfian Laws). Suppose s > 0. Further let 0 < ϖ < ⇔, pppk → Pfs,k
and k = ↔nω↗

for n su!ciently large so that ↔nω↗ ↘ 2. Also,

Y1k, Y2k, . . . , Ynk

iid⇑ ppp
k

and p̄̄p̄p
k

n
is the corresponding EPE. Then

E↖p̄̄p̄pk
n
↑ ppp

k↖1 ⇓






n
→ 1

2 (1→ω) 0 < s < 1,ϖ < 1

1 0 < s < 1,ϖ ↘ 1
n
→ 1

2
(1→ω)↓

log(n)
s = 1,ϖ < 1

log(log(n))
log(n) s = 1,ϖ = 1

1 s = 1,ϖ > 1

n
→ 1

2+ω(1→ s

2 ) 1 < s < 2,ϖ <
1
s

n
1
s
→1 1 < s < 2,ϖ ↘ 1

s

log(n)
n1/2 s = 2

n
→ 1

2 s > 2

Proof. For j → N, j
→s

Hk,s

< n
→1 implies that j > ( n

Hk,s

)1/s. Therefore, with fs(x) = x
→s, we have that

#n,k(fs) =




1

Hk,s

∑

j↗N:min
(
k,( n

H
k,s

)1/s
)
<j⇑k

j
→s +

1

2
√

nHk,s

∑

j↗N:1⇑j⇑min
(
k,( n

H
k,s

)1/s
)
j
→s/2



 =






1
Hk,s

∑
k

j=⇓( n

H
k,s

)1/s⇔ j
→s + 1

2
↓

nHk,s

∑≃( n

H
k,s

)1/s⇐
j=1 j

→s/2 ( n

Hk,s

)1/s < k

1
2
↓

Hk,sn

∑
k

j=1 j
→s/2 ( n

Hk,s

)1/s ↘ k

(16)

Observe also that for an an increasing sequences in n and s
↖
> 0






1
1→s↑

(
(an + 1)1→s

↑ ↑ 1
)

s
↖
< 1

log(an + 1) s
↖ = 1

1
s↑→1 (1↑ (an + 1)1→s

↑
) s

↖
> 1

=


an+1

1
x
→s

↑
dx ≃

an∑

j=1

j
→s

↑
≃ 1+


an

1
x
→s

↑
dx = 1+






1
1→s↑

(
a
1→s

↑

n
↑ 1

)
s
↖
< 1

log(an) s
↖ = 1

1
s↑→1 (1↑ a

1→s
↑

n
) s

↖
> 1

(17)
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In particular,

an∑

j=1

j
→s

↑
⇓






a
1→s

↑

n
0 < s

↖
< 1

log(an) s
↖ = 1

1 s
↖
> 1

(18)

Note equation 18 implies that

Hk,s ⇓






n
ω(1→s) 0 < s < 1

log(n) s = 1

1 s > 1

(19)

Also, for bn a non-decreasing sequence such that 1 ≃ bn ≃ k, we have that






1
1→s↑

(
(k + 1)1→s

↑ ↑ b
1→s

↑

n

)
s
↖
< 1

log(k + 1)↑ log(bn) s
↖ = 1

1
s↑→1

(
b
1→s

↑

n
↑ (k + 1)1→s

↑
)

s
↖
> 1

=


k+1

bn

x
→s

↑
dx ≃

k∑

j=bn

j
→s

↑
≃


k

bn→1
x
→s

↑
dx =






1
1→s↑

(
k
1→s

↑ ↑ (bn ↑ 1)1→s
↑
)

s
↖
< 1

log(k)↑ log(bn ↑ 1) s
↖ = 1

1
s↑→1

(
(bn ↑ 1)1→s

↑ ↑ k
1→s

↑
)

s
↖
> 1

(20)

Now we will handle each of the 9 cases.
Case 1: 0 < s < 1,ϖ < 1

ϖ < 1 implies that 1→ω(1→s)
s

> ϖ. Using this and equation 19, we have that

(
n

Hk,s

)1/s

⇓ n
1→ω(1→s)

s = ⇀(k)

In particular for su”ciently large n,
(

n

Hk,s

)1/s
↘ k. Thus applying equation 16 and then using equations 18

(with an = k and s
↖ = s

2 ) and 19, we have that

#n,k(fs) ⇓ n
→ 1

2n
→ ω(1→s)

2 n
ω(1→ s

2 ) = n
→ 1

2 (1→ω) (21)

Using this and equation 15 the case conclusion follows.
Case 2: 0 < s < 1,ϖ ↘ 1

We first handle ϖ = 1. In this case, by equation 19, ( n

Hk,s

)
1
s ⇓ n. By applying equation 19 and 18 (with s

↖ = s

2

and an the obvious choice), we have that

1

2
√

nHk,s

≃( n

H
k,s

)
1
s ⇐

∑

j=1

j
→s/2 ⇓ n

→ 1
2n

→ 1→s

2 n
1→ s

2 ⇓ 1 (22)

By a nearly identical argument,

1

2
√

nHk,s

k∑

j=1

j
→s/2 ⇓ 1 (23)

By equations 22 and 23 and equation 16, when ϖ = 1

#n,k(fs) ↫ 1

Using this and equation 15 and that 1–norm is bounded above by a positive constant on the Simplex, the case
conclusion follows for ϖ = 1. When ϖ > 1, 1→ω(1→s)

s
< ϖ. So using equation 19, we have that

(
n

Hk,s

)1/s

⇓ n
1→ω(1→s)

s = o(k) (24)
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Using this and equation 16 and then equation 20 with bn = ∝( n

Hk,s

)1/s′ and s
↖ = s, we have that

#n,k(fs) ↫
1

Hk,s

k∑

j=⇓( n

H
k,s

)1/s⇔

j
→s ↫ n

→ω(1→s)

(
(k + 1)1→s ↑ (∝( n

Hk,s

)1/s′)1→s

)
↫ n

→ω(1→s)
n
ω(1→s) ↫ 1 (25)

Using this and equation 15 and that 1–norm is bounded above by a positive constant on the Simplex, the case
conclusion follows for ϖ > 1
Case 3: s = 1,ϖ < 1
By equation 19, we have that (

n

Hk,s

)1/s

⇓ n

log(n)
= ⇀(k) (26)

Using this and equation 16 and then equation 18 (with s
↖ = 1/2 and an = k), we have that

#n,k(f1) ⇓
1√

nHk,s

k∑

j=1

j
→s/2 ⇓ n

→ 1
2

1√
log(n)

n
ω(1→ 1

2 ) ⇓ n
→ 1

2 (1→ω)

√
log(n)

(27)

Using this and equation 15 the case conclusion follows
Case 4: s = 1,ϖ = 1

First using equation 18 with an = ↔( n

Hk,s

)1/s↗ and s
↖ = 1

2 and also equation 19, we have that

1√
nHk,s

≃( n

H
k,s

)1/s⇐
∑

j=1

j
→ 1

2 ⇓ n
→ 1

2
1√

log(n)

(
n

log(n)

) 1
2

⇓ 1

log(n)
(28)

Next, using equation 20 with bn = ∝( n

Hk,s

)1/s′ and s
↖ = 1 and also equation 19, we have that

log(log(n))

log(n)
↭ 1

log(n)
log(

k + 1

∝( n

Hk,s

)1/s′
) ↭ 1

Hk,s

k∑

j=⇓( n

H
k,s

)1/s⇔

j
→s ↭ 1

log(n)
log(

k

∝( n

Hk,s

)1/s′ ↑ 1
) ↭ log(log(n))

log(n)

(29)
Also, ( n

Hk,s

)1/s = o(k). Using this and equations 28 and 29 and 16, we have that

#n,k(f1) ⇓
log(log(n))

log(n)
(30)

Using this and equation 15 the case conclusion follows
Case 5: s = 1,ϖ > 1

Applying equation 20 with bn = ∝( n

Hk,s

)1/s′ and s
↖ = s (and again using equation 19), we have that

1

Hk,s

k∑

j=⇓( n

H
k,s

)1/s⇔

j
→s ↫ 1

log(n)

(
log(k + 1)↑ log(∝( n

Hk,s

)1/s′
)

⇓ log(nω→1 log(n))

log(n)
⇓ 1 (31)

Also
(

n

Hk,s

)1/s
= o(k). Using this and equation 31, and 16, we have that

#n,k(f1) ↫ 1

Using this and that 1–norm on the Simplex is bounded above by a constant, and equation 15, the case conclusion
follows.
Case 6: 1 < s < 2,ϖ <

1
s

By equation 19 and since ϖ <
1
s (

n

Hk,s

)1/s

⇓ n
1
s = ⇀(k) (32)
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Also, applying equation 19 with an = k and s
↖ = s

2 , we have that

1√
Hk,sn

k∑

j=1

j
→ s

2 ⇓ n
ω(1→ s

2 )n
→ 1

2 ⇓ n
→ 1

2+ω(1→ s

2 ) (33)

Using this and equations 32 and 16, we have that

#n,k(fs) ⇓ n
→ 1

2+ω(1→ s

2 )

Using this and equation 15 the case conclusion follows.
Case 7: 1 < s < 2,ϖ ↘ 1

s

First we will consider ϖ = 1
s
. By equation 16 we have that

min




1

Hk,s

k∑

j=⇓( n

H
k,s

)
1
s ⇔

j
→s +

1

2
√
nHk,s

≃( n

H
k,s

)
1
s ⇐

∑

j=1

j
→s/2

,
1

2
√
Hk,sn

k∑

j=1

j
→s/2



 ↭

#n,k(fs) ↭

max




1

Hk,s

k∑

j=⇓( n

H
k,s

)
1
s ⇔

j
→s +

1

2
√
nHk,s

≃( n

H
k,s

)
1
s ⇐

∑

j=1

j
→s/2

,
1

2
√
Hk,sn

k∑

j=1

j
→s/2





(34)

Also applications of equation 19,20,and 18 yield

1

Hk,s

k∑

j=⇓( n

H
k,s

)
1
s ⇔

j
→s +

1

2
√

nHk,s

≃( n

H
k,s

1
s ⇐

∑

j=1

j
→s/2 ⇓ n

1
s
(1→s) + n

→ 1
2n

1
s
(1→ s

2 ) ⇓ n
1
s
→1 (35)

Also, when ϖ = 1
s
,

1√
Hk,sn

k∑

j=1

j
→ s

2 ⇓ n
→ 1

2n
ω(1→ s

2 ) ⇓ n
1
s
→1 (36)

By equations 34,35,and 36, we have that when ϖ = 1
s
,

#n,k(fs) ⇓ n
1
s
→1 (37)

Using this and equation 15 the case conclusion follows for ϖ = 1
s
. If ϖ >

1
s
, then

(
n

Hk,s

)1/s

= o(k)

Using this and equation 16 and equation 35, we have that

#n,k(fs) ⇓
1

Hk,s

k∑

j=⇓( n

H
k,s

)
1
s ⇔

j
→s +

1

2
√
nHk,s

≃( n

H
k,s

)

1
s ⇐

∑

j=1

j
→s/2 ⇓ n

1
s
→1 (38)

Using this and equation 15 the case conclusion follows for ϖ >
1
s
.

Case 8: s = 2,ϖ > 0
In this case, using equation 18

1√
Hk,sn

k∑

j=1

j
→ s

2 ⇓ log(n)↓
n

(39)
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and using equations 20 and 18,

1

Hk,s

k∑

j=⇓( n

H
k,s

)
1
s ⇔

j
→s +

1

2
√
nHk,s

≃( n

H
k,s

1
s ⇐

∑

j=1

j
→s/2 ⇓ n

1
2 (1→2) +

log(n)↓
n

⇓ log(n)↓
n

(40)

By equations 39 and 40 and 16 and 15 the case conclusion follows.
Case 9: s > 2,ϖ > 0
Using almost the exactly same argument as Case 8 (with the only di!erence being all sums are convergent), we
have that

#n,k(fs) ⇓ n
→ 1

2 (41)

Using this and equation 15, we have that
E↖p̂k

n
↑ ppp

k↖1 ↭ n
→ 1

2

Knowing the asymptotic order of #n,k(fs) is not su”cient to generate a matching lower bound in this case

because the upper bound rate is n
→ 1

2 . To match the upper bound, note that of course the mean 1–norm error
exceeds the mean absolute error of estimating the most probable category. That is,

E↖p̄̄p̄pk
n
↑ ppp

k↖1 ↘ E|p̄̄p̄pk
n
(ω→1

k
(1))↑ ppp

k(ω→1
k

(1))| (42)

Finally, note that the most probable category has probability 1
Hk,s

, which converges to a constant as n ⇐ ⇔. In

particular, applying line 2 of Theorem 1 of Berend and Kontorovich (2013), in conjunction with equation 42, we
have that

E↖p̄̄p̄pk
n
↑ ppp

k↖1 ↘ 1↓
2
n
→ 1

2


1

Hk,s

(1↑ 1

Hk,s

) ↫ n
→ 1

2 (43)

Thus the upper bound is matched and the case conclusion follows.

In the process of proving theorem 4.1 we have derived the general asymptotic order of Hk,s. Because the
asymptotic order of Hk,s plays an important role in several other proofs in this document, we state here the
asymptotic order of Hk,s as a separate lemma.

Lemma A.1. If k = ↔nω↗, then for each 0 < ⇀ < 1 and n su!ciently large





(1→φ)
1→s

n
ω(1→s) 0 < s < 1

ϖ log(n) s = 1

(1↑ ⇀)R(s) s > 1

≃ Hk,s ≃






1
1→s

n
ω(1→s) 0 < s < 1

(1 + ⇀)ϖ log(n) s = 1

R(s) s > 1

(44)

Proof. Follows immediately from the top two lines of equation 17 in the proof of theorem 4.1 and thatHk,s ⇐ R(s)
when s > 1

B PERFORMANCE OF SORT AND SNAP + MINIMAX LOWER BOUNDS

B.1 Guide

Appendix section B goes through the details of how upper (and lower bounds) are proved for Sort and Snap
and truncations of Sort and Snap. Because the proof strategy is lengthy, in this section we provide both a guide
to reading appendix section B, in addition to providing an outline of the proof.

With Y1k, Y2k, . . . , Ynk

iid⇑ ppp
k, and for j → [k], Xjn as defined in equation 2 – notating with Xjn instead of Xjk

because k is a function of n – and

Zjn =
Xjn

n

√
pppk(j)(1↑ pppk(j))

and ZZZn := (Z1n, Z2n, . . . , Zkn) and carefully chosen φn tending to zero, we will determine whether

P (↖ZZZn ↑ EZZZn↖↑ ↘ φn) (45)
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tends to zero, and if so, how fast. If we can argue that there exists an φn such that the error of Sort and Snap
is small when ↖ZZZn ↑EZZZn↖1 < φn and yet it is still the case that the probability in equation 45 is small, then we
can decompose the expected ↖ · ↖1 distance between Sort and Snap and the true probability vector on this event,
and achieve reasonable bounds. This involves a search for well-balanced values of φn. (The proofs are slightly
more complex than just decomposing on a single event (to attain a better polynomial term on the outside of
the exponential in the ϖ <

1
B(s) case); those aspects of the proof will be explained after explaining the single

event decomposition ideas).

Towards this end, a concentration of measure statement is developed in appendix section B.3. This is lemma
B.1, restated again here for convenience.

Lemma B.1. Let k ↘ 2. If Y1, Y2, . . . , Yn

iid⇑ Categorical(ppp = (p1, p2, . . . , pk)) (i.e P(Y1 = j) = pj for j → [k])
and

XXX := (
n∑

i=1

I(Yi = j))k
j=1

(so that XXX ⇑ Multinomial(n,ppp = (p1, p2, . . . , pk))), and Zj =
Xj

n

↓
pj(1→pj)

for j → [k] and ZZZ := (Z1, Z2, . . . , Zk).

Then for u,C > 0

P
(
↖ZZZ ↑ EZZZ↖↑ ↘ Cu+

C
2
u
2

2

1

minj↗[k]

√
pj(1↑ pj)

)

)
≃ 2k exp(↑nu

2
C

2

4
)

Section B.4 takes specific integers I(k) → [k] and determines the largest possible φn – now depending on I(k) –
such that the event

↖ZZZn ↑ EZZZn↖↑ < φn (46)

implies that the top I(k) counts are in perfect order. By the language, the top I(k) counts are in perfect order,
we mean that the count associated with the category with the j

th largest probability is the j
th largest count

for j → {1, 2, . . . , I(k)}. Note that when this is true and Sort and Snap is used for at least the top I(k) largest
counts, the error of Sort and Snap on the top I(k) largest probabilities is zero. And for this reason, section B.4
is aptly named Good Event Identification.

We are in search of su”ciently large values of φn so that P (↖ZZZ ↑ EZZZ↖ ↘ φn) is small; yet the value of φn

needs to be su”ciently small so that the event of equation 46 implies that the top I(k) counts are in perfect
order. It will be seen that if we desire more counts to be in perfect order (i.e I(k) is large), we will require

φn to be smaller. And that if I(k) reaches a su”ciently large rate of growth, n
1

s+2 , it is no longer possible to
simultaneously choose φn large enough so that P (↖ZZZ ↑ EZZZ↖ ↘ φn) decays to zero and φn is small enough so
that the top I(k) counts are in perfect order.

B.1.1 Segmentation identifies good events

We want to determine the largest value of φn in equation 46 such that the top I(k, ⇁) = ↔k↼↗ ↑ 1 counts are in
perfect order, where 0 < ⇁ ≃ 1. (The reason for doing this not only when ⇁ = 1 but also when ⇁ < 1 has to do
with achieving a better polynomial term on the outside of the exponential decay and this will be elaborated on
later.) For ppp → Pfs,k

(with permutation function ωk) and k ↘ 2 and i → [k], define

Dppp,i = min
j↗[k]→i

|ppp(i)↑ ppp(j)|

D
ppp,ϑ

→1
k

(j) gives the distance to the closest adjacent probability for the j
th largest probability in ppp. Also, for φn

to be chosen later, let
Sppp,i,n = φn

√
ppp(i)(1↑ ppp(i))

S
ppp,ϑ

→1
k

(j),n is the width of the ball around the j
th largest probability that contains

X
ϖ
→1
k

(j),n

n
under the event in

equation 46. Also, let
Bppp,i,n = (Lppp,i,n, Uppp,i,n) = (ppp(i)↑ Sppp,i,n, ppp(i) + Sppp,i,n)
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Under the event in equation 46, B
ppp,ϑ

→1
k

(j),n is the part of R containing
X

ϖ
→1
k

(j),n

n
. Now suppose φn is set su”ciently

small so that

S
ppp,ϑ

→1
k

(j),n ≃ 1

2
D

ppp,ϑ
→1
k

(j) for each j → [↔k↼↗] (47)

Because convexity of fs(x) = x
→s ensures that D

ppp,ϑ
→1
k

(j) is decreasing in j (see lemma B.4), the above assumption

implies that B
ppp,ϑ

→1
k

(j),n lies strictly above B
ppp,ϑ

→1
k

(j+1),n for j → [↔k↼↗ ↑ 1]. Also, since ppp → Pfs,k
, S

ppp,ϑ
→1
k

(j),n and

ppp(ω→1
k

(j)) are monotonically decreasing in j (see lemma B.12). In particular, for any probability that is not
one of the top ↔k↼↗ largest, the top of its ball does not rise above the top of the ball for the ↔k↼↗ largest probability.

This allows us to conclude that if φn is set su”ciently small so that equation 47 is satisfied, then under the
event in equation 46, the top I(k, ⇁) = ↔k↼↗↑1 counts must be in perfect order. The remainder of this section is
thus devoted to answering the following question: what is the largest value of φn in which equation 47 is satisfied?

To this end, set
φn = C1n

→ 1
2+e (48)

for a C1 and e to be determined later. First note that with this choice φn, any power e ≃ 0 will yield probability
not decaying to zero in the application of lemma B.1; so we are now looking for a e > 0 that ensures equation
47 is satisfied. To this end we construct an infinite collection of sets R1e, R2e, R3e, . . . such that

1. For each j ↘ 0, there is a a(j) ≃ b(j) such that Rje = {ω→1
k

(a(j)),ω→1
k

(a(j) + 1), . . . ,ω→1
k

(b(j))}

2. a(0) = 1 and for j1 ≃ j2, b(j1) ≃ a(j2)

3. For each j ↘ 0, S
ppp,ϑ

→1
k

(a(j)),n ≃ 1
2Dppp,ϑ

→1
k

(b(j))

And the functions a and b depend on the choice of e (and C1) through condition (3). The segment Rje contains
all the indices corresponding to at least the a(j) largest probability and at most the b(j) largest probability. And
because ppp(ω→1

k
(j))(1↑ppp(ω→1

k
(j)) is decreasing in j (see lemma B.12) and D

ppp,ϑ
→1
k

(j)) is decreasing in j (see lemma

B.4), by condition (3) above, for i → {a(j), a(j) + 1, . . . , b(j)},

S
ppp,ϑ

→1
k

(i),n ≃ S
ppp,ϑ

→1
k

(a(j)),n

(3)
≃ 1

2
D

ppp,ϑ
→1
k

(b(j)) ≃
1

2
D

ppp,ϑ
→1
k

(i) (49)

Thus for any J ↘ 1 and each of the largest 1 ≃ i ≃ b(J) probabilities, equation 47 is satisfied. What remains is
to argue that there is a way to choose the sets R0e, R1e, R2e, . . . , so that (1), (2), (3) are satisfied and that for
every i → ↔k↼↗, there is a j such that ω→1

k
(i) → Rje.

The strategy is as follows: If we set a(j) = ↔kϱj↼↗ for some 0 ≃ ↼j ≃ 1, we intend to select b(j) = ↔kϱj+1↼↗ for

some ↼j+1 ↘ ↼j . In particular, ↼j+1 is selected so that n→ 1
2+e

√
ppp(ω→1

k
(a(j))(1↑ ppp(ω→1

k
(a(j))) ⇓ D

ppp,ϑ
→1
k

(≃kϑj+1ϱ⇐).

In the proofs, constants are tracked on the left and right side of the ⇓ so that we can make an appropriate
selection for C. This selection process yields a sequence of ↼ values {↼j}↑j=0 (with ↼0 = 0) such that for j ↘ 0,

a(j) = ↔kϱj↼↗, b(j) = ↔kϱj+1↼↗

and for j ↘ 1
a(j) = b(j ↑ 1)

Selection of a small e will allow ↼j+1 to be much larger than ↼j . And this will allow ∞↑
j=0Rje to cover a higher

number of largest probabilities. But the cost of a small e is a small φn which means the complement of the event
of interest, ↖ZZZn ↑ EZZZn↖1 ↘ φn, will have a high probability. A balance is struck by setting

e =
1↑ ϖ (⇁(s+ 2) + max(0, 1↑ s))

2
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when ϖ <
1

B(s) where B(s) = 2 + max(1, s). With this choice for e (formally specified in equation 66 of the

appendix) and choosing C1 =
↓

C
↓
s,ω

2 (where C
↔
s,ω

is formally specified in equation 6), and {↼j}↑j=0 (formally

specified in equation 73 of the appendix) 1 as

↼0 := 0, ↼j :=
1

ϖ⇁(s+ 1)

(
1 + sϖ⇁↼j→1

2
↑ e

)
↑ 1

⇁
max

(
0,

1↑ s

2(s+ 1)

)
for j ↘ 1

we show in lemma B.3 that limj↓↑ ↼j = 1. Specifically, this choice of e allows us to cover the ↔k↼↗ largest
probabilities without overshooting. Lemma B.6 provides the full details of the argument, which yields for every
0 < ⇀ < 1 some N such that for every ⇁ in a constant sized neighborhood around 1, there is a single N such
that for n ↘ N , the event ↖ZZZn ↑ EZZZn↖1 < (1 ↑ ⇀)Cn

→ 1
2+e implies that the top I(k, ⇁) elements are in perfect

order. In the precise theorem statement I(k, ⇁) is defined ±1 of the I(k, ⇁) discussed in this section, but this
makes no conceptual di!erence to the arguments explained in this section. Helper lemmas B.4 and B.5 establish
non-asymptotic lower bounds on the D distance which are crucial to lemma B.6. That lemma B.6 is uniformly
true for su”ciently large N across ⇁ values in a neighborhood of 1 will play a role in the full strategy of the
proof for ϖ <

1
B(s) , which will be detailed in the next subsection.

When ϖ ↘ 1
B(s) , we can only establish the existence of a good event for the highest ⇓ n

1
B(s)→ϖ probabilities for

ϑ > 0 arbitrarily small. (This is because the n
1

B(s) highest probability satisfies that the order of the standard
deviation of the empirical proportion for this rank is the same as the order of the D distance at this rank). This
is done by setting

e =
ϑ

2
ϖB(s) (50)

as in equation 66.

Two final notes are in order. The first is that to formally argue that the complements of these good events actually
have small probability using lemma B.1, we have to convert φn into the form Cun+u

2
n

C
2

2
1

minj↔[k]

↓
pj(1→pj)

. This

is possible by setting Cun = ↽n

2 and then arguing that u
2
n

1

minj↔[k]

↓
pj(1→pj)

= o(un). This argument is carried

out in the ϖ <
1

B(s) case in lemma B.2. For s > 2 and 1
B(s) < ϖ <

1
s
, this argument is carried out in equation

157. For ϖ ↘ 1
s
, it is no longer possible to argue that the second argument will be asymptotically dominated

by un. This is resolved when s > 2 by constructing a new Multinomial distribution that groups together all
categories with probabilites no larger than the ↔n 1

s ↗ largest probability. (See section B.7 for details). The second
is that in lemma B.6, when s = 1, there is an additional log factor in φn (see equation 67 for the definition of
e↼,2). This is because when s = 1 the normalizer grows at a log(n) rate.

B.1.2 Sort and Snap upper bounds when ϖ <
1

B(s)

The upper bound proof for Sort and Snap in the ϖ <
1

B(s) case is theorem B.7. For a ⇁k growing towards 1, we

use two good events. A1k is the event that the top I(k, ⇁k) ↑ 1 counts are in perfect order. A2k is the event
that the top I(k, ⇁ = 1) = k counts are in perfect order. The expectation is decomposed on these events as in
equation 112.

When A2k occurs, Sort and Snap yields no error, so there is no contribution to the expectation. There are only
two events left over. They are A

C

2k ∈A1k and A
C

2k ∈A
C

1k. For the latter event, the only reasonable upper bound
on the 1–norm between Sort and Snap and the truth is constant sized, but P(AC

2k) is controllable using the ideas
of subsection B.1.1. For the former event, because the top I(k, ⇁k) ↑ 1 counts are in perfect order, the worst
case error of Sort and Snap is not worse than k ↑ I(k, ⇁k) + 1 times the error of the count associated with the
I(k, ⇁k) largest probability being the smallest count. And we again use the ideas of section B.1.1, this time to
control P(AC

1k).

1Note ωj can be simplified to s
2(s+1)ωj→1 + s+2

2(s+1) ; the more verbose way of writing ωj is used to simultaneously also

express ωj in the ε → 1
B(s) case; specifically the only di!erence between the definition of ωj in the two cases is the di!erent

choice of e. See the below for the choice of e in the ε → 1
B(s) case).



Estimation of Large Zipfian Distributions with Sort and Snap

For ϖ <
1

B(s) , the Le Cam minimax lower bounds (see theorem B.8) involve flipping the last two probabilities,

which yields a 1–norm error of n→ω(B(s)→1). In order to match the polynomial on the outside of the exponential
in this lower bound (up to the union bound factor k) 2 we need to find ⇁k so that

P(AC

2k) ↭ ( Worse Case Error Of Sort and Snap under event A1k ∈A
C

2k)∋ P(AC

1k) (51)

and
( Worse Case Error Of Sort and Snap under event A1k ∈A

C

2k) ⇓ n
→ω(B(s)→1) (52)

There is again a balancing act, this time based on the selection of ⇁k. ⇁k must be selected su”ciently small so
we can satisfy criteria 51. But for a very small value of ⇁k, the 1–norm error on the back end is too large and
criteria 52 becomes impossible to satisfy. With the choice of ⇁k given in equations 108 and 109 we strike a perfect
balance for ϖ <

1
B(s)+1 and are able to precisely match the polynomial term (up to the union bound factor) in

our Le Cam lower bounds. When 1
B(s)+1 ≃ ϖ <

1
B(s) , the choices for ⇁k satisfying criteria 51 all yield 1–norm

error on the back end exceeding n
→ω(B(s)→1) and in the final statement of the upper bound this yields the extra

non zero polynomial factor n2(ω(B(s)+1)→(1→ε)) for arbitrarily small ϱ . This extra factor does not appear in the
Le Cam lower bounds.

B.1.3 Sort and Snap upper bounds when ϖ ↘ 1
B(s) , s > 2

Here we describe the main ideas of theorems B.9 (which covers 1
s+2 ≃ ϖ <

1
s
) and theorem B.10 (which covers

ϖ ↘ 1
s
). The deviation between the proof strategies in these two cases is minor, so first we describe arguments

that are common to both of these proofs.

Specifically, we use a truncation of Sort and Snap; namely Sort and Snap is used for the top

⇓ ↔n
1

s+2→ϖ↗

largest categories in the sample for ϑ arbitrarily small and then the EPE is used as the estimator for the
remaining categories. The event A3,k indicates that the top ↔n

1
s+2→ϖ↗ counts are in perfect order. When A3,k is

true, the only error left is the error of estimating the EPE in the tail. Also, using the Segmentation approach
it is argued that P(AC

3,k) decays at an exponential rate. What is left is to compute the EPE error for the tail
probabilities. After bounding expected absolute deviation, Riemann integration is used to upper bound the
error of the EPE in the tail. This leads to the upper bounds of equation 163.

Note that when the EPE error in the smallest tail such that exponential error rates are achievable in estimating
the head is of the same order as the EPE error for estimating the entire probability vector (which occurs when
s ≃ 2), there is no benefit to using truncated Sort and Snap over using the EPE. This is why when ϖ ↘ 1

B(s)

and s ≃ 2, we do not present Sort and Snap upper bounds as a part of the main results; one may as well use
the EPE on the entire probability vector in this case.

The argument in theorem B.9 used to upper bound P(AC

3,k) does not work when ϖ ↘ 1
s
. The issue is that φn

is not the dominantly small term in Bernstein’s inequality because the minj
√

pj(1↑ pj) is too small. For this
reason, there is a separate proof for the ϖ ↘ 1

s
case. It is provided in theorem B.10. In this case, we use a new

Multinomial. It groups together as one category all of the categories that are not one of the largest ↔n 1
s ↗ ↑ 1

categories. Even when s > 2, this new category is large enough so that φn is now the dominating factor. The
proof now proceeds similarly to theorem B.9.

B.2 A note on use of the letter N

In the proofs of appendix B, the following notation ambiguity regarding the use of the letter N is used: In a
single proof, one may see the following sequence of statements:

2The extra factor k, due to the union bound, is likely also removable using the methods of Talagrand so that there is
a completely tight match in the polynomial on the outside of the exponential, but we do not investigate that in this work
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1. There exists an N such that for n ↘ N , statement A holds

2. There exists an N such that for n ↘ N , statement B holds

3. Now suppose n ↘ N

The question thus arises, which value of N is being referred to in (3)? The one indicating statement A or the
one indicating statement B? If the N indicating statement A is denoted N1 and the N indicating statement B
is denoted statement N2, then both A and B are true for n ↘ N3 = max(N1, N2). Rather than introducing an
unwieldy large collection of Nj variables in these proofs, we reuse the letter N repeatedly. The reader should
keep this in mind.

B.3 Infinity norm concentration of variance adjusted Multinomial

Lemma B.1. Let k ↘ 2. If Y1, Y2, . . . , Yn

iid⇑ Categorical(ppp = (p1, p2, . . . , pk)) (i.e P(Y1 = j) = pj for j → [k])
and

XXX := (
n∑

i=1

I(Yi = j))k
j=1

(so that XXX ⇑ Multinomial(n,ppp = (p1, p2, . . . , pk))), and Zj =
Xj

n

↓
pj(1→pj)

for j → [k] and ZZZ := (Z1, Z2, . . . , Zk).

Then for u,C > 0

P
(
↖ZZZ ↑ EZZZ↖↑ ↘ Cu+

C
2
u
2

2

1

minj↗[k]

√
pj(1↑ pj)

)

)
≃ 2k exp(↑nu

2
C

2

4
)

Proof. For i → [n] and j → [k], let

Wij :=
1

n
√

pj(1↑ pj)
(I(Yi = j)↑ pj)

Then for j → [k] and ϑ, t > 0, by Markov’s inequality

P (Zj ↑ EZj ↘ ϑ) ≃ E exp(t(Zj ↑ EZj)) exp(↑tϑ) = E exp(t
n∑

i=1

Wij) exp(↑tϑ) (53)

Now using the taylor series form of exp(x) and that
∑↑

j=2
1
j! = e↑ 2, note that for |x| ≃ 1

| exp(x)↑ 1↑ x| ≃
↑∑

j=2

|x|j

j!
≃ x

2
↑∑

j=2

1

j!
= x

2(e↑ 2) ≃ x
2 (54)

Now note that |Wij | ≃ 1

n

↓
pj(1→pj)

. Therefore,

|tWij | ≃
t

n
√

pj(1↑ pj)

In particular, as long as t ≃ n
√
pj(1↑ pj), we apply equation 54 to get that with probability 1

| exp(tWij)↑ 1↑ tWij | ≃ t
2
W

2
ij

(55)

Taking the expectation on both sides and then applying Jensen’s inequality for the absolute value on the left
hand side and then using that EWij = 0, we have that when t ≃ n

√
pj(1↑ pj)

|E exp(tWij)↑ 1| ≃ t
2V(Wij) (56)

Using this and that 1 + z ≃ exp(z) for every z, we have for every i → {1, 2, . . . , n} and j → {1, 2, . . . , k} and
t ≃ n

√
pj(1↑ pj)

E exp(tWij) ≃ 1 + t
2V(Wij) ≃ exp(t2VWij) (57)
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Using this and equation 53 and that V(Wij) = 1
n2 for each i → [n] and j → [k] we have that for j → [k] and

t ≃ n
√
pj(1↑ pj)

P (Zj ↑ EZj ↘ ϑ) ≃
n

i=1

E exp(tWij) exp(↑tϑ) = exp(↑tϑ) exp(
t
2

n
) = exp(↑(tϑ↑ t

2

n
)) = exp(↑g(t)) (58)

where g(t) = tϑ ↑ t
2

n
. g(t) is maximized at t

↔
1 = nϖ

2 . Also, let t
↔
2 = n

√
pj(1↑ pj). So when t

↔
1 = nϖ

2 ≃ t
↔
2 =

n
√
pj(1↑ pj) we have that

P(Zj ↑ EZj ↘ ϑ) ≃ exp(↑g(t↔1)) = exp(↑nϑ
2

4
) (59)

And if t↔1 > t
↔
2, we have that

g(t↔2) = t
↔
2ϑ↑

(t↔2)
2

n
= t

↔
2ϑ↑ t

↔
2

√
pj(1↑ pj) ↘ t

↔
2ϑ↑

ϑn
√

pj(1↑ pj)

2
= t

↔
2ϑ↑

ϑ

2
t
↔
2 =

ϑt
↔
2

2
(60)

In particular, when t
↔
1 > t

↔
2

P(Zj ↑ EZj ↘ ϑ) ≃ exp(↑ϑt
↔
2

2
) = exp(↑ nϑ

2↓
pj(1→pj)

) (61)

By equations 59 and 61, we have that for j → [k]

P(Zj ↑ EZj ↘ ϑ) ≃ exp(↑nmin



ϑ
2

4
,

ϑ

2↓
pj(1→pj)



) (62)

By the same inequality holds for ↑(Zj ↑ EZj). Thus now applying the union bound, we have that for ϑ > 0

P (↖ZZZ ↑ EZZZ↖↑ ↘ ϑ) ≃ 2
k∑

j=1

exp(↑nmin

(
ϑ
2

4
,
ϑ
√

pj(1↑ pj)

2

)
) ≃ 2k exp



↑nmin(
ϑ
2

4
,

ϑ

2

minj↔[k]

↓
pj(1→pj)

)



 =

2k exp

(
↑nmin(

ϑ
2

d
2
2

,
ϑ

d1
)

)

(63)

where d1 := 2

minj↔[k]

↓
pj(1→pj)

and d2 = 2. Now for a > 0, let ϑ = a
2
d1 + ad2. Applying equation 63, we have

that

P

↖ZZZ ↑ EZZZ↖↑ ↘ a

2
d1 + ad2


≃ 2k exp(↑nmin

(
a
4
d
2
1 + a

2
d
2
2

d
2
2

,
a
2
d1 + ad2

d1

)
) ≃ 2k exp(↑na

2) (64)

Finally, set a = Cu

2 for u > 0 and the lemma statement follows from equation 64.

B.4 Good event identification

This section lays the foundation for the proofs of the upper bounds for SS and TSS.

Let s > 0 and ϖ > 0. We define the inverse of the intermediate dimension, depending on s as

B(s) := 2 +max(1, s) = s+ 2 +max(0, 1↑ s) (65)

The equivalent forms of B(s) provided will be useful later. For each 0 < ⇁ ≃ 1, we define two quantities e↼,1, e↼,2
that will index the radius of the infinity ball around the normalized multinomial. Also let ϑ > 0.

e↼,1 :=

{
ϖ

2ϖB(s) ϖ ↘ 1
B(s) , s > 2

1→ω(↼(s+2)+max(0,1→s))
2 ϖ <

1
B(s)

(66)
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and

e↼,2 :=

{
0 s △= 1,ϖ > 0
1
2 s = 1,ϖ > 0

(67)

e↼,1, e↼,2 of course depend on ϖ, s, but they are suppressed in the notation without causing ambiguities.

Lemma B.2. Let s > 0 and 0 < ϖ <
1

B(s) and k = ↔nω↗ (for each n large enough so that ↔nω↗ ↘ 2). Also let

C > 0,⇀ > 0 and for , ↘ 2, let pppς → Pfs,ς
. Then there exists a single N and a 0 < $s < 1 such that for every

1 ↘ ⇁ > $s and n ↘ N

Cn
→ 1

2+eϱ,1 log(n)→eϱ,2 + (n→ 1
2+eϱ,1 log(n)→eϱ,2)2

C
2

2

1

minj↗[k]

√
pppk(j)(1↑ pppk(j))

≃ (1 + ⇀)Cn
→ 1

2+eϱ,1 log(n)→eϱ,2

Proof. First note that

n
→ 1

2+eϱ,1 = n
→ ω(ϱ(s+2)+max(0,1→s))

2 (68)

and since pppk is s–Zipfian and the order of Hk,s (lemma A.1), and the definition of e↼,2 (see equation 67), we have
that

(n→ 1
2+eϱ,1 log(n)→eϱ,2)2

1

minj↗[k]

√
pppk(j)(1↑ pppk(j))

↭

log(n)→2eϱ,2
√

Hk,sn
→ω(↼(s+2)+max(0,1→s))

k
s/2 ↭

log(n)→2eϱ,2n
→ω(↼(s+2)+max(0,1→s))






n
ω

2 0 < s < 1√
log(n)n

sω

2 s = 1

n
sω

2 s > 1

=

log→eϱ,2(n)n→ω(↼(s+2)+max(0,1→s)→max(1,s)
2 )

(69)

Now note that if for $s,$ → (0, 1) such that $s > $ >
1
2 + 1

2(s+2) (max(1, s)↑max(0, 1↑ s)) = 1
2 + s

2(s+2) , we
have that

max
↼↗(!s,1]

⇁(s+ 2) + max(0, 1↑ s)

2
≃

(s+ 2) + max(0, 1↑ s)

2
<

$(s+ 2) + max(0, 1↑ s)↑ max(1, s)

2
≃

min
↼↗(!s,1]

⇁(s+ 2) + max(0, 1↑ s)↑ max(1, s)

2

(70)

Using equation 70, we have that for any C1 > 0 there is a N (depending on C1) such that for every ⇁ → ($s, 1)
and n ↘ N

n
→ω(↼(s+2)+max(0,1→s)→max(1,s)

2 ) ≃

n
→ω(!(s+2)+max(0,1→s)→max(1,s)

2 ) ≃

C1n
→ω( (s+2)+max(0,1→s)

2 ) ≃

C1n
→ω( ϱ(s+2)+max(0,1→s)

2 )

(71)

Using equations 69 and 71 and setting C1 = 2φ
C

yields an N such that for n ↘ N and each ⇁ → ($s, 1]

(n→ 1
2+eϱ,1 log(n)→eϱ,2)2

C
2

2

1

minj↗[k]

√
pppk(j)(1↑ pppk(j))

≃ log→eϱ,2(n)C⇀n
→ω( ϱ(s+2)+max(0,1→s)

2 ) = C⇀ log→eϱ,2(n)n→ 1
2+eϱ,1

(72)
where the equality in the above line is due to equation 68.
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Now recursively define for ϖ > 0 and 0 < ⇁ ≃ 1 and s > 0

↼0,↼ := 0 and for j ↘ 1, ↼j,↼ :=
1

ϖ⇁(s+ 1)

(
1 + sϖ⇁↼j→1,↼

2
↑ e↼,1

)
↑ 1

⇁
max

(
0,

1↑ s

2(s+ 1)

)
(73)

Note ↼j,↼ only depends on ⇁ when ϖ ↘ 1
B(s) . This is because ⇁ cancels when plugging in e↼,1 (defined in equation

66) in the ϖ <
1

B(s) case. Specifically, when ϖ <
1

B(s)

↼j,↼ =
1

ϖ⇁(s+ 1)

(
1 + sϖ⇁↼j→1,↼

2
↑ 1↑ ϖ(⇁(s+ 2) + max(0, 1↑ s))

2

)
↑ 1

⇁
max

(
0,

1↑ s

2(s+ 1)

)
=

1

2ϖ⇁(s+ 1)
(ϖ⇁s↼j→1,↼ + ϖ⇁(s+ 2)) =

s

2(s+ 1)
↼j→1,↼ +

s+ 2

2(s+ 1)

(74)

Lemma B.3. Let s > 0 and 0 < ⇁ ≃ 1 and ϖ > 0 and 0 < ϑ <
1

ωB(s) . Also suppose either 0 < ϖ <
1

B(s) or
s > 2. Then ↼j,↼ is strictly increasing in j for fixed ⇁ and ⇁↼j,↼ is non-decreasing in ⇁ for fixed j and

lim
j↓↑

↼j,↼ =

{
1 ϖ <

1
B(s)

1
ω↼(s+2) ↑

ϖ

↼
ϖ ↘ 1

B(s) , s > 2

Proof. We will first use induction to prove that for j ↘ 1 for any (ϖ, s) specified by the lemma statement,

↼j,↼ =

( 1
2 ↑ e↼,1

ϖ⇁(s+ 1)
↑ 1

⇁
max(0,

1↑ s

2(s+ 1)
)

) j→1∑

t=0

(
1

2

s

(s+ 1)
)t (75)

For the base case, note that since ↼0,↼ = 0, we have that

↼1,↼ =

( 1
2 ↑ e↼,1

ϖ⇁(s+ 1)
↑ 1

⇁
max(0,

1↑ s

2(s+ 1)
)

) 1→1∑

t=0

(
1

2

s

(s+ 1)
)t

Suppose equation 75 is true for some j ↘ 1. Then

↼j+1,↼ =
1

ϖ⇁(s+ 1)





1 + sϖ⇁

((
1
2→eϱ,1

ω↼(s+1) ↑
1
↼
max(0, 1→s

2(s+1) )
)∑

j→1
t=0

(
1
2

s

(s+1)

)t
)

2
↑ e↼,1



↑ 1

⇁
max

(
0,

1↑ s

2(s+ 1)

)
=

1

ϖ⇁(s+ 1)

(
1

2
↑ e↼,1 +

s

2(s+ 1)

(
1

2
↑ e↼,1 ↑max(0,

1↑ s

2
)ϖ

) j→1∑

t=0

(
1

2

s

(s+ 1)

)t
)

↑ 1

⇁
max(0,

1↑ s

2(s+ 1)
) =

1
2 ↑ e↼,1

ϖ⇁(s+ 1)
+

1

ϖ⇁(s+ 1)

(
1

2
↑ e↼,1 ↑max(0,

1↑ s

2
)ϖ

) j∑

t=1

(
1

2

s

(s+ 1)

)t

↑ 1

⇁
max(0,

1↑ s

2(s+ 1)
) =

1
2 ↑ e↼,1

ϖ⇁(s+ 1)
+

( 1
2 ↑ e↼,1

ϖ⇁(s+ 1)
↑ 1

⇁
max(0,

1↑ s

2(s+ 1)
)

) j∑

t=1

(
1

2

s

(s+ 1)

)t

↑ 1

⇁
max(0,

1↑ s

2(s+ 1)
) =

( 1
2 ↑ e↼,1

ϖ⇁(s+ 1)
↑ 1

⇁
max(0,

1↑ s

2(s+ 1)
)

) j∑

t=0

(
1

2

s

(s+ 1)
)t

(76)

Thus by induction equation 75 holds for every j ↘ 1. Using this and that by definition e↼,1 is non-increasing in
⇁, we conclude that for each j ↘ 1, ⇁↼j,↼ is non-decreasing in ⇁. To conclude that ↼j,↼ is strictly increasing in j

it is su”cient to show that
1
2→eϱ,1

ω↼(s+1) ↑
1
↼
max(0, 1→s

2(s+1) ) > 0. When ϖ <
1

B(s) , by definition of e↼,1 (see equation
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66), we have that

1
2 ↑ e↼,1

ϖ⇁(s+ 1)
↑ 1

⇁
max(0,

1↑ s

2(s+ 1)
) =

1

⇁(s+ 1)

( 1
2 ↑ e↼,1

ϖ
↑max(0,

1↑ s

2
)

)
=

1

⇁(s+ 1)

(
ϖ(⇁(s+ 2) + max(0, 1↑ s)

2ϖ
↑max(0,

1↑ s

2
)

)
=

s+ 2

2(s+ 1)
> 0

(77)

And when ϖ ↘ 1
B(s) and s > 2, again by definition of e↼,1, and now using that ϑ < 1

ωB(s)

1
2 ↑ e↼,1

ϖ⇁(s+ 1)
↑ 1

⇁
max(0,

1↑ s

2(s+ 1)
) =

1↑ ϑϖB(s)

2ϖ⇁(s+ 1)
> 0 (78)

By equations 77 and 78 we have conclude that whenever ϖ <
1

B(s) or s > 2, ↼j,↼ in increasing in j. Finally,
taking the limit as j ⇐ ⇔ in equation 75 and using the formula for a geometric series and equations 77 and 78
we conclude that

lim
j↓↑

↼j,↼ =
1

1↑ 1
2

s

(s+1)

{
s+2

2(s+1) 0 < ϖ <
1

B(s)
1→ϖωB(s)
2ω↼(s+1)

1
B(s) ≃ ϖ, s > 2

=

{
1 0 < ϖ <

1
B(s)

1
ω↼(s+2) ↑

ϖ

↼

1
B(s) ≃ ϖ, s > 2

(79)

Now for k ↘ 2 and ppp → Sk and i → [k], define the distance to the closest adjacent probability from the probability
of the i

th category as
Dppp,i = min

j↗[k]→i

|ppp(i)↑ ppp(j)| (80)

Lemma B.4. For s > 0, k ↘ 2 and ppp
k → Pfs,k

with permutation function ωk

1. D
pppk,ϑ

→1
k

(k) =
fs(k→1)→fs(k)

Hk,s

and if i → [k ↑ 1] then D
pppk,ϑ

→1
k

(i) =
fs(i)→fs(i+1)

Hk,s

2. For i1, i2 → [k], if i1 < i2 then D
pppk,ϑ

→1
k

(i1)
↘ D

pppk,ϑ
→1
k

(i2)

Proof. Recall for i → [k], pppk(ω→1
k

(i)) = fs(i)∑
k

j=1 fs(j)
= fs(i)

Hk,s

. Also since fs is monotonically decreasing, the minima

in equation 80 is realized by an adjacent index. That is, for i → [k]

D
pppk,ϑ

→1
k

(i) =
1

Hk,s






fs(1)↑ fs(2) i = 1

min(fs(i↑ 1)↑ fs(i), fs(i)↑ fs(i+ 1)) i → {2, 3, . . . , k ↑ 1}
fs(k ↑ 1)↑ fs(k) i = k

(81)

For each i → {2, 3, . . . , k ↑ 1}, by lemma B.11 with x1 = i↑ 1 and x2 = i,

min(fs(i↑ 1)↑ fs(i), fs(i)↑ fs(i+ 1)) = fs(i)↑ fs(i+ 1)

Using this and equation 81, we conclude (1). Specifically

D
pppk,ϑ

→1
k

(i) =
1

Hk,s

{
fs(i)↑ fs(i+ 1) i → [k ↑ 1]

fs(k ↑ 1)↑ fs(k) i = k
(82)

Now let i1, i2 → [k↑ 1] and i1 < i2. By equation 82 and using lemma B.11 with x1 = i1 and x2 = i2 (noting that
i1 ↑ i2 ↘ 1), we have that

D
pppk,ϑ

→1
k

(i1)
=

fs(i1)↑ fs(i1 + 1)

Hk,s

↘ fs(i2)↑ fs(i2 + 1)

Hk,s

= D
pppk,ϑ

→1
k

(i2)
(83)
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Also if i1 → [k ↑ 2], then again using lemma B.11, this time with x1 = i1 and x2 = k ↑ 1, we have that

D
pppk,ϑ

→1
k

(i1)
=

fs(i1)↑ fs(i1 + 1)

Hk,s

↘ fs(k ↑ 1)↑ fs(k)

Hk,s

= D
pppk,ϑ

→1
k

(k) (84)

And finally, note that D
pppk,ϑ

→1
k

(k→1) = D
pppk,ϑ

→1
k

(k). Using this and equations 83 and 84 we conclude (2).

Lemma B.5. Let s > 0 and ϖ > 0 and 0 < ϑ <
1

ωB(s) and k := ↔nω↗ (for each n large enough so that ↔nω↗ ↘ 2)

and for , ↘ 2, pppς → Pfs,ς
(with permutation function denoted ως). Also, suppose either 0 < ϖ <

1
B(s) or s > 2.

Then for any 0 < ⇀ < 1 there is a N such that for every 1 ↘ ⇁ >
1
2 and every j ↘ 1 and n ↘ N

D
pppk,ϑ

→1
k

(≃kϱϑj,ϱ ⇐) ↘ s(1↑ ⇀)n
→
(

1+sωϱϑj→1,ϱ
2 →eϱ,1

)

∋






(1↑ s)n→ ω(1→s)
2 0 < s < 1

1
ω
log→1(n) s = 1
1

R(s) s > 1

(85)

Proof. By lemma B.3, ⇁↼j,↼ is strictly increasing with limit at most 1 for fixed ⇁. Therefore we have that

↔k↼ϱj,ϱ ↗ < k

for every j ↘ 0 and 0 < ⇁ ≃ 1. Thus applying lemma B.4 part (1), we have that for j ↘ 1

D
pppk,ϑ

→1
k

(≃kϱϑj,ϱ ⇐) =
1

Hk,s


fs


↔k↼ϱj,ϱ ↗


↑ fs(↔k↼ϱj,ϱ ↗+ 1)


=

1

Hk,s

(
s(↔k↼ϱj,ϱ ↗)→(s+1) ↑ s(s+ 1)

2
ς
→(s+2)
j

)
↘

1

Hk,s

(
s(↔k↼ϱj,ϱ ↗)→(s+1) ↑ s(s+ 1)

2
(↔k↼ϱj,ϱ ↗)→(s+2)

)
(86)

where ςj →

↔k↼ϱj,ϱ ↗, ↔k↼ϱj,ϱ ↗+ 1


and a second order Taylor series expansion of fs about ↔k↼ϱj,ϱ ↗ has been

applied to get the second equality in the above equation while the inequality in the above equation is due to the
monotonicity of fs+2.

Now using that ↼0,↼ = 0 and that by lemma B.3, both ↼j,↼ is strictly increasing in j for fixed ⇁ and that ⇁↼j,↼ is
non-decreasing in ⇁ for fixed j, we have that

sup
1⇒↼>

1
2

max
j⇒1

(↔k↼ϱj,ϱ ↗)→1 ≃ sup
1⇒↼>

1
2

(↔k↼ϱ1,ϱ ↗)→1 ≃ ↔k
1
2 ϱ1, 1

2 ↗→1 = o(1) (87)

Thus for ⇀1 > 0 there exists an N such that for all n ↘ N

sup
1⇒↼>

1
2

max
j⇒1

(↔k↼ϱj,ϱ ↗)→1 ≃ 2⇀1

s+ 1
(88)

By equations 86 and 88 and the definition of ↼j,↼ , we have that there is a single N such that for every 1 ↘ ⇁ >
1
2

and j ↘ 1 and n ↘ N

D
pppk,ϑ

→1
k

(≃kϱϑj,ϱ ⇐) ↘
1

Hk,s

(
s(↔k↼ϱj,ϱ ↗)→(s+1) ↑ s(s+ 1)

2
(↔k↼ϱj,ϱ ↗)→(s+1)(↔k↼ϱj,ϱ ↗→1

)
↘ s(1↑ ⇀1)

Hk,s

↔k↼ϱj,ϱ ↗→(s+1) ↘

s(1↑ ⇀1)

Hk,s

n
→ω↼(s+1)ϱj,ϱ =

s(1↑ ⇀1)

Hk,s

n
→ω↼(s+1)

(
1

ωϱ(s+1)

(
1+sωϱϑj→1,ϱ

2 →eϱ,1

)
→ 1

ϱ
max(0, 1→s

2(s+1) )
)

=

s(1↑ ⇀1)

Hk,s

n
→
(

1+sωϱϑj→1,ϱ
2 →eϱ,1

)
+ωmax(0, 1→s

2 )

(89)
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By equation 89 and lemma A.1 for an upper bound on Hk,s, we conclude that for any ⇀2 > 0 there is a N such
that for every 1 ↘ ⇁ >

1
2 and j ↘ 1 and n ↘ N

D
pppk,ϑ

→1
k

(≃kϱϑj,ϱ ⇐) ↘ s(1↑ ⇀2)n
→
(

1+sωϱϑj→1,ϱ
2 →eϱ,1

)

∋






(1↑ s)n→ ω(1→s)
2 0 < s < 1

1
ω
log→1(n) s = 1
1

R(s) s > 1

(90)

At this point the reader is reminded of the constant, C↔
s,ω

, introduced in the main body of the paper, that plays
a role in the remainder of the proofs.

C
↔
s,ω

= s
2






1↑ s 0 < s < 1
1
ω

s = 1
1

R(s) s > 1

(91)

Lemma B.6. (The Good Event) Suppose s > 0,ϖ > 0 and for , ↘ 2, pppς → Pfs,ς
(with permutation function

denoted ως) and k := ↔nω↗ (for each n large enough so that ↔nω↗ ↘ 2). Also assume either 0 < ϖ <
1

B(s) or

s > 2 and 0 < ϑ <
1

ωB(s) . And let

Y1k, Y2k, . . . , Ynk

iid⇑ ppp
k

where for j → [k], pppk(j) = P(Y1k = j). Also, for j → [k], let Xjn =
∑

n

i=1 I(Yik = j) and let

Zjn =
Xjn

n

√
pppk(j)(1↑ pppk(j))

and ZZZn = (Z1n, Z2n, . . . , Zkn). And define for 0 < ⇁ ≃ 1

I(k, ⇁, ϑ) :=






↔k↼↗, k
↼
/→ N, 0 < ϖ <

1
B(s)

↔k↼↗ ↑ 1 k
↼ → N, 0 < ϖ <

1
B(s)

↔k
1

ω(s+2)→ϖ↗ k
1

ω(s+2)→ϖ
/→ N,ϖ ↘ 1

B(s) , s > 2

↔k
1

ω(s+2)→ϖ↗ ↑ 1 k
1

ω(s+2)→ϖ → N,ϖ ↘ 1
B(s) , s > 2

(92)

Then for any 0 < ⇀ < 1 there is a N such that for every 1
2 < ⇁ ≃ 1 and n ↘ N



↖ZZZn ↑ EZZZn↖↑ <

(1↑ ⇀)
√
C

↔
s,ω

2
n
→ 1

2+eϱ,1 log→eϱ,2(n)



 ▽


X

ϑ
→1
k

(1),n > X
ϑ
→1
k

(2),n > · · · > X
ϑ
→1
k

(I(k,↼,ϖ)→1),n and ̸j → {I(k, ⇁, ϑ), · · · , k}, X
ϑ
→1
k

(I(k,↼,ϖ)→1),n > X
ϑ
→1
k

(j),n



(93)

And when 0 < ϖ <
1

B(s) , for this same N and n ↘ N



↖ZZZn ↑ EZZZn↖↑ <

(1↑ ⇀)
√
C

↔
s,ω

2
n
→ 1

2+e1,1 log→e1,2(n)



 ▽


X

ϑ
→1
k

(1),n > X
ϑ
→1
k

(2),n > · · · > X
ϑ
→1
k

(k→1),n > X
ϑ
→1
k

(k),n


(94)

Proof. By lemma B.3 there exists a J → {1, 2, 3, . . . } (depending on k) such that

↔k↼ϱJ,ϱ ↗ = I(k, ⇁, ϑ)
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Also by definition, ↼0,↼ = 0 and by lemma B.3, ↼j,↼ is increasing in j. Therefore,

1 = ↔k↼ϱ0,ϱ ↗ ≃ ↔k↼ϱ1,ϱ ↗ ≃ ↔k↼ϱ2,ϱ ↗ ≃ · · · ≃ ↔k↼ϱJ→1,ϱ ↗ ≃ ↔k↼ϱJ,ϱ ↗ = I(k, ⇁, ϑ) (95)

In particular, for each i → [I(k, ⇁, ϑ)], there exists a ji → [J ] such that

↔k↼ϱji→1,ϱ ↗ ≃ i ≃ ↔k↼ϱji,ϱ ↗ (96)

Using this and the definition of pppk and lemma B.12, we have that

√
pppk(ω→1

k
(i))(1↑ pppk(ω→1

k
(i)) ≃

√
pppk(ω→1

k
(↔k↼ϱji→1,ϱ ↗))(1↑ pppk(ω→1

k
(↔k↼ϱji→1,ϱ ↗))) (97)

Also recall that by lemma B.3, for each 1
2 < ⇁ ≃ 1 and j ↘ 1

⇁↼j,↼ ↘ 1

2
↼
j,

1
2
↘ 1

2
↼1, 12

> 0

In particular, for 0 < ⇀1 < 1 and each n su”ciently large so that k ↘ ( 1
φ1

)
2

ϑ
1, 1

2 and n ↘ ( 1
φ1

)
2

ωϑ
1, 1

2 we have that

for 1
2 < ⇁ ≃ 1 and j ↘ 1

↔k↼ϱj,ϱ ↗ ↘ k
↼ϱj,ϱ ↑ 1 ↘ (1↑ ⇀1)k

↼ϱj,ϱ ↘ (1↑ ⇀1)(n
ω↼ϱj,ϱ ↑ 1) ↘ (1↑ ⇀1)

2
n
ω↼ϱj,ϱ (98)

By definition of pppk and e↼,1 and the ↼ terms and the lower bound on Hk,s (lemma A.1) and equation 98, for
0 < ⇀1 < 1, there exists an N such that for each i → [I(k, ⇁, ϑ)] and 1

2 < ⇁ ≃ 1 and n ↘ N

n
→ 1

2+eϱ,1 log→eϱ,2(n)
√
pppk(ω→1

k
(↔k↼ϱji→1,ϱ ↗))(1↑ pppk(ω→1

k
(↔k↼ϱji→1,ϱ ↗))) ≃

log→eϱ,2(n)H
→ 1

2
k,s

n
→ 1

2+eϱ,1(↔k↼ϱji→1,ϱ ↗)→s/2 ≃

log→eϱ,2(n)
(1↑ ⇀1)→s

√
Hk,s

n
→ 1

2+eϱ,1n
→

ωϱsϑji→1,ϱ
2 ≃

log→eϱ,2(n)
(1↑ ⇀1)→s

√
Hk,s

n
→
(

1+sωϱϑji→1,ϱ
2 →eϱ,1

)

≃

(1↑ ⇀1)
→(s+ 1

2 )n
→
(

1+sωϱϑji→1,ϱ
2 →eϱ,1

)

∋






(1↑ s)
1
2n

→ ω(1→s)
2 0 < s < 1

ϖ
→ 1

2 log→1(n) s = 1

R(s)→
1
2 s > 1

(99)

where in the last line we have used the definition of e↼,2 (see equation 67). Using equation 99 and lemma B.5
(and the definition of C↔

s,ω
given in equation 6), for 0 < ⇀1 < 1, we have the existence of a single N such that

for each 1
2 < ⇁ ≃ 1 and i → [I(k, ⇁, ϑ)] and n ↘ N

(1↑ ⇀1)s+3/2
√
C

↔
s,ω

2
n
→ 1

2+eϱ,1 log→eϱ,2(n)
√
pppk(ω→1

k
(↔k↼ϱji→1,ϱ ↗))(1↑ pppk(ω→1

k
(↔k↼ϱji→1,ϱ ↗))) ≃

(1↑ ⇀1)
√
C

↔
s,ω

2
n
→
(

1+sωϱϑji→1,ϱ
2 →eϱ,1

)

∋






(1↑ s)
1
2n

→ ω(1→s)
2 0 < s < 1

ϖ
→ 1

2 log→1(n) s = 1

R(s)→
1
2 s > 1

=

(1↑ ⇀1)

2
n
→
(

1+sωϱϑji→1,ϱ
2 →eϱ,1

)

∋ s






(1↑ s)n→ ω(1→s)
2 0 < s < 1

ϖ
→1 log→1(n) s = 1

R(s)→1
s > 1

≃

1

2
D

pppk,ϑ
→1
k

(≃kϱϑji,ϱ ⇐)

(100)
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Thus by lemma B.4 (2), and equations 96, 97 and 100, we have that for any 0 < ⇀1 < 1 there is a single N such
that for each 1

2 < ⇁ ≃ 1 and i → [I(k, ⇁, ϑ)] and n ↘ N

(1↑ ⇀1)s+
3
2

√
C

↔
s,ω

2
n
→1/2+eϱ,1 log→eϱ,2(n)

√
pppk(ω→1

k
(i))(1↑ pppk(ω→1

k
(i)) ≃ 1

2
D

pppk,ϑ
→1
k

(i) (101)

Now let ⇁ → ( 12 , 1] and n ↘ N and suppose

↖ZZZn ↑ EZZZn↖↑ <

(1↑ ⇀1)s+
3
2

√
C

↔
s,ω

2
n
→ 1

2+eϱ,1 log→eϱ,2(n) (102)

and let i → [I(k, ⇁, ϑ) ↑ 1]. Note that since ⇁ ≃ 1, by equation 92, I(k, ⇁, ϑ) < k and thus i, i + 1 < k. So by
equations 101 and 102 and lemma B.4 (1) and lemma B.11, we have that for n ↘ N

X
ϑ
→1
k

(i),n

n
>

fs(i)

Hk,s

↑ 1

2
D

pppk,ϑ
→1
k

(i) =
fs(i)

Hk,s

↑ fs(i)↑ fs(i+ 1)

2Hk,s

=
fs(i+ 1)

Hk,s

+
fs(i)↑ fs(i+ 1)

2Hk,s

↘

fs(i+ 1)

Hk,s

+
fs(i+ 1)↑ fs(i+ 2)

2Hk,s

=

fs(i+ 1)

Hk,s

+
1

2
D

pppk,ϑ
→1
k

(i+1) >

X
ϑ
→1
k

(i+1),n

n

(103)

Also, using that fs is monotonically decreasing and lemma B.12 and using equations 101 (with i = I(k, ⇁, ϑ))
and 102 and lemma B.4 (2) and using the first two inequalities of equation 103 with i = I(k, ⇁, ϑ) ↑ 1, we have
that for , → {I(k, ⇁, ϑ), I(k, ⇁, ϑ) + 1, . . . , k} and n ↘ N

X
ϑ
→1
k

(ς),n

n
<

fs(,)

Hk,s

+
(1↑ ⇀1)s+

3
2

√
C

↔
s,ω

2
n
→ 1

2+eϱ,1 log→eϱ,2(n)
√
pppk(ω→1

k
(,))(1↑ pppk(ω→1

k
(,)) ≃

fs(I(k, ⇁, ϑ))

Hk,s

+
(1↑ ⇀1)s+

3
2

√
C

↔
s,ω

2
n
→ 1

2+eϱ,1 log→eϱ,2(n)
√
pppk(ω→1

k
(I(k, ⇁, ϑ)))(1↑ pppk(ω→1

k
(I(k, ⇁, ϑ))) ≃

fs(I(k, ⇁, ϑ))

Hk,s

+
1

2
D

pppk,ϑ
→1
k

(I(k,↼,ϖ)) ≃

fs(I(k, ⇁, ϑ)↑ 1)

Hks

↑ 1

2
D

pppk,ϑ
→1
k

(I(k,↼,ϖ)→1) <

X
ϑ
→1
k

(I(k,↼,ϖ)→1),n

n

(104)

Since equation 103 holds for every i → [I(k, ⇁, ϑ)↑ 1] and equation 104 holds for every , → {I(k, ⇁, ϑ), I(k, ⇁, ϑ) +
1, . . . , k}, we conclude that when equation 102 holds and n ↘ N

X
ϑ
→1
k

(1),n > X
ϑ
→1
k

(2),n > · · · > X
ϑ
→1
k

(I(k,↼,ϖ)→1,n) and ̸, → {I(k, ⇁, ϑ), I(k, ⇁, ϑ)+1, . . . , k}, X
ϑ
→1
k

(ς),n < X
ϑ
→1
k

(I(k,↼,ϖ)→1),n

Equation 93 follows recalling that these arguments hold for each ⇁ → ( 12 , 1] whenever n ↘ N and that for every
0 < ⇀1 < 1 there is such an N .

Finally, to conclude equation 94 when 0 < ϖ <
1

B(s) , note that by equation 101 (with i = I(k, 1, ϑ) = k ↑ 1) and
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equation 102 and lemma B.12 and lemma B.4 (1), we additionally have that when n ↘ N

X
ϑ
→1
k

(k→1),n

n
>

fs(k ↑ 1)

Hk,s

↑ 1

2
D

pppk,ϑ
→1
k

(k→1) =

fs(k ↑ 1)

Hk,s

↑ fs(k ↑ 1)↑ fs(k)

2Hk,s

=

fs(k)

Hk,s

+
fs(k ↑ 1)↑ fs(k)

2Hk,s

=

fs(k)

Hk,s

+
1

2
D

pppk,ϑ
→1
k

(k→1) ↘

fs(k)

Hk,s

+
(1↑ ⇀1)s+

3
2

√
C

↔
s,ω

2
n
→1/2+eϱ,1 log→eϱ,2(n)

√
pppk(ω→1

k
(k ↑ 1))(1↑ ω

→1
k

(k ↑ 1)) >

fs(k)

Hk,s

+
(1↑ ⇀1)s+

3
2

√
C

↔
s,ω

2
n
→1/2+eϱ,1 log→eϱ,2(n)

√
pppk(ω→1

k
(k))(1↑ ω

→1
k

(k)) >

X
ϑ
→1
k

(k),n

n

(105)

By equations 103 (which applies for each i → [k ↑ 2] when ⇁ = 1 and 0 < ϖ <
1

B(s) ) and equation 104 (which

when ⇁ = 1 and 0 < ϖ <
1

B(s) ensures X
ϑ
→1
k

(k→1) and X
ϑ
→1
k

(k) are the two smallest counts) and equation 105, we

have that under assumption 102 and for n ↘ N and provided 0 < ϖ <
1

B(s)

X
ϑ
→1
k

(1),n > X
ϑ
→1
k

(2),n > · · · > X
ϑ
→1
k

(k→1),n > X
ϑ
→1
k

(k),n (106)

Thus equation 94 of the lemma statement holds.

B.5 Upper and lower bounds when ϖ <
1

B(s)

Theorem B.7. (Upper Bound For Sort and Snap when 0 < ϖ <
1

B(s)) Suppose s > 0, 0 < ϖ <
1

B(s) , and

for , ↘ 2, pppς → Pfs,ς
(with permutation function denoted ως) and for each n large enough so that ↔nω↗ ↘ 2,

k := ↔nω↗. Also,

Y1k, Y2k, . . . , Ynk

iid⇑ ppp
k

Further, let 0 < ϱ < 1↑ ϖB(s). Then

E↖p̂ppk
n
↑ ppp

k↖1 ↭





n
→ω(B(s)→2) log→I(s=1)(n) exp(↑ (1→ε)C↓

s,ω

16
n
1→ωB(s)

logI(s=1)(n)
) 0 < ϖ <

1
B(s)+1

n
→ω(B(s)→2)

n
2(ω(B(s)+1)→(1→ε)) log→I(s=1)(n) exp(↑ (1→ε)C↓

s,ω

16
n
1→ωB(s)

logI(s=1)(n)
) 1

B(s)+1 ≃ ϖ <
1

B(s)

(107)
where recall C↔

s,ω
is defined in equation 6

Proof. Let

p :=

{
0 0 < ϖ <

1
B(s)+1

B(s) + 1↑ 1→ε

ω

1
B(s)+1 ≃ ϖ <

1
B(s)

(108)

and for k ↘ 2

⇁k := 1↑ 1

k1→p log(k)
(109)

Now define two events for each k. Namely

A1,k := {No two counts are equal and ̸j → [I(k, ⇁k, 1)↑ 1], ω̂(j) = ω
→1
k

(j)} (110)
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and
A2,k := {No two counts are equal and ̸j → [k], ω̂(j) = ω

→1
k

(j)} (111)

where recall the I function is defined in equation 92 and ω̂(j) is the index of the j
th largest count. ω̂ is unique

under events A1,k and A2,k. Note that

E↖p̂ppk
n
↑ ppp

k↖1 = E↖p̂ppk
n
↑ ppp

k↖1I(A2k) + E↖p̂ppk
n
↑ ppp

k↖1I(AC

2k ∈A
C

1k) + E↖p̂ppk
n
↑ ppp

k↖1I(AC

2k ∈A1k) =

E↖p̂ppk
n
↑ ppp

k↖1I(AC

2k ∈A
C

1k) + E↖p̂ppk
n
↑ ppp

k↖1I(AC

2k ∈A1k)
(112)

where the second equality is because event A2k implies both that for every j → [k], the category with the j
th

largest probability has the j
th largest count and there are no ties 3. Thus Sort and Snap yields zero error.

Now note that by definition of A1,k and A2,k

A1,k ▽

X

ϑ
→1
k

(1),n > X
ϑ
→1
k

(2),n > · · · > X
ϑ
→1
k

(I(k,↼k,1)→1),n and ̸j → {I(k, ⇁k, 1), · · · , k}, Xϑ
→1
k

(I(k,↼k,1)→1) > X
ϑ
→1
k

(j),n



(113)

and
A2,k ▽


X

ϑ
→1
k

(1),n > X
ϑ
→1
k

(2),n > · · · > X
ϑ
→1
k

(k→1),n > X
ϑ
→1
k

(k),n


(114)

And because ϱ < 1↑ ϖB(s), we have that p < 1. Therefore ⇁k ⇐ 1 as n ⇐ ⇔. In particular, there exists an N

su”ciently large, such that if n ↘ N , then ⇁k >
1
2 . Thus applying lemma B.6 and using equations 113 and 114

we have that for any 0 < ⇀ < 1 the existence of some N such that for n ↘ N , both

A
C

1,k ▽



↖ZZZ ↑ EZZZn↖↑ ↘
(1↑ ⇀)

√
C

↔
s,ω

2
n
→ 1

2+eϱ
k
,1 log→eϱ

k
,2(n)



 (115)

and

A
C

2,k ▽



↖ZZZ ↑ EZZZn↖↑ ↘
(1↑ ⇀)

√
C

↔
s,ω

2
n
→ 1

2+e1,1 log→e1,2(n)



 (116)

Now let 0 < ⇀1 < 1. By equations 115, 116, and again using that ⇁k ⇐ 1 as n ⇐ ⇔ and applying lemma B.2

with C = 1
1+φ1

(1→φ)
↓

C
↓
s,ω

2 and ⇀1 we have the existence of some N such that for n ↘ N , both

A
C

1,k ▽

↖ZZZ ↑ EZZZn↖↑ ↘ (1↑ ⇀)

1 + ⇀1

√
C

↔
s,ω

2

(
n
→ 1

2+eϱ
k
,1 log→eϱ

k
,2(n)

)
+

(
n
→ 1

2+eϱ
k
,1 log→eϱ

k
,2(n)

)2

(
(1→φ)
1+φ1

↓
C

↓
s,ω

2

)2

2

1

minj↗[k]

√
pppk(j)(1↑ pppk(j)

]
(117)

and

A
C

2,k ▽

↖ZZZ ↑ EZZZn↖↑ ↘ (1↑ ⇀)

1 + ⇀1

√
C

↔
s,ω

2
n
→ 1

2+e1,1 log→e1,2(n)+

(
n
→ 1

2+e1,1 log→e1,2(n)
)2

(
(1→φ)
1+φ1

↓
C

↓
s,ω

2

)2

2

1

minj↗[k]

√
pppk(j)(1↑ pppk(j)

]
(118)

3In defining Sort and Snap, we did not specify how to break ties. This is irrelevant in the analysis because the events
A1,k and A2,k specify no ties
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Now applying lemma B.1 with u = n
→ 1

2+e1,ϱ
k log→eϱ

k
,2(n) and C = (1→φ)

1+φ1

↓
C

↓
s,ω

2 and using equation 117, we have
an N such that for n ↘ N

P(AC

1,k) ≃ 2k exp(↑n
1+2(→ 1

2+eϱ
k
,1) log→2eϱ

k
,2(n)

16

(
(
(1↑ ⇀)

1 + ⇀1
)2
)
C

↔
s,ω

) =

2k exp(↑
C

↔
s,ω

16
n
1→ω(↼k(s+2)+max(0,1→s)) log→2eϱ

k
,2(n)(

(1↑ ⇀)

1 + ⇀1
)2)

(119)

where we have used the definition of e↼k,1 (see equation 66). And similarly applying lemma B.1 with u =

n
→ 1

2+e1,1 log→e1,2(n) and C =

(
(1→φ)
1+φ1

↓
C

↓
s,ω

2

)
and using equation 118, we have that for n ↘ N

P(AC

2,k) ≃ 2k exp(↑n
1+2(→ 1

2+e1,1) log→2e1,2(n)

16
C

↔
s,ω

(
(
(1↑ ⇀)

1 + ⇀1
)2
)
) =

2k exp(↑
C

↔
s,ω

16
n
1→ω(s+2+max(0,1→s)) log→2e1,2(n)(

(1↑ ⇀)

1 + ⇀1
)2)

(120)

We must also produce an upper bound on the ↖p̂ppk
n
↑ppp

k↖1 under the event A1,k ∈A
C

2,k. To do this, first note that
since since 1↑ x ≃ exp(↑x) ̸x, we have that for q → R and k ↘ 1

1↑ 1

k1→q
≃ exp(↑ 1

k1→q
) = k

→ 1
k1→q log(k) (121)

In particular (after multiplying both sides of equation 121 by k, we have that for q → R and k ↘ 1

k ↑ k
1→ 1

k1→q log(k) ≃ 1

k→q
= k

q (122)

Using equation 122 (with q = p where p is defined in equation 108) and the definition of ⇁k (see equation 109)
and the definition of the I function (see equation 92), we have that (for k ↘ 2)

k ↑ I(k, ⇁k, 1) ≃ k ↑ (↔k↼k↗ ↑ 1) ≃ k ↑ (k↼k ↑ 1) + 1 = k ↑ k
↼k + 2 = k ↑ k

1→ 1
k1→p log(k) + 2 ≃ k

p + 2 (123)

Now using the definition of p̂ppk
n
(see equation 4) and the definition of A1,k (equation 110) and then using that fs

is monotonically decreasing, we have that

A1,k ▽


↖p̂ppk
n
↑ ppp

k↖1 =
∑

j↗{I(k,↼k,1),I(k,↼k,1)+1,...,k}

|p̂ppk
n
(ω̂(j))↑ ppp

k(ω̂(j))|



∈

[
max

j↗{I(k,↼k,1),I(k,↼k,1)+1,...,k}
|p̂ppk

n
(ω̂(j))↑ ppp

k(ω̂(j))| ≃ 1

Hk,s

|fs(I(k, ⇁k, 1))↑ fs(k)|
]

(124)

Also, since p < 1 (which follows since ϱ < 1↑ϖB(s)), there exists a K su”ciently large such that k↑ k
p ↑ 2 > 0

for k ↘ K. Using this and equations 123 and 124, and again using the monotonicity of fs, we have that for
k ↘ K

A1,k ▽
[
↖p̂ppk

n
↑ ppp

k↖1 ≃ (k ↑ I(k, ⇁k, 1) + 1)
1

Hk,s

|fs(k ↑ k
p ↑ 2)↑ fs(k)| ≃

(kp + 3)|fs(k ↑ k
p ↑ 2)↑ fs(k)|

Hk,s

]

(125)
Now for k ↘ K, using a two term taylor series expansion of the fs function about k↑k

p↑2,we have the existence
of some ς → [k ↑ k

p ↑ 2, k] such that for any C > 0 and N su”ciently large and n ↘ N

fs(k↑k
p↑2)↑fs(k) = sfs+1(k↑k

p↑2)(kp+2)+
s(s+ 1)

2
fs+2(ς)(k

p+2)2 ≃ s(1+C)fs+1(k↑k
p↑2)(kp+2) (126)
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where we used above that fs+2(k↑k
p↑2) = o(fs+1(k↑k

p↑2). Now using that (kp+3)fs+1(k↑k
p↑2)(kp+2) ⇓

k
→(s+1)+2p and equations 125 and 126 and lemma A.1 we have the existence of some constant Cs,ω,1 > 0 and a

K2 such that for k ↘ K2

A1,k ▽

↖p̂ppk

n
↑ ppp

k↖1 ≃ Cs,ω,1k
→(s+1)+2p→max(0,1→s) log→I(s=1)(n)


(127)

So by equations 112, 119, 120, and 127, and since the 1–norm is bounded by 2 for distributions on the simplex,
we have that for an N and n ↘ N

E↖p̂ppk
n
↑ ppp

k↖1 ≃

2P(AC

1,k) + Cs,ω,1n
→ω(s+1)

n
ω(2p→max(0,1→s)) log→I(s=1)(n)P(AC

2,k) ≃

2nω exp(↑
C

↔
s,ω

16
n
1→ω(↼k(s+2)+max(0,1→s)) log→2eϱ

k
,2(n)(

(1↑ ⇀)

1 + ⇀1
)2)+

2nω
Cs,ω,1n

→ω(s+1)
n
ω(2p→max(0,1→s)) log→I(s=1)(n) exp(↑

C
↔
s,ω

16
n
1→ω(s+2+max(0,1→s)) log→2e1,2(n)(

(1↑ ⇀)

1 + ⇀1
)2)

(128)

Now by using the definition of ⇁k (equation 109) and that exp(x) ↑ 1 ↘ +x for x → R, and the definition of p
given in equation 108 and that e↼,2 = 1

2 I(s = 1) for every 0 < ⇁ ≃ 1 – (see equation 67) and the definition of

B(s) (see equation 65), and letting Cs,ω,φ,φ1 :=
C

↓
s,ω

16 ( (1→φ)
1+φ1

)2, we have that

exp(↑Cs,ω,φ,φ1n
1→ω(↼k(s+2)+max(0,1→s)) log→2eϱ

k
,2(n))

n→ω(s+1)nω(2p→max(0,1→s)) log→I(s=1)(n) exp(↑Cs,ω,φ,φ1n
1→ω(s+2+max(0,1→s)) log→(2e1,2)(n))

=

n
ω(s+1)

n
→ω(2p→max(0,1→s)) logI(s=1)(n) exp

(
↑ log→I(s=1)(n)Cs,ω,φ,φ1n

1→ω(s+2+max(0,1→s))(n
ω(s+2)

k1→p log(k) ↑ 1)

)
≃

n
ω(s+1)

n
→ω(2p→max(0,1→s)) logI(s=1)(n) exp

(
↑ log→I(s=1)(n)Cs,ω,φ,φ1n

1→ω(B(s))(n
ω(s+2)

ωk1→p log(n) ↑ 1)

)
=

n
ω(s+1)

n
→ω(2p→max(0,1→s)) logI(s=1)(n) exp

(
↑ log→I(s=1)(n)Cs,ω,φ,φ1n

1→ω(B(s))(e
(s+2)

k1→p ↑ 1)
)
≃

n
ω(s+1)

n
→ω(2p→max(0,1→s)) logI(s=1)(n) exp

(
↑ log→I(s=1)(n)Cs,ω,φ,φ1n

1→ω(B(s))(
(s+ 2)

k1→p
)

)
≃

n
ω(s+1)

n
→ω(2p→max(0,1→s)) logI(s=1)(n) exp

(
↑(s+ 2) log→I(s=1)(n)Cs,ω,φ,φ1n

1→ω(B(s))→ω(1→p)
)
=

n
ω(s+1)

n
→ω(2p→max(0,1→s)) logI(s=1)(n)





exp

(
↑(s+ 2) log→I(s=1)(n)Cs,ω,φ,φ1n

1→ω(B(s)+1)
)

ϖ <
1

B(s)+1

exp
(
↑(s+ 2) log→I(s=1)(n)Cs,ω,φ,φ1n

ε

)
1

B(s)+1 ≃ ϖ <
1

B(s)

=

⇐ 0 as n ⇐ ⇔
(129)

where the limit follows in the last step follows because for every x, z → R and c, y > 0,
n
x logz(n) exp(↑c

n
y

logz+1(n)
) ⇐ 0 as n ⇐ ⇔.

By equations 129 and 128 and that B(s) = s+ 2 +max(0, 1↑ s) (see equation 65), we have that

E↖p̂ppk
n
↑ ppp

k↖1 ↭ n
→ω(s+max(0,1→s)→2p) log→I(s=1)(n) exp

(
↑
C

↔
s,ω

( (1→φ)
1+φ1

)2n1→ω(s+2+max(0,1→s))

16 logI(s=1)(n)

)
=

n
→ω(B(s)→2→2p) log→I(s=1)(n) exp

(
↑
C

↔
s,ω

( (1→φ)
1+φ1

)2n1→ωB(s)

16 logI(s=1)(n)

) (130)

Since the argument holds for each 0 < ⇀ < 1 and 0 < ⇀1 < 1, and since the range of ( (1→φ)
1+φ1

)2 for 0 < ⇀,⇀1 < 1
is precisely (0, 1) we conclude that for any 0 < ϱ < 1

E↖p̂ppk
n
↑ ppp

k↖1 ↭ n
→ω(B(s)→2→2p) log→I(s=1)(n) exp

(
↑
C

↔
s,ω

(1↑ ϱ)n1→ωB(s)

16 logI(s=1)(n)

)
(131)
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Plugging in p (defined in equation 108) to the above equation yields the theorem statement.

Theorem B.8. (Minimax Lower Bound For Zipfian Distribution Estimation when ϖ > 0) Suppose s > 0, 0 < ϖ,
and for each n large enough so that ↔nω↗ ↘ 2, k := ↔nω↗. Also let ϱ > 0. Then

inf
µ̂n

sup
ppp↗Pfs,k

E↖µ̂n ↑ ppp↖1 ↫






n
→ω(B(s)→1) log→I(s=1)(n) exp

(
↑ (1+ε)C↓

s,ω
n
1→ωB(s)

logI(s=1)(n)

)
0 < ϖ <

1
B(s)

n
→( s+1

s+2+ωmax(0,1→s)(1→ s+1
s+2 )) log→I(s=1)(1→ s+1

s+2 )(n) ϖ ↘ 1
B(s)

(132)

where recall Pfs,k
(defined in equation 1) is the collection of all k↑dimensional s↑Zipfian probability distributions

and C
↔
s,ω

is defined in equation 6. And the inf is taken over all functions of the n samples Y1, Y2, . . . , Yn

iid⇑ ppp

Proof. We will use the method of Le Cam (see Tibshirani and Wasserman (2017) for a good review) and first
we will handle the case ϖ <

1
B(s) . Thus define ppp0k, ppp1k → Pfs,k

such that for j → [k ↑ 2]

ppp0k(j) = ppp1k(j) =
j
→s

Hk,s

(133)

and

ppp0k(k ↑ 1) = ppp1k(k) =
fs(k ↑ 1)

Hk,s

(134)

and

ppp0k(k) = ppp1k(k ↑ 1) =
fs(k)

Hk,s

(135)

Thus

↖ppp0k ↑ ppp1k↖1 =
2 (fs(k ↑ 1)↑ fs(k))

Hk,s

(136)

while

KL(ppp0k, ppp1k) =

fs(k ↑ 1)

Hk,s

log(
fs(k ↑ 1)

fs(k)
) +

fs(k)

Hk,s

log(
fs(k)

fs(k ↑ 1)
) =

log(
fs(k ↑ 1)

fs(k)
)

(
fs(k ↑ 1)↑ fs(k)

Hk,s

)
=

↑ s

Hk,s

log(1↑ 1

k
) (fs(k ↑ 1)↑ fs(k))

(137)

Now by the Taylor Series expansion of the log function and the formula for a geoemtric series, we have that

↑ log(1↑ 1

k
) =

↑∑

j=1

(
1

k

)j 1

j
≃ 1

k
+

1

2

↑∑

j=2

(
1

k

)j

=
1

k
+

1

2
(

1

1↑ 1
k

↑ (1+
1

k
)) =

1

k
+

1

2k(k ↑ 1)
=

1

k

(
1 +

1

2(k ↑ 1)

)

(138)

Now using a Two term Taylor series expansion of fs about k ↑ 1, there exists some ς → [k ↑ 1, k] such that

fs(k ↑ 1)↑ fs(k) = sfs+1(k ↑ 1) +
s(s+ 1)

2
fs+2(ς) (139)

In particular, using that fs functions are monotonically decreasing, we have that

sfs+1(k ↑ 1) ≃ fs(k ↑ 1)↑ fs(k) ≃ sfs+1(k ↑ 1) +
s(s+ 1)

2
fs+2(k ↑ 1) (140)

Using the above equation and that fs+2(k↑1) = o(fs+1(k↑1)) we have that for ⇀ > 0 some N su”ciently large
such that for and n ↘ N

sfs+1(k ↑ 1) ≃ fs(k ↑ 1)↑ fs(k) ≃ s(1 + ⇀)fs+1(k ↑ 1) (141)
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So by equations 136 and 141 (and using lemma A.1 and that k = ↔nω↗ and the definition of B(s) – see equation
65), we have that for some N and constants Cs,ω,2, Cs,ω,3 > 0 and for n ↘ N

↖ppp0k ↑ ppp1k↖1 ↘

Cs,ω,2 log
→I(s=1)(n)k→max(0,1→s)

fs+1(k ↑ 1) ↘

Cs,ω,3 log
→I(s=1)(n)n→ω(s+1+max(0,1→s)) =

Cs,ω,3 log
→I(s=1)(n)n→ω(B(s)→1)

(142)

and by equations 137 and 138 and 141 and lemma A.1 we have that for any 0 < ⇀ < 1 there is an N such that
for n ↘ N

KL(ppp0k, ppp1k) ≃
s
2

kHk,s

(1 + ⇀)

(
1 +

1

2(k ↑ 1)

)
fs+1(k ↑ 1) ≃

(1 + ⇀)2n→ω(s+2) s
2

Hk,s

≃

s
2

(
(1 + ⇀)2

1↑ ⇀

)
n
→ω((s+2)+max(0,1→s)) log→I(s=1)(n)∋






1↑ s 0 < s < 1
1
ω

s = 1
1

R(s) s > 1

=

(
(1 + ⇀)2

1↑ ⇀

)
n
→ωB(s) log→I(s=1)(n)C↔

s,ω

(143)

So now applying theorem 4 of Tibshirani and Wasserman (2017) and using equations 142 and 143, we have that
for ϖ <

1
B(s) and any ⇀1 > 1

inf
µ̂n

sup
ppp↗Pfs,k

E↖µ̂n ↑ ppp↖1 ↫ log→I(s=1)(n)n→ω(B(s)→1) exp

(
↑
n
1→ωB(s)

⇀1C
↔
s,ω

logI(s=1)(n)

)
(144)

Setting ⇀1 = 1 + ϱ concludes the ϖ <
1

B(s) case

For the case ϖ ↘ 1
B(s) , we redefine ppp0k and ppp1k so that for j → [k]↑ {↔ n

xs

logzs (n) )↗, ↔
n
xs

logzs (n)↗ ↑ 1},

ppp0k(j) = ppp1k(j) =
j
→s

Hk,s

and

ppp0k(↔
n
xs

logzs(n)
↗ ↑ 1) = ppp1k(↔

n
xs

logzs(n)
↗) =

fs(↔ n
xs

logzs (n)↗ ↑ 1)

Hk,s

and

ppp0k(↔
n
xs

logzs(n)
↗) = ppp1k(↔

n
xs

logzs(n)
↗ ↑ 1) =

fs(↔ n
xs

logzs (n) )↗
Hk,s

where

xs :=
1

s+ 2
(1↑ ϖmax(0, 1↑ s)) (145)

and

zs :=
1

s+ 2
I(s = 1) (146)

Now carrying out similar arguments to the ϖ <
1

B(s) case we have that there exists a Cs,ω,4 > 0 and N such that
for n ↘ N

↖ppp0k ↑ ppp1k↖1 ↘ Cs,ω,4 log
→I(s=1)(n)n→ω(max(0,1→s))

n
→xs(s+1) logzs(s+1)(n) (147)
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and also there is a Cs,ω,5 > 0 and N such that for n ↘ N

KL(ppp0k, ppp1k) ≃

Cs,ω,5 log
→I(s=1)(n)n→ω(max(0,1→s))

n
→xs(s+1) logzs(s+1)(n)


n
→xs logzs(n)


=

Cs,ω,5n
→xs(s+2)→ωmax(0,1→s) logzs(s+2)→I(s=1)(n) =

Cs,ω,5n
→1

(148)

where in the last line we have used the definitions of xs and zs (equations 145 and 146). By equations 147 and
148 and theorem 4 of Tibshirani and Wasserman (2017) we conclude that when ϖ ↘ 1

B(s)

inf
µ̂n

sup
ppp↗Pfs,k

E↖µ̂n ↑ ppp↖1 ↫ logzs(s+1)→I(s=1)(n)n→1(ωmax(0,1→s)+xs(s+1)) =

n
→( s+1

s+2+ωmax(0,1→s)(1→ s+1
s+2 )) log→I(s=1)(1→ s+1

s+2 )(n)

(149)

where in the last equality we have again used the definitions of xs and zs

Theorem 4.2 (SS Upper and Lower Bounds). Suppose s > 0, 0 < ϖ <
1

B(s) and for each n large enough so

that ↔nω↗ ↘ 2, k := ↔nω↗ and 0 < ϱ < 1 ↑ ϖB(s). Then the Full Sort and Snap Estimator p̂pp
k

n
achieves that

sup
ppp↗Pfs,k

E↖p̂ppk
n
↑ ppp↖1

↭ n
→ω(B(s)→2)

logI(s=1)(n)
exp

(
↑
C

↔
s,ω

(1↑ ϱ)

16

n
1→ωB(s)

logI(s=1)(n)

)

when 0 < ϖ <
1

B(s)+1 and sup
ppp↗Pfs,k

E↖p̂ppk
n
↑ ppp↖1

↭ n
→ω(B(s)→2)

logI(s=1)(n)
hn,s,ω exp

(
↑
C

↔
s,ω

(1↑ ϱ)

16

n
1→ωB(s)

logI(s=1)(n)

)

when ϖ <
1

B(s) and hn,s,ω = n
2(ω(B(s)+1)→(1→ε)). Also, inf µ̂n

sup
ppp↗Pfs,k

E↖µ̂n ↑ ppp↖1

↫ n
→ω(B(s)→1)

logI(s=1)(n)
exp

(
↑C

↔
s,ω

(1 + ϱ)
n
1→ωB(s)

logI(s=1)(n)

)

where Pfs,k
is the collection of all k–dimensional s–Zipifan probability distributions. And the inf is taken over

all functions of the n samples Y1, Y2, . . . , Yn

iid⇑ ppp.

Proof. Follows immediately from theorems B.8 and B.7.

B.6 Upper bounds when 1
B(s) ≃ ϖ <

1
s
and s > 2

Theorem B.9. (Upper Bound For Truncated Sort and Snap when 1
s+2 ≃ ϖ <

1
s
and s > 2) Suppose s > 2, 1

s+2 ≃
ϖ <

1
s
and for , ↘ 2, pppς → Pfs,ς

(with permutation function denoted ως) and k = ↔nω↗ for each n large enough

so that ↔nω↗ ↘ 2. Also let 0 < ϑ <
1→sω

ωB(s) . Then letting Tn,ϖ := I(k, 1, ϑ) ↑ 1 and the I function is defined in

equation 92, there exists a Us,ω > 0 such that for any ϱ → (0, Us,ω)

E↖p̂ppk
n,Tn,ε

↑ ppp
k↖1 ↭ n

→ s

s+2n
ε (150)

Proof. Define the event

A3,k := { No two counts are equal and ̸j → [Tn,ϖ], ω̂(j) = ω
→1
k

(j)} (151)

Note that because event A3,k excludes ties, A3,k implies that any category that does not achieve one of the [Tn,ϖ]
largest counts must also not be a category with one of the [Tn,ϖ] largest probabilities and vice versa. Using this
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and the definition of A3,k (and the definition of Truncated Sort and Snap – see definition 5), we have that

A3,k ▽

̸j → [Tn,ϖ], p̂pp

k

n,Tn,ε
(ω→1

k
(j)) = ppp

k(ω→1
k

(j))

∈


ω̂ ({Tn,ϖ + 1, Tn,ϖ + 2, . . . , k}) = ω

→1
k

({Tn,ϖ + 1, Tn,ϖ + 2, . . . , k})


(152)

Also, note that since p̂ppk
n,Tn,ε

is a concatenation of subsets of two probability distributions (the s–Zipfian law and

the EPE),
∑

k

j=1 p̂pp
k

n,Tn,ε
(j) ≃ 2. Using this and that pppk → Sk and the definition of 1–norm, we have that

↖p̂ppk
n,Tn,ε

↑ ppp
k↖1 ≃ 3 (153)

By the definition of Truncated Sort and Snap (see equation 5) and equation 152, and equation 153, and that for
a su”ciently large Ns,ω and n ↘ Ns,ω,, Tn,ϖ < k, we have that for n ↘ Ns,ω

E↖p̂ppk
n,Tn,ε

↑ ppp
k↖ =

E↖p̂ppk
n,Tn,ε

↑ ppp
k↖I(A3,k) + E↖p̂ppk

n,Tn,ε
↑ ppp

k↖I(AC

3,k) ≃

E
k∑

j=Tn,ε+1

|p̄ppk(ω̂(j))↑ ppp
k(ω̂(j))|+ 3P(AC

3,k) =

E
k∑

j=Tn,ε+1

|p̄ppk(ω→1
k

(j))↑ ppp
k(ω→1

k
(j))|+ 3P(AC

3,k)

(154)

Now note that by definition of A3,k and Tn,ϖ, we have that

A3,k ▽

X

ϑ
→1
k

(1),n > X
ϑ
→1
k

(2),n > · · · > X
ϑ
→1
k

(I(k,1,ϖ)→1),n and ̸j → {I(k, 1, ϑ), · · · , k}, X
ϑ
→1
k

(I(k,1,ϖ)→1) > X
ϑ
→1
k

(j),n



(155)
By equation 155 and lemma B.6 (with ⇀ = 1

2 ) and since s > 2 so e↼,2 = 0, there exists an N such that for n ↘ N

A
C

3,k ▽



↖ZZZn ↑ EZZZn↖↑ ↘

√
C

↔
s,ω

4
n
→ 1

2+eϱ,1



 (156)

Now note that by definition of e↼,1 (equation 66) and since 0 < ϑ <
1→sω

ωB(s) we have that

1↑ sϖ

2
↑ ϑϖB(s) >

1

2
↑ ϑϖB(s)

2
=

1

2
↑ e↼,1

Using this and that the definition of e↼,1 (see equation 66), we have that





√
C

↔
s,ω

4
n
→ 1

2+eϱ,1





2

1

minj↗[k]

√
pppk(j)(1↑ pppk(j)

↭

n
→(1→ sω

2 →ϖωB(s)) =

o

(
n
→( 1

2→eϱ,1)
)

(157)

Thus using equation 156 and 157, we have that for some N and n ↘ N

A
C

3,k ▽

[
↖ZZZn ↑ EZZZn↖↑ ↘

√
C

↔
s,ω

8
n
→ 1

2+eϱ,1+

1

2





√
C

↔
s,ω

8
n
→ 1

2+eϱ,1





2

1

minj↗[k]

√
pppk(j)(1↑ pppk(j))

] (158)



Estimation of Large Zipfian Distributions with Sort and Snap

So applying lemma B.1 with C =
↓

C
↓
s,ω

8 and u = n
→ 1

2+eϱ,1 , we have that there is a constant Cs,ω,6 > 0 such that

P(AC

3,k) ↭ k exp

↑Cs,ω,6n

2eϱ,1

= k exp

(
↑Cs,ω,6n

ϖωB(s)
)

(159)

Next, noting that for x → R, |x| =
↓
x2 and using reverse Jensen’s inequality for the

↓
· function and then

using the expression for the variance of an empirical proportion, we have that for an Ns,ω su”ciently large and
n ↘ Ns,ω

E
k∑

j=Tn,ε+1

|p̄ppk(ω→1
k

(j))↑ ppp
k(ω→1

k
(j))| ≃

1↓
n

k∑

j=Tn,ε+1

√
pppk(ω→1

k
(j))(1↑ pppk(ω→1

k
(j))) ≃

1√
nHk,s

k∑

j=Tn,ε+1

j
→s/2

(160)

Now because the summands j
→s/2 monotonically decrease, we use Riemann integration to bound the sum.

Specifically,
k∑

j=Tn,ε+1

j
→s/2 ≃


k

Tn,ε

x
→s/2

dx =
1

s

2 ↑ 1

(
T

1→ s

2
n,ϖ ↑ k

1→ s

2

)
(161)

Now recall that by definition Tn,ϖ = I(k, 1, ϑ) ↑ 1 and thus by the definition of I(k, 1, ϑ) (equation 92), we have
that

Tn,ϖ ⇓ n
1

s+2→ωϖ (162)

By equations 160 and 161 and 162 and since Hk,s is convergent (since s > 1), we have that

E
k∑

j=Tn,ε+1

|p̄ppk(ω→1
k

(j))↑ ppp
k(ω→1

k
(j))| ↭ n

→ 1
2+

1→ s

2
s+2 →ωϖ(1→ s

2 ) (163)

By the above equation and equations 154 and 159 and using that ↑ 1
2 +

1→ s

2
s+2 = ↑ s

s+2 , we conclude that

E↖p̂ppk
n,Tn,ε

↑ ppp
k↖1 ↭ n

→ s

s+2+ωϖ( s

2→1) (164)

Set ϱ = ϖϑ( s2 ↑ 1) and the theorem statement follows.

B.7 Upper bounds when 1
s
≃ ϖ and s > 2

Theorem B.10. (Upper Bound For Truncated Sort and Snap when ϖ ↘ 1
s
and s > 2) Suppose s > 2, ϖ ↘ 1

s

and for , ↘ 2, pppς → Pfs,ς
(with permutation function denoted ως) and k = ↔nω↗ for each n large enough so that

↔nω↗ ↘ 2. Also let 0 < ϑ <
1

ω(s+2) . Then letting Tn,ϖ = I(k, 1, ϑ) ↑ 1 (where I(k, 1, ϑ) is defined in equation 92)

there exists a Us,ω,2 such that for any ϱ → (0, Us,ω,2)

E↖p̂ppk
n,Tn,ε

↑ ppp
k↖1 ↭ n

→ s

s+2n
ε (165)

Proof. The proof strategy is almost exactly the same as in the 1
s+2 ≃ ϖ <

1
s
case (see theorem B.9) with one

major exception. This deviation of the proof strategy from that of theorem B.9 begins at equation 156. Instead
of this equation, define a new, ↔n1/s→ϖ2↗ dimensional vector ZZZ↔

n
where

ϑϖB(s)

s
< ϑ2 <

(
s→1
s

↑ s

s+2

)
+ ϖϑs

s↑ 1
(166)



Peter Matthew Jacobs, Anirban Bhattacharya, Debdeep Pati, Lekha Patel, Je! M. Phillips

and for j → {1, 2, . . . , ↔n1/s→ϖ2↗ ↑ 1},

ZZZ
↔
jn

:=
X

ϑ
→1
k

(j),n

n

√
pppk(ω→1

k
(j))(1↑ pppk(ω→1

k
(j))

(167)

and

pppE,n :=
k∑

j=≃n1/s→ε2⇐

ppp
k(ω→1

k
(j)) (168)

and

XE,n :=
k∑

j=≃n1/s→ε2⇐

X
ϑ
→1
k

(j),n (169)

and the final entry of the vector is defined as

ZZZ
↔
≃n1/s→ε2⇐n :=

XE,n

n
√
pppE,n(1↑ pppE,n)

(170)

Note that the upper bound on ϑ2 is positive because s > 2 and that the lower bound on ϑ2 is indeed below the
upper bound on ϑ2 because of the assumed upper bound on ϑ.

Now we need a slight modification of lemma B.6 to be able to argue that

A
C

3,k ▽



↖ZZZ↔
n
↑ EZZZ↔

n
↖↑ ↘

√
C

↔
s,ω

4
n
→ 1

2+eϱ,1



 (171)

where A3,k is as defined in theorem B.9. The modification is required because unlike for the ZZZn used in
lemma B.6, the last probability of ZZZ↔

n
is not an s–Zipfian probability. So we must still check carefully that

pppE,n ≃ ppp
k(ω→1

k
(I(k, 1, ϑ)); this ensures (using arguments identical to lemma B.6) that XE,n ≃ X

ϑ
→1
k

(I(k,1,ϖ)→1),n

under event A3,k.

First note that by definition of I(k, 1, ϑ) (see equation 92)

ppp
k(ω→1

k
(I(k, 1, ϑ)) ⇓ n

→( s

s+2→ωϖs) (172)

And using Riemann integration,

pppE,n ↭


k

≃n1/s→ε2⇐→1
x
→s

dx ↭ n
1
s
(1→s)→ϖ2(1→s) = n

→( s→1
s

+ϖ2(1→s)) = o

(
n
→( s

s+2→ωϖs)
)

(173)

where the last equality in the above line is because ϑ2 <
( s→1

s
→ s

s+2 )+ωϖs

s→1 implies that s→1
s

+ ϑ2(1↑ s) > s

s+2 ↑ϖϑs.
Using equations 172 and 173 we conclude that

pppE,n = o

ppp
k(ω→1

k
(I(k, 1, ϑ))



. Using the above equation and arguments that are identical to those of lemma B.6, equation 171 follows (when
s > 2).

The next adjustment to the argument of theorem B.9 we need is regarding the dominating factor in the use of
Bernstein’s inequality. Analogous to equation 157 in theorem B.9 (and using lemma B.12), we have that

(
n
→ 1

2+eϱ,1

)2 1

min

((
min

j↗≃n1/s→ε2⇐→1

√
pppk(ω→1

k
(j))(1↑ pppk(ω→1

k
(j))

)
,
√
pppE,n(1↑ pppE,n)

) ↭

n
→1+ϖωB(s)

n
1
2→

ε2s

2 ↭
n
→1/2

n
ϖωB(s)→ ε2s

2 =

o

(
n
→1/2+eϱ,1

)

(174)
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where the last equality in the above equation follows because of the lower bound on ϑ2 (given in equation 166)
and the definition of e↼,1 (see equation 66).

Using equations 171 and 174, we have that for su”ciently large N and n ↘ N

A
C

3,k ▽

[
↖ZZZ↔

n
↑ EZZZ↔

n
↖↑ ↘

√
C

↔
s,ω

8
n
→ 1

2+eϱ,1+

1

2





√
C

↔
s,ω

8
n
→ 1

2+eϱ,1





2

1

min

((
min

j↗≃n1/s→ε2⇐→1

√
pppk(ω→1

k
(j))(1↑ pppk(ω→1

k
(j))

)
,
√
pppE,n(1↑ pppE,n)

)
] (175)

Finally, applying lemma B.1 for the Multinomial distribution indicated by ZZZ
↔
n
and with C =

↓
C

↓
s,ω

8 and

u = n
→ 1

2+eϱ,1

we conclude that for some Cs,ω,7 > 0

P(AC

3,k) ↭ k exp(↑Cs,ω,7n
ϖωB(s)) (176)

The remainder of the proof proceeds identically to theorem B.9

B.8 Miscellaneous facts about the Zipfian function

Recall the notation fs(x) := x
→s.

Lemma B.11. If f : (0,⇔) ⇐ (0,⇔) is convex, then for any x1, x2 → {1, 2, 3, . . . } such that x1 < x2

f(x1)↑ f(x1 + 1) ↘ f(x2)↑ f(x2 + 1) (177)

In particular this holds for fs

Proof. We will prove the lemma by induction for x2 → {x1+1, x1+2, . . . }. For the base case, suppose x2 = x1+1.
Then since f is convex,

f(
x1

2
+

x1 + 2

2
) ≃ f(x1) + f(x1 + 2)

2
This implies that

2f(x1 + 1) ≃ f(x1) + f(x1 + 2)

Which implies that
f(x2)↑ f(x2 + 1) = f(x1 + 1)↑ f(x1 + 2) ≃ f(x1)↑ f(x1 + 1)

completing the base case. Now suppose that for some x2 → {x1 + 1, x1 + 2, . . . } that

f(x2)↑ f(x2 + 1) ≃ f(x1)↑ f(x1 + 1) (178)

Since f is convex,

f(
x2

2
+

x2 + 2

2
) ≃ f(x2) + f(x2 + 2)

2
Applying the same algebraic simplifications as in the base case to the above equation yields

f(x2 + 1)↑ f(x2 + 2) ≃ f(x2)↑ f(x2 + 1)

Combining this with the inductive assumption yields

f(x2 + 1)↑ f((x2 + 1) + 1) ≃ f(x1)↑ f(x1 + 1)

In particular equation 177 holds for x2+1. By induction equation 177 follows for every x2 → {x1+1, x1+2, . . . }.
Finally note that x1 → {1, 2, . . . } was arbitrary equation 177 follows for any x1, x2 → {1, 2, . . . } such that x1 < x2.

Also, note that for x > 0, f
↑↑

s
(x) = s(s+ 1)fs+2(x) > 0. Thus fs is convex and so property 177 holds for fs.
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Lemma B.12. For k ↘ 2, if ppp → Sk and ω
→1 indexes the sorted order of ppp, that is,

ppp(ω→1(1)) ↘ ppp(ω→1(2)) ↘ · · · ↘ ppp(ω→1(k))

then for any 1 ≃ i1 < i2 ≃ k

ppp(ω→1(i1))(1↑ ppp(ω→1(i1))) ↘ ppp(ω→1(i2))(1↑ ppp(ω→1(i2)))

In particular
fs(i1)

Hk,s

(1↑ fs(i1)

Hk,s

) ↘ fs(i2)

Hk,s

(1↑ fs(i2)

Hk,s

) (179)

Proof. Since ppp(ω→1(1)) is the largest probability and ppp → Sk we have that

̸j → {2, 3, . . . , k}, ppp(ω→1(j)) ≃ 1/2 (180)

If max(ppp(ω→1(i1)), ppp(ω→1(i2))) ≃ 1
2 , then since g(x) = x(1↑x) is monotonically increasing on [0, 1/2] and i1 > i2

g(ppp(ω→1(i1))) ↘ g(ppp(ω→1(i2)))

If max(ppp(ω→1(i1)), ppp(ω→1(i2))) >
1
2 , then since i1 < i2, i1 = 1 and in particular, ppp(ω→1(1)) > 1/2. Therefore

ppp(ω→1(i2)) ≃ 1↑ ppp(ω→1(i1)) ≃
1

2
(181)

So again since g is monotonically increasing on [0, 1/2], using the above equation we have that

g(ppp(ω→1(i2))) ≃ g(1↑ ppp(ω→1(i1))) = g(ppp(ω→1(i1)))

where the equality in the above line is because g(x) = g(1↑ x) for x → [0, 1].

Finally, note that equation 179 follows because fs is monotonically decreasing and Hk,s normalizes fs into a
probability measure.
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