2601.16354v1 [cs.CR] 22 Jan 2026

.
.

arxiv

ARTIFACT
EVALUATED

@ usenix

AVAILABLE

NOIR: Privacy-Preserving Generation of Code with Open-Source LLMs

Khoa Nguyenl*, Khiem Ton!*, NhatHai Phan'*, Issa Khalil2, Khang Tran'*,

Cristian Borcea!, Ruoming Jin?, Abdallah Khreishah!, My T. Thai*
I New Jersey Institute of Technology, > Hamad Bin Khalifa University,
3 Kent State University, * University of Florida
Emails: {nk569, ktd477, kt36, borcea, abdallah}@njit.edu; ikhalil@hbku.edu.qa;
rjinl @kent.edu; mythai @ cise.ufl.edu
*Equal Contributions, * Corresponding Author (Email: phan@njit.edu)

Abstract

Although boosting software development performance, large
language model (LLM)-powered code generation introduces
intellectual property and data security risks rooted in the fact
that a service provider (cloud) observes a client’s prompts
and generated code, which can be proprietary in commercial
systems. To mitigate this problem, we propose NOIR, the
first framework to protect the client’s prompts and generated
code from the cloud. NOIR uses an encoder and a decoder at
the client to encode and send the prompts’ embeddings to the
cloud to get enriched embeddings from the LLM, which are
then decoded to generate the code locally at the client. Since
the cloud can use the embeddings to infer the prompt and
the generated code, NOIR introduces a new mechanism to
achieve indistinguishability, a local differential privacy protec-
tion at the token embedding level, in the vocabulary used in
the prompts and code, and a data-independent and randomized
tokenizer on the client side. These components effectively
defend against reconstruction and frequency analysis attacks
by an honest-but-curious cloud. Extensive analysis and re-
sults using open-source LLMs show that NOIR significantly
outperforms existing baselines on benchmarks, including the
Evalplus (MBPP and HumanEval, Pass@1 of 76.7 and 77.4),
and BigCodeBench (Pass@1 of 38.7, only a 1.77% drop from
the original LLM) under strong privacy against attacks.

1 Introduction

Commercial LLM-powered code generation tools have
greatly boosted developer productivity [1]. Yet, over 80%
of companies using cloud-hosted generative Al cite intellec-
tual property (IP) leakage and data security as major concerns,
with nearly 45% reporting unintended data exposure [2-5], in-
cluding real cases of proprietary code leakage [6]. These risks
are rooted in the prompts a client sends to the cloud-hosted
LLMs to get generated code. The prompts and the generated
code allow the cloud operators to observe the exact func-
tions and techniques behind commercial systems. Therefore,
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Figure 1: NOIR: Privacy-preserving Generation of Code.
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addressing these concerns and risks is critical given the pro-
liferation of LLM-powered code generation across industry
sectors [7].

Private Generation of Code. A vital solution is protect-
ing both client prompts and generated code from cloud ob-
servation. Hosting proprietary LLMs on the client side is
impractical, even in compressed form [8], as it risks model
ownership loss. An alternative is client-side data centers to
train, host, and maintain open-source LLMs for code gener-
ation, benefiting clients with safety-critical or sensitive data
[9-12]. However, this remains financially unfeasible for most
clients and enterprises [13, 14].

Prior approaches include prompt tuning [15-17] and ex-
ample ensembling [ 18] under differential privacy (DP) to pro-
tect membership information of data points in the training set;
that is, prevent the cloud from inferring whether a data point
is used in training prompt-tuning models. Other methods to
protect the client’s prompts are to alter tokens [19-21] or their
embeddings [22] in every client’s prompt to achieve metric
DP (i.e., d-privacy [23]). These state-of-the-art (SoTA) ap-
proaches focus on either classification tasks [19-22] instead
of code generation tasks as pointed out in [22] or protecting
the training data for prompt tuning [15-18] without protecting
the content of client’s prompts and generated outcomes.

Therefore, a novel approach is desired for the private gen-
eration of code, where the sweet-spot is balanced between
rigorous privacy-preserving guarantees for prompts and gen-
erated code, cost effectiveness, and high model performance.

Challenge. Unlike generating general text, the main chal-
lenge in private code generation is that small changes in
clients’ prompts for privacy protection—at the token or its em-
bedding level—can severely degrade generated code function-
ality, as LLMs are highly sensitive to such changes. Ensuring


https://arxiv.org/abs/2601.16354v1

good generated code functionality often weakens d,-privacy
protection in SOTA methods [19-22], leaving prompts and
generated code vulnerable to reconstruction attacks [24, 25]
by privacy-untrusted clouds. In addition, we prioritize code
generation over general text due to its severe risks to IP and
security. Leaks of proprietary algorithms, sensitive system
code implementation, and trade secrets create a massive blind
spot for zero-day vulnerabilities, IP theft, and supply chain
compromises causing security, legal, and economic damages
far greater than in general text generation [26].

Contributions. This paper proposes NOIR (Figure 1), the
first framework to protect client prompts and generated code
from cloud observation using an open-source LLM. Lever-
aging the competitive performance of open-source LLMs
[27, 28], service providers can offer NOIR to clients and en-
terprises demanding strong privacy guarantees [9-12]. NOIR
uses open-source LLMs to provide privacy guarantees to
clients, and it complements closed-source LLM-based code
generation tools, where it is difficult to provide privacy pro-
tection without exposing closed-source models to clients.

Given an open-source LLM, NOIR splits it into three parts:
1) encoder (first few attention blocks), 2) middle part (most
attention blocks), and 3) decoder (last few attention blocks).
On the client side, NOIR includes the encoder, decoder, a
fine-tuning method (STUNING), and an indistinguishability
(IND)-preserving vocabulary (INDVOCAB), which provides
a local differential privacy (LDP) protection at the token em-
bedding level, associated with a local randomized tokenizer
(LTOKENIZER). Privacy protection arises from running the
encoder and decoder locally: prompts are encoded before be-
ing sent to the cloud-hosted (middle part of the) LLM, which
enriches prompt embeddings using its latent knowledge. The
enriched embeddings enhance model performance on a range
of downstream tasks because the middle part of LLMs can
capture even richer representations from large datasets com-
pared with the final layers of LLMs [29]. These embeddings
are returned to the client’s decoder to generate code. This
design avoids sending raw prompts or code to the cloud.

To optimize the encoder and decoder to client tasks, we
develop STUNING, a cost and performance-effective split
learning approach [30-32], to fine-tune them locally with
client datasets, mitigating utility loss from privacy protection.
Since the encoder and decoder are lightweight compared with
the cloud-hosted model, STUNING is cost-effective. Option-
ally, the cloud may fine-tune a low-rank adaptation (LoRA
[33]) of the hosted model for improved performance.

To prevent the cloud from inferring sensitive and propri-
etary content from the prompts and the generated code via
prompt embeddings and back-propagated gradients under
SoTA reconstructing attacks [24, 25] in both the STUNING
and inference phases, we propose a client-side privacy mech-
anism with two components: INDVOCAB and LTOKENIZER.
INDVoOCAB adaptively randomizes the token embeddings in
the vocabulary making them indistinguishable to the cloud

so the probability of the cloud inferring ground-truth tokens,
prompts, and code given the prompt embeddings is upper-
bounded, while minimizing injected randomness for better
utility. To protect the one-hot vectors of tokens used in the
client tokenizer, which the cloud can exploit during STUNING
to reconstruct the client’s data from the back-propagated gra-
dients [25], NOIR develops LTOKENIZER, which uniformly
assigns every token and its IND-preserving embedding to
a random index in the INDVOCAB. This data-independent
tokenizer remains secret (i.e., no extra privacy cost), mis-
leading the cloud to observe meaningless tokens from the
back-propagated gradients.

LTOKENIZER and INDVOCAB fully protect client prompts
and output code during fine-tuning and inference. INDVO-
CAB keeps tokens in prompts, (prompt) instructions, (prompt)
templates, and code intact while randomizing token embed-
dings only once with negligible noise. Thus, it maintains the
correlation among prompts, instructions, templates, and code
while providing indistinguishability protection to every token,
given its token embedding. This correlation enhances STUN-
ING by mitigating utility drops from encoder-(cloud-hosted)
LLM-decoder misalignment when using the INDVOCAB and
LTOKENIZER. Consequently, NOIR generates code with high
functionality under strong client-side IND protection.

Extensive experiments with LLMs (CodeLlama-7B,
CodeQwen1.5-7B-Chat, Llama3-8B-instruct) on benchmarks
(Evalplus: MBPP [34], HumanEval [27]; BigCodeBench [28])
show that NOIR achieves a Pass@1 scores of 76.7 and
77.4 on MBPP [34] and HumanEval [27] and 38.7 on Big-
CodeBench (a marginal drop of 1.77% from the original LLM)
while significantly outperforming SoTA baselines (T2T [19-
21], SnD [22]) against reconstruction and frequency analysis
attacks [24, 25]. Regarding cost effectiveness, NOIR reduces
client inference/fine-tuning costs by «~ 10x compared with
local LLM hosting, thanks to its lightweight encoder—decoder
(1-4 attention blocks). GPU memory use, fine-tuning time,
and equivalent AWS hosting costs grow sub-linearly with
dataset size, making fine-tuning scalable on larger datasets
without sharply increasing client communication costs.

To show practicality, we open-source NOIR (https:
//tinyurl.com/NOIR-Artifact) based on Qwen2.5-
Coder-32B-Instruct and provide an application programming
interface (API) via a privacy-preserving coding agent, accessi-
ble through a web service (https://noir.oppyai.com)and
a Visual Studio (VS) extension (https://tinyurl.com/NO
IR-Artifact), integrated into the development pipeline.

2 Related Work

Privacy-preserving Prompts. SnD [22] is the most recent
related work. The client injects independent draws of Laplace
noise into the token embeddings of every prompt to achieve
dy-privacy [23] (relaxed LDP) before sending the embeddings
to the cloud. Then, it receives output embeddings in return
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Table 1: A Summary of Differences between NOIR and Related Works.

Generation Denoise  Fine-tuning A Token Embedding in Multiple Prompts

Tokens in a Prompt

Privacy Guarantee

TokEmbPriv [19] X X X
Text2Text [20] X X X
RAPT [21] x v v
Split-and-Denoise [22] X v’ X
NOIR (ours) v’ X N

changed, inconsistent
changed, inconsistent
changed, inconsistent
changed, inconsistent
unchanged, consistent

changed, inconsistent
changed, inconsistent
changed, inconsistent
changed, inconsistent
unchanged, consistent

dy-privacy
dy-privacy
dy-privacy
dy-privacy

e-IND

and denoises them for downstream tasks. The common point
among other studies [19-21] is achieving d,-privacy by re-
placing tokens with randomized tokens, after injecting noise
into token embeddings of a prompt.

Table 1 summarizes key differences between NOIR and
prior methods. These methods were designed for classifica-
tion, and extending them to sequence-to-sequence genera-
tion is difficult, as errors in previous token prediction will
compound the deviation of the following tokens and substan-
tially degrade performance [22]. We observe similar issues
in our study. Therefore, instead of focusing on achieving
dy-privacy at the prompt level as in SoTA, NOIR enables
private code generation—a harder task requiring protection
of both prompts and generated code while preserving func-
tionality by achieving indistinguishability of the vocabulary
(INDVocAB) and the LTOKENIZER. NOIR adaptively ran-
domizes token embeddings only once, making them indis-
tinguishable to the cloud, and keeping them consistent in
INDVoOCAB used across prompts and code. This reduces the
randomness injected while maintaining tokens’ essential cor-
relation in the client’s data; hence, NOIR allows the client to
fine-tune the encoder and decoder locally for code generation.

In the scenario where users/organizations need to provide
data to an enterprise (client) in NOIR’s setting, they must
trust the enterprise as a data curator in real-world deployments.
This setting is different from classical LDP protection, in
which the user/organization’s data, i.e., prompts and generated
code, is protected from the data curator [35], i.e., the client
in NOIR. If the users/organizations have sufficient resources
and data to host the encoder/decoder in practice, they can skip
the enterprise (client) and directly use NOIR.

Privacy-preserving Prompt Tuning (P3T). The most re-
cent P3T [15-17] is DP-OPT [17], which fine-tunes a local
LLM for ensemble prompt engineering, with DP to protect
the membership information of prompts in the local LLM’s
training set. This objective is different from protecting the
content of the client’s prompts and generated code in both
fine-tuning and inference phases of NOIR.

3 Preliminaries

LLM-based Code Generation. An LLM uses a vocabu-
lary of tokens (human-readable words) and their token em-
beddings: V = {z,e,}, where |V| is the vocabulary size and
e; € R™ with m features. A prompt x is a sequence of tokens

from V: x = {t_,-}‘lel where ¢; € V and [x] is the number of
tokens in x. Combined with a task instruction 7 in a template
T, this guides the LLM to generate output code y, modeled
as P"[y|T (x,m)], where the higher the temperature & (> 0),
the more diverse the generated code. For simplicity, we fix
w and 7, treating x as the input. The prompt x is then repre-

sented as a sequence of token embeddings {e,j}‘;i1 fed to the

LLM: P'[y[{e, }}1 ]

Tokenization consists of the first and the last steps of text
processing and modeling in LLMs [36]. A tokenizer breaks
down text into tokens and assigns each token ¢ € V a unique
numerical index represented by a one-hot vector v; € I!VI with-
out affecting the generality and correctness. Given the input

{e,j}lji |» the LLM iteratively generates the one-hot vector
v; of the next token ¢ in the output code y. Finally, the tok-
enizer detokenizes the one-hot vectors {v; };c, back to human-
readable text by mapping those vectors to their corresponding
tokens using the vocabulary V.

Differential Privacy. DP [37] is widely-used for data pri-
vacy, and LDP [38, 39] particularly protects the values of data
inputs against an untrusted data curator. In the classical LDP
definition, an LDP-preserving mechanism produces similar
output distributions, preventing the curator from distinguish-
ing the outcomes of the data inputs.

Definition 1. €-LDP [39]. A randomized algorithm M fulfills
€-LDP, if for any two inputs x and X', and for all possible
outputs O of M (O € Range(M)), we have: Pr[M(x) =
O] < EPr[M (X') = O], where € is a privacy budget.

A smaller € enforces a stronger privacy guarantee controlling
the difference of the distributions induced by x and x’. Our
setting is different from the classical LDP, where users/organi-
zations with limited resources must trust the client to directly
use NOIR (Section 2).

Split Learning [30] enables distributed learning by de-
composing a neural network, e.g., an LLM in NOIR, into
non-overlapping client and cloud segments. In NOIR, we con-
sider a client (e.g., a small enterprise with limited resources)
and a cloud, without loss of generality. Typical split learning
frameworks use two architectures [31, 32]; NOIR adopts the
setting that protects both the input prompt x and output code
y: the client holds the first and last several attention blocks,
while the cloud hosts the middle blocks of the LLM.

!For instance, 7: “You are an expert in Python:” and 7: “Complete the
request. ##H# Instruction: {instruction ©} {prompt x} ### Response:”



Algorithm 1 NOIR: Private Generation of Code

1: Input: Vocabulary V, Encoder 6,, Decoder 6, Cloud-hosted Model 6,,,
IND budget €, Training Data D = {x,y}, learning hyper-parameter y
: Output: e-IND-preserving V, LTOKENIZER, 6,,8,
: Def Client(V,6,,0,,D)
: Initialize V as a copy of the vocabulary V # Creating INDVOCAB
: for tokent € V do
for i™-feature of token embedding ¢, of  do
Compute f; using Theorem |
Assign a value to & with ARR using Eq. 2 with f;
Assign {r,¢,} a random, unique index in the client’s tokenizer #
LTOKENIZER
10: for round € [1,T] # STUNING with LTOKENIZER, INDVOCAB do
11:  Sampling a batch B of data points {x,y} € D
122 {E+«+ Enc(7T(x,n),6,)}rcp # Get prompt embeddings using V
13: £ < Cloud({E}) # Send {E} to the cloud and get
14: 8, < 08, — AV L(8,) # The client fine-tunes 8, using £ and y
15:  @LoRA . @LoRA _ )V £(8L0RA) # The cloud fine-tunes 6,,’s LoORA
16: 8, < 08, —AVL(6,) # The client fine-tunes 8, using L
17: Def Cloud({Z£})
18:  Return {f.u»(E,0,,)} # Extract and return enriched embeddings

Reconstruction Attacks (RAs). RAs aim to recover in-
put text from its embedding [40—43] or both input and out-
put text from their associated back-propagated gradient [25].
Vec2Text [24], the most advanced embedding-based RA, has
base and refining steps: a trained conditional language model
converts the embedding to a text corpus (the “base hypoth-
esis”), then recursively re-embeds and corrects the base hy-
pothesis to increase cosine similarity with the original text
embedding. The Vec2Text model is trained on this generated
data. BiSR [25], the latest gradient-based RA, initializes a
dummy label and iteratively improves it through backward
gradient matching and forward embedding matching.

4 NOIR: Overview, Feasibility, and Threats

Overview. IP leakage and data security motivate NOIR,
designed to enforce CPC (data Confidentiality, informa-
tion Privacy, and code Confidentiality) constraints. Raw
Data Confidentiality: Client data—built from open/private
sources, prompts, or generated code during inference—must
not be shared with the (privacy-untrusted) cloud. Encoded-
Information Privacy: Sensitive content in client prompts
and code, across training and inference, must remain uninter-
pretable to the cloud. Code Confidentiality: Code syntax,
semantics, and functionality in client data and generated out-
puts must not be reconstructable by the cloud.

General Design. To accommodate the CPC constraints
in NOIR (Figure 1, Alg. 1), the cloud decomposes an open-
source LLM 0 into three parts: an encoder with the first few at-
tention blocks 6., a decoder with the last few attention blocks
04, and the remaining middle blocks 6,,. The lightweight en-
coder and the decoder associated with the vocabulary V and
its tokenizer are known to the client so that the client can
use them at a negligible cost. Meanwhile, the cloud hosts the
remaining blocks 6,,. The pair of an encoder and a decoder
satisfies the data confidentiality constraint. By integrating IN-

DVocAB and LTOKENIZER, the design satisfies information
privacy and code confidentiality constraints.

Feasibility. Our setting is feasible because: (1) Most LLM-
providers (e.g., OpenAl, Meta, Google, DeepSeek, Alibaba,
etc.) release open-source versions of their closed-source mod-
els. Service-providers thus have an incentive to offer open-
source encoders and decoders to clients concerned with IP
leakage and data security [2-5, 9—12], attracting new cus-
tomers without affecting existing closed-source offerings; (2)
Operation costs—hosting, fine-tuning, and inference—are no-
tably reduced with lightweight encoders and decoders, making
deployment practical for most clients and enterprises; and (3)
Open-source LLMs now achieve highly competitive perfor-
mance [27, 28]. Hence, open-source LLMs align well with
the design of NOIR.

The client uses the open-source vocabulary V and the tok-
enizer to represent every prompt x as a sequence of token em-

beddings {e,j }‘;il. The encoder 6, extracts a prompt embed-

ding E = Enc({e;; }‘fz‘l,

6. ), which is sent to the cloud-hosted
model 8, to obtain an enriched embedding E = f,,.,(‘E,0,).
The client feeds  to the decoder 8, to generate the output
code y = Dec(E,0,). The encoder and decoder are fine-tuned
(STUNING, Section 7) for local tasks using curated data from
open and/or the client’s private sources. The cloud can either
1) keep 6,, fixed to reduce computation complexity or 2) fine-
tune a lightweight LoRA [33] of the middle block 6,, with

the client for improved utility at marginal cost.
4.1 Threat Model
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Figure 2: Threat Model of an Honest-but-Curious Cloud.

In a defense-free environment, the client uses the open-
source vocabulary and tokenizer during fine-tuning and in-
ference. Figure 2 shows the attack surface in NOIR. The
honest-but-curious cloud seeks to reconstruct prompts, code
used in the client’s fine-tuning, and code generated in the
inference phase. To reconstruct the prompts (PromptRA),
the cloud applies SOTA RAs [24] on the client’s prompt em-
beddings, then feeds them to the LLM model 0 to generate
reconstructed code y (CodeRA). Due to noisy prompt embed-
dings, the reconstructed prompts are typically imperfect, so
the cloud alternatively feeds prompt embeddings directly into
0,, concatenated with the original decoder 6,. During fine-
tuning, the cloud can also feed the back-propagated gradient
of each training sample {x,y} through the middle block 8,,,
denoted as V,,0,,, into BiSR [25] to reconstruct the prompts



x and their output code y in the client’s training set D. We eval-
uate attack performance using the best-reconstructed code in
both methods, considering maximal information leak in each
metric, including information privacy, code confidentiality,
and code functionality.

We exclude attacks involving compromised employees in
the client’s organization. These employees can collude with
the cloud for the cloud to query the client’s encoder or disclose
the input prompts x, the output code y, the INDVOCAB, the
LTOKENIZER, the fine-tuned encoder and decoder, and their
associated gradients to the cloud. Such insiders can gather
all raw data during training and inference (out of NOIR’s
scope). Token sequence-based frequency analysis attacks,
e.g., the codebook attack [44], do not apply to NOIR since:
(1) the encoder’s attention mechanism yields varied token
embeddings for the same input token given different token po-
sitions; and (2) The cloud cannot query the client’s encoder or
access raw inputs. Therefore, adaptive attacks (manipulating
prompts to observe output changes) are not applicable.

4.2 NOIR’s Defense

To protect the client’s prompts and code against RAs, NOIR
has two key components. First, INDVOCAB replaces the vo-
cabulary V with an IND-preserving V = {¢,é,}, where every
é; is an IND-preserving token embedding, derived from the
original token embedding e; (Section 6). Hence, a prompt x
is represented by a sequence of IND-preserving token embed-
dings {étj}ljil defending against PromptRA. Second, NOIR
develops a local tokenizer (LTOKENIZER), which uniformly
assigns every token and its embedding to a random index in
the tokenizer, on the client side to defend against CodeRA.
The client keeps this data-independently and randomized tok-
enizer (no extra privacy cost) secret from the cloud, mislead-
ing the cloud’s attacks to reconstruct meaningless tokens in
the output code y of the client’s training data D.

At the inference phase, the client uses the INDVOCAB \%4
associated with the LTOKENIZER, the fine-tuned encoder 63,
and the decoder 0 to generate code for its prompts. The
client does not share the fine-tuned 6; and 0, with the
cloud, and the cloud does not share the LoRA of the mid-
dle block 6,, during the fine-tuning and inference phases
to maintain their model ownership. NOIR maintains the CPC
constraints, incentivizing the client to use LLM-based code
generation under IP and data security protection and broaden-
ing the adoption of the cloud’s service.

Example. Given the prompt in Figure 3a, the cloud re-
constructs the client’s generated code with a clear gist in the
defense-free environment (Figure 3c). On the contrary, the
cloud reconstructs meaningless code under INDVOCAB and
LTOKENIZER (Figure 3d); meanwhile, the client enjoys its
desired code with NOIR on their side privately (Figure 3b).
Next, we describe reconstruction attacks as security games
between the client and the cloud.

5 Reconstruction Attacks

5.1 Prompt Reconstruction Attack

In PromptRA, the cloud feeds each prompt embedding E
into Vec2Text [24] or feeds the back-propagated gradients
V1,0 to BiSR [25], the SOTA RAs, to generate £ approxi-
mating the ground-truth prompt x, formulated as PromptRA :
({E},84) U ({Vx,0m},0) — £, where 6, are Vec2Text’s pre-
trained parameters. The closer £ is to x, the stronger the at-
tack and the greater the information privacy leakage. In the
security game, the cloud may request the client’s prompt em-
beddings ‘£ and their associated back-propagated gradients
V8, from the training set D at any time during local fine-
tuning. We denote the sets of all prompt embeddings as [E and
their reconstructed prompts as X.

We evaluate attack success using the well-known token-
level metrics Bleu [45] and Rouge [46] scores, which measure
similarity between the reconstructed prompt £ and the original
x. The cloud wins the game for a prompt x € D if it returns X €
X with a clear gist: either max{Bleu(%,x)};.¢ > pp, where
Py = 20 [47], or max{Rouge(%,x)};cx > pr, Wwhere p, = 0.4
[48]. The overall attack success rate (ASR) is the cloud’s
average winning rate over all prompts in D during the client’s
fine-tuning. During inference, the cloud requests all prompt
embeddings in the test set Dy, once, since multiple requests
make no difference. By default, we use uni-gram Bleu and
Rouge, which yield the best results compared with bi- and
longer-grams; otherwise, the specific n-grams is noted.

This study uses the ASR thresholds (p, = 20, p, = 0.4)
to evaluate the effectiveness of our model against RAs and
baselines. In real-world deployments, the client can ignore
these thresholds, since the client will receive a security report
showing the cloud’s reconstructed prompts and outcomes for
each prompt. Hence, it can determine whether sensitive in-
formation has been leaked. The thresholds balance practical
privacy protection with realistic evaluation of reconstruction
risks. The cloud’s ability to infer exploitable information
from encoded embeddings or gradients is quantitatively lim-
ited, whereas distinguishing between useful reconstructions
and noise or meaningless outputs (lower threshold values)
poses little risk. Overly strict thresholds can lead to a high
false-positive rate. NOIR’s thresholds avoid false positives by
considering exploitable reconstructions as the only alarming
threat, which is more realistic and actionable for clients.

5.2 Code Reconstruction Attack

In CodeRA, the cloud 1) feeds the prompt embeddings { £}
to the cloud-hosted model 0,, concatenated with the origi-
nal decoder 6,, denoted as 6,, ® 0,4, or 2) feeds the recon-
structed prompts {£} to the LLM 6, or 3) feeds the back-
propagated gradients V, ,6,, to BiSR [25] to generates the
output code y approximating the ground-truth code y, i.e.,
CodeRA: ({£},6,,804)U({£},0)U({V+y0,},0) — 9. The



Below is an instruction that describes a task. Complete the request.
4#4 Instruction:

You are an expert Python programmer. Write a function to find the first duplicate element in a
given array of integers. Your code should pass these tests:

['assert find_first_duplicate(([1, 2, 3, 4, 4, 5]))==4"]

### Response:

def find_first_duplicate(arr):

seen

et ()

for num in arr:
if num in seen:

return num
seen.add (num)

return -1

(a) A Client’s Prompt

(b) The Client’s Generated Code with NOIR

e (nums)
en (nums)) :
nums[i])] > 0:

s (nums [1])

for i in

if nums[ab:
return at
else:
nums [abs (nums [
return -1

i])] = -nums [abs (nums [i])]
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(c) The Cloud’s Reconstructed Code in a Defense-free Environment

(d) The Cloud’s Reconstructed Code under NOIR

Figure 3: An Example of the Threat Model.

Table 2: PromptRA and CodeRA in a Defense-free Environment.

Training Data D

Testing Data Djeg

PromptRA Bleu Rouge ASR!y CRT, Bleu Rouge ASR’:_'[,‘/’N CRT,

MBPP (no test cases in prompts, no fine-tuning)  34.17 0.66 0.96 032 3553  0.67 0.96 0.32

MBPP (no test cases in prompts, fine-tuning) 3392 0.66 0.96 0.32 3408 0.66 0.95 0.32

MBPP (no fine-tuning) 1125 040 0.50 01 1149 039 0.54 0.1

MBPP (fine-tuning) 11.31 0.40 0.51 0.1 11.64 039 0.51 0.1

BigCodeBench N/A N/A N/A N/A 16,65 047 0.32 0.284

Training Data D Testing Data Doy
deRA v ; i ] ;

Code Bleu Rouge CodeBleu Fusi ASRVS ASRVS?  ASRI'S’ CRT, Bleu Rouge CodeBleu Fusi ASRVY — ASRVS? — ASRI'S' — CRT,
MBPP (no fine-tuning) 74.32  0.86 67.87 046 099 0.98 0.47 1.0 73.00 0.84 66.42 0.44 0.99 0.97 0.46 1.0
MBPP (fine-tuning) 7241 085 64.42 0.45 0.99 0.97 0.46 1.0 7111 083 63.17 0.43 0.99 0.96 0.44 1.0
BigCodeBench N/A N/A N/A N/A N/A N/A N/A N/A  50.67  0.68 56.90 0.34 0.99 0.99 0.35 1.0

closer j is to y, the stronger the attack and the higher the risk
are. This similarity is quantified by: (1) Information Privacy:
token-level metrics (Bleu and Rouge) to measure similarity
between the reconstructed and the ground-truth code (¥ and
¥); (2) Code Confidentiality: CodeBleu [49] for code syntax
and semantic similarity between y and y; and (3) Code Func-
tionality: similarity in unit tests passed by § and y, defined as
follows:

_ Tuen Tlpass(s,u) = 1 & pass(y,u) = 1]
Tucu, Tpass(y,u) = 1

Fusi(y,y) M
where Uy is a set of unit tests u to access the functionality
of the generated code, given a prompt x. pass(y,u) =1 if
the code y passes the unit test u; otherwise, pass(y,u) = 0.
I[-] = 1 if pass($,u) = pass(y,u) = 1; otherwise I[-] = 0.
The cloud wins the game for a given code y in the training
set D if it returns ¥ with a clear gist of information privacy,
code confidentiality, and code functionality. Fusi is stricter
than Bleu, Rouge, and CodeBleu since passing unit tests de-
mands full semantic and syntax correctness. A single token
error can fail unit tests while barely affecting Bleu, Rouge,
and CodeBleu scores. Hence, Fusi yields lower values than
Bleu, Rouge, and CodeBleu, and lower ASRs for code func-
tionality than for privacy and confidentiality. Passing even
one similar unit test with the ground-truth code signals code
functionality leak. Therefore, the cloud wins the functionality
security game if Fusi(§,y) > py = 0 (a leak vs. no leak).

The cloud wins the game for code y in terms of i) informa-
tion privacy if Bleu($,y) > pp (= 20) [47] or Rouge($,y) >
pr (= 0.4) [48], ii) code confidentiality if CodeBleu($,y) >
P» (= 20), and iii) code functionality if Fusi(9,y) > ps (=0).
The ASR is the cloud’s average winning rate over all the code
in D. During inference, the cloud attacks with one request for
all prompt embeddings in the client’s test set.

5.3 Token-level Privacy Metrics

Alongside Bleu, Rouge, CodeBleu, and Fusi metrics, we

report correctly reconstructed tokens (CRT) in prompt x
|xn®

and code y defined as: CRTy = ﬁ Y.ep \T\‘ and CRT, =
ﬁ Yiep % We also assess the cloud ability to reconstruct

sensitive information (imported packages, variable names,
and function names) via leak = ‘%‘ Y, cpleak(y), where
leak(y) = 1 if such sensitive information appears in the
reconstructed code, and leak(y) = 0 otherwise. Together,
these metrics comprehensively capture privacy leakage at
both structural and token levels in PromptRA and CodeRA.

5.4 [Initial Assessment of PromptRA, CodeRA

Our initial focus is to assess RAs through an experiment in a
defense-free environment using benchmark CodeAlpaca [50]



and MBPP [34] datasets from Evalplus, both designed for
Python code generation. We use Codel.lama-7B as the LLM
0, with the first attention block as the encoder 0., the last four
attention blocks as the decoder 6,4, and the remaining mid-
dle blocks forming the cloud-hosted model 6,,. CodeAlpaca
contains ~18k data points, which is larger than MBPP, which
has 974 data points. The cloud initializes the BaseModel
and Vec2Text from a T5-base checkpoint [51] as in [24], and
trains PromptRA on the (larger) CodeAlpaca as public data
(batch size: 24, the max sequence length: 768 tokens, since
the original texts in CodeAlpaca are long). While, the client
fine-tunes its encoder and decoder on the (smaller) MBPP.
Without fine-tuning and without test cases in client prompts,
PromptRA achieves high Bleu scores (34.17 and 35.53 for
training and test sets respectively, Table 2) and strong Rouge
scores (0.66 and 0.67). Consequently, the privacy attack suc-
cess rates ASR)’Z‘%V and ASRZ%‘;“ reach 96%, showing that
the cloud can reconstruct meaningful content in most client
prompts. When test cases are included in client prompts”,
Rouge scores drops: 0.4 and 0.39; resulting in lower ASRs:
50% and 54%, for training and test sets respectively. This is
because Vec2Text [24] and BiSR [25] are not suited for long
prompts with code and tests. Although PromptRA weakens,
CodeRA exels with Bleu 74.32, Rouge 0.86, CodeBleu 67.87,
and Fusi 0.46, when prompts have test cases, yielding high
ASRs: over 97% privacy, 98.25% code confidentiality, and
46.5% code functionality leakage across training and test sets.
The cloud still registers high ASRs in PromptRA and
CodeRA when the client fine-tunes and conceals its en-
coder and decoder. Privacy ASRs reach 51% for prompts,
95.5% for prompts without test cases, and 99% for code. Code
confidentiality ASR is 97%, and code functionality ASR is
45.75% across training and test sets on average. Similar re-
sults appear on HumanEval [27], BigCodeBench [28], and
LLMs such as CodeQwen1.5-7B-Chat, Llama3-8B-instruct.
We observe token-level metrics CRT, = 0.28 and CRT,, = 1.0
on MBPP. The same attack performance is registered on the
BigCodeBench, an advanced evaluation of LLMs in program-
ming with 1,140 data points. The leak scores of sensitive in-
formation are high (0.98) on both MBPP and BigCodeBench.
Remarks. A cloud can reconstruct the content of prompts
and code with high Bleu, Rouge, CodeBleu, Fusi, CRT, and
leak scores, leading to high ASRs. Even one high ASR poses
significant IP and data security risks for the client. Thus, effec-
tive privacy-preserving mechanisms are essential to protect
prompts and code while sustaining model performance.

6 IND-preserving Vocabulary

RAs infer tokens in the prompt x from its embedding E to
I«

reconstruct prompts and code. At the token level, x = {#;} i1

2For instance, given the prompt “Write a Python function to find the
remainder of two numbers,” a test case is ‘assert find(3,3)==0.”

is represented as a sequence of token embeddings {e,j}‘;ll,

where ¢; € V. The closer reconstructed token embeddings
are to the ground-truth ones in x, the more accurately the
cloud can infer every token ¢;, and thus reconstruct x and
its code y. To provide privacy guarantees, we consider the
worst-case attack where the cloud losslessly reconstructs the
ground-truth token embeddings: V¢; € x : é,j = e, with éz,-
the reconstructed token embedding of the token ¢;.

To defend against this worst-case, the client can randomize
tokens in the prompt x and the code y for local fine-tuning,
resulting in replacing tokens with other tokens to preserve
dy-privacy [23]. The client can then either denoise the cloud-
hosted LLM output [22] or fine-tune the decoder for private
code generation as in NOIR. Traditionally, d,-privacy at the
token level aims to prevent a data curator from authorship
inference [52], not reconstruction attacks as in our study. This
mismatch leads to the following fundamental challenges.

Challenges. A subtle token-level perturbation in the
prompt x can drastically alter its content (syntax, functional-
ity, function names, variables, etc.), making LL.Ms generate
irrelevant or faulty code. When a token ¢ appears in multiple
prompts, perturbing its token embedding in these prompts
with different draws of random noise to achieve d,-privacy
amplifies randomness, as 7 is represented by inconsistent ran-
domized token embeddings, degrading model performance.
Similarly, the randomness is applied to the instruction 7 and
the template 7 weakening LLM performance, since poor and
noisy instructions further reduce the output quality. Thus,
balancing strong performance in code generation with LDP
against PromptRA and CodeRA remains challenging.

6.1 INDVoCAB

To address the challenge, we propose a novel concept of indis-
tinguishability-preserving vocabulary (INDVOCAB), which
is a LDP protection at the token embedding level, as follows:

Definition 2. €-INDVOCAB. A randomized algorithm M
fulfills e-INDVocab, if for any two tokens t and t' in the vo-
cabulary V, and for all possible outputs O of M, i.e., O €
Range(M), we have: PriM (e;) = O] < e®Pr[M (e;) = O).

e-INDVOCAB ensures that the cloud cannot distinguish
the outcomes M (e;) of the original token embeddings e;
under €-indistinguishability protection. Instead of using the
original token embeddings {e; };cy in the vocabulary V, the
client applies algorithm M to randomize these token em-
beddings resulting in IND-preserving token embeddings
{é, = M (e;)}1ev in anew INDVOCAB V. By locally replac-
ing V with V to map a token ¢ to an embedding &, the client
prevents the cloud from inferring the ground truth tokens.
This is because the cloud can only reconstruct the randomized
token embeddings {; };cy instead of the ground-truth token
embeddings. Thus, the tokens and the prompt x are protected
against PromptRA. Using the INDVOCAB V to derive the



prompt embedding by feeding the prompt x to the encoder 6,
results in an IND-preserving prompt embedding é following
the post-processing property in DP [37]. The IND-preserving
tokens, prompts, and prompt embeddings ¢é further prevent
the cloud from reconstructing the code y with CodeRA.

Achieving INDVOCAB with Adaptive Randomized Re-
sponse (ARR). We propose an ARR mechanism as the algo-
rithm M in Def. 2 to preserve INDVOCAB while maintaining
high model utility with key advantages to overcome the chal-
lenges and limitations related to token-level LDP [52] in code
generation. The pseudo-code of our ARR mechanism is in
Alg. 1, Lines 4-8. Let us denote the i feature in a token
embedding ¢ as e!. The ARR’s key idea is flipping a proba-
bilistic coin whether we keep the original value of the feature
el or change it to another possible feature value among other
tokens {e}} kev\r» Where k is a token different from ¢ in the
vocabulary V, such that “more similar feature values to ef
have higher probabilities to be selected as a replacement.”
We formulate the idea as follows:

Given an arbitrary tokent € V, Vi feature of ¢, : 2)

| €, with probability p; = exp(B:)/fexp(Bi) + V| — 1],
e, = .
") ek with probability ¢;x = (|V| — 1)qe/[exp(B;) + V| — 1],

where k € V \ 1, gx = exp(—A],/m)/ ¥ ey exp(—=A},/m),
Al = |el —et|, m is the number of features in a token em-
bedding, and p; + Yiey\, ik = 1. The larger g indicates
that e} is more similar to e/. Theorem | bounds P; s.t.
Vk € V\t: p; > g, preserving €;-IND as in typical RR defi-
nition [53].
Theorem 1. Randomizing the i"-feature in a token embed-
ding e, preserves €;-IND if €; and [B; are bounded as
max{exp(—Af . /m) bev
Liev exp(—4y, /m)
min{eXp(fAf,k/m)}keV\t
Yjev eXP(_Af__//m)
where A;,min = min{A;,k}keV\t’ A;,max = maX{A;,k}kEV\t‘
The proofs of Theorem 1 and the following theorems are
in the Appx. In practice, we use the upper-bound of B; in
Theorem 1, since larger J3; yields less noisy randomization
probabilities. We apply ARR to independently randomize ev-
ery i"-feature in a token embedding e, with a privacy budget
€;. Thus, we create an €-IND-preserving token embedding
&, where the total privacy budget is € = };c,, & following
the composition theorem in DP [37] reflected in Theorem
2 (Appx. B). The total IND budget € is lower-bounded as
follows: € = Y c,, & > %Zi@t A?,max (Eq. 3), which is tiny
(< le —3) in almost all LLMs, enabling us to work with a
high privacy protection (if needed) in practice.
Post-processing Property. The client applies INDVOCAB
V to represent every prompt x and the instruction 7 as a se-

quence of e-IND-preserving token embeddings, e.g., the se-
||
Ij:1 .

1 . .
VE,’ > ;(All‘.mux 7A;,min) : 1I1(|V‘ - 1) +1n( )

<Bi <& +In(|[V[—1)+1In(

); 3

quence of token embeddings given a prompt x is {ét_,-

The number of times a token 7 appears in one or more prompts
does not affect the e-IND guarantee of the token embedding
of ¢ following the post-processing property of DP [37]; that
is, no extra information regarding the ground-truth token’s
embedding is used afterward. The client freely uses the IND-
VOCAB V without affecting the IND protection.

6.2 Prompt-Level Protection

In this study, we safeguard prompts and code against recon-
struction attacks from the cloud. Thus, we provide an upper-
bounded probability of reconstructing a given prompt x in
the security game described in Section 5.1, highlighting the
link between the token-level INDVOCAB and prompt-level
privacy under reconstruction risk. In this game, reconstructed
and ground-truth prompts £ and x have the same number of to-
kens: |£] = |x|. Hence, Rouge-F1(%,x) = Bleu(%,x) = C/|x|,
where C is the number of correctly reconstructed tokens in
X. Our analysis in Theorem 3 and Proposition 1 (Appx. C)
upper-bounds the cloud’s probability of recovering ground-
truth tokens in x with gist level higher than or equal to p:

We 1 ol We' \(1-p)ix]
(\If€8+\|12) (e 1) @
where y = |V| — 1. We generalize Proposition | to consider

the reconstruction attack with token sequences, capturing
correlation among tokens in real-world scenarios, as follows:

The cloud’s previously reconstructed token sequences 7.
can enhance its probability of correctly reconstructing the
next token ¢;: Pr(f; =t;|i- ;). This advantage is bounded by a
constant y € [0, 1] in practice, as follows: V¢; € x: 0 < Pr(f; =
tjli<j) — Pr(fj =t;) <vy. Given v, Theorem 4 (Appx. C)
tightens the upper-bounded reconstruction risk, as follows:

IA

PC/lx| > p:foj}t]

yet +1 )P ( et
et +y? yet +1
Meaningful Level of Privacy Protection. We analyze this
upper-bounded reconstruction risk as a function of €, prompt
size |x|, vocabulary size |V|, and reconstruction threshold
p, showing the effectiveness of INDVOCAB in protecting
the prompt x. With € = 13, the (clear gist) upper-bounded
reconstruction risk for |x| = 200 is < 5.5 x 10~ (Eq. 5)
for modern LLMs (151k+ tokens in their vocabulary) with
the small upper-bounded constant’ ¥ < 0.146 derived from
Evalplus datasets, which shrinks the reconstruction probabil-
ity (Eq. 4). The upper-bounded reconstruction risk is equiva-
lent to guessing an 8-character lowercase password (1/ 26%).
Unlike password attacks (repeated guesses), NOIR allows
only one guess per prompt, as clients update their inputs fre-
quently, making brute-force success impractical. Even with

constant submissions of the same prompt every second, suc-
: 1 268

cess would takf: an estlmated 3 X 37357.600 — 3,308.7 years

(one guess/s), in which 31,557,600 is the number of sec-

onds/year. Smaller € (e.g., 9) exponentially enhance security,

_p)UPl ()

P[C/Ix| > p:{oj},] < (

3We compute the upper-bounded y with Pr(f; = t;|i ;) for every prompt
in the dataset D: Y = max c(o |y 1] Zxepl(¢; =1;)/|D|.
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Figure 4: (a) the percentage of tokens changes in a prompt, (b)
the Li-norm distance between original and IND-preserving
token embeddings on the MBPP dataset, € = 13.
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offering 1 x 31;2% = 2.4¢°* years and impenetrable pro-
tection for shorter prompts (20 words) against brute-force
attackers. Longer prompts have lower upper-bounded recon-
struction probabilities. This € range with small upper bounds
for modern LLMs and typical prompts maintains high model

performance while providing robust protection against RAs.

6.3 Advantages of INDVOCAB

INDVOCAB has fundamental advantages to achieving good
model utility while protecting prompts and code.

Unchanged Tokens and Negligible Noise. If tokens in
prompts x, instruction 7, and template 7 are replaced by
other tokens as in T2T [19-21], the code syntax breaks since
an inappropriate tokens degrade functionality and distorts the
essential correlation between a prompt x and its output code y.
Fine-tuning a model on such distorted pairs yields models that
generate code misaligned with prompt requirements. Even
without changing tokens in prompts, the instruction, and the
template, randomizing every token embedding with different
draws of considerable noise as in SnD [22] still distorts the
correlation among x, 7, 7, and code y since multiple token
embeddings can represent one token. As a result, the model
performance is remarkably degenerated.

INDVOCAB preserves all the tokens in the prompts x, in-
struction T, and the template 7, randomzing tokens’ embed-
dings once with negligible €-IND noise. This property retains
the essential correlations among x, 7, and 7 in the client’s
local data, enabling fine-tuning of the encoder and decoder
while balancing utility and privacy. We evaluate this with four
experiments using the MBPP dataset: (1) Average percentage
of changed tokens in prompts with test cases after IND preser-
vation: \%\ Yoo w; (2) Average Li-norm dis-
tance between original and IND-preserved token embeddings
using 32k tokens of the CodeLlama-7B model’s vocabulary:
{|é — ;|1 }rexxep; (3) Change in (angle) cosine similarity be-
tween bi-gram (two sequential) tokens ¢#; and #; 1 in prompts
x: {|cos(es;,er,,,) — cos(é;,&,.,,)|1 }exxep, Where cos(-) is
a cosine similarity function; and (4) Change in (angle) co-
sine similarity between any token pairs in INDVOCAB given
the original vocabulary: {|cos(e;,e,') —cos(&;,&y)|1}s srevize-
For a fair comparison, the privacy budget nd, in T2T and SnD
(m is predefined) equals the € in NOIR.

w
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Figure 5: NOIR’s gain in terms of (a) bi-gram angular change
in every prompt and (b) angular change among tokens in the
vocabulary compared with T2T and SnD.

Figure 4a shows that T2T [19-21] alters nearly all tokens
(= 100%) in every prompt and test case, whereas SnD [22]
and NOIR leave tokens unchanged. Despite this, SnD injects
substantial noise into token embeddings, with an average L;-
norm distance of ~645k versus 98.06 for NOIR (Figure 4b).
The average Li-norm distance in NOIR (102.13) is also sig-
nificantly smaller than T2T, statistically significant: p-value
< 3.3e-100 (2-tail t-test). Thus, only NOIR preserves tokens
while injecting negligible €-IND noise into their embeddings.

INDVOCAB obtains a significantly smaller average bi-
gram angular change than T2T and SnD across IND budgets €,
with over 33% improvement (Figure 5a). Larger € values fur-
ther enhance INDVOCAB’s ability to preserve bi-gram angles
compared to SOTA methods, thereby better maintaining angu-
lar correlations under IND protection. Figure 5b also shows
that NOIR achieves the smallest average angular change, con-
firming INDVOCAB’s superior ability to preserve the relative
angular correlation among tokens.

Adaptive  Ran-
domization. To e &
assess adaptive - URR M| 5000
randomization, we
compare the ARR
with uniform random-
ized response (URR),
where every token L S R e T
embedding feature G +3.125€5 o
has the same random-
ization probability. In
this experiment, we randomly pick one token ¢ and a feature
i in its token embedding. Figure 6 shows the correlation
between the probability g;; and the feature similarity g
under ARR and URR. Features similar to e/ are more likely to
be selected in the ARR than under URR’s uniform probability.
Those with similarity g and probabilities ¢, x higher than the
ones in URR are the most frequent (red rectangle). Thus,
ARR preserves embedding utility better than URR under the
same IND protection.

Agnostic to Embedding Size. We evaluate various existing
LDP mechanisms, from classical ones such as Gaussian [37],
Laplace [37], and Duchi’s mechanisms [54, 55], to advanced
methods including Piecewise [56], Hybrid [56], Three-outputs
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Figure 6: Adaptive probabilities.



[57], Adaptive OME [58], and XRand [59]. All face two key
challenges in our context: (1) High sensitivity A introduces
excessive noise due to large embedding magnitudes; (2) Pri-
vacy budget accumulation over large embedding size (e.g.,
m = 4,096) renders generation quality unusable—outputs re-
semble code at € ~ 500,000. Even relaxed d,-privacy-based
approaches [19-22] yield code-like outputs at € = 50,000.
Our ARR mechanism resolves these issues by advancing
randomization probabilities g;x and p; using —A;"k /m (Eq.
2), injecting negligible noise as demonstrated above. The to-
tal privacy budget becomes agnostic to embedding size m:
€= ZiEe, € > %Ziea, A;,max (Theorem 1).

Remark. Our ARR mechanism is uniquely suitable for
LLM generation under strict IND guarantees.

7 STUNING and LTOKENIZER

Model Misalignment. After deriving an effective INDVO-
CAB to prevent the cloud from reconstructing client prompts
and code, we now focus on fine-tuning the encoder 6, and
decoder 6, so the client can privately generate desirable code
in NOIR. Despite the benefits of INDVOCAB, fine-tuning
remains challenging: its privacy protection causes a misalign-
ment between the encoder’s output distribution and the cloud-
hosted LLM’s input distribution. This misalignment, ampli-
fied through the latent space of 0,,, further disrupts the align-
ment between encoder output and decoder input, degrading
performance as the trade-off for IND protection.

STUNING. To address the model misalignment, we use
split tuning: the client computes the loss function from
the final-layer logits and the one-hot vector v; of the next
token ¢ in the output y, derives the gradient of the de-
coder 0,4, and sends the gradient up to the last layer of
the middle block 6,, back to the cloud. The cloud con-
tinues the back-propagation computing the gradient of the
middle block 6,,’s LoRA and sends the gradient up to the
client’s encoder, where the client computes the gradient
of the encoder 0, locally. The client updates 6, and 6,4
while the cloud updates 6,,’s LoRA. This fine-tuning mini-
mizes the average loss: argming ‘%‘ Yixyten L({étj}‘;il ,,0),
where |D| is the number of data points {x,y} in D and
0 = {6,,0,,0,’s LoORA}, by updating 6, as follows: 8 «
010 st ©= k¥ (epdL({8,}L,,,6)/08, where o
is the aggregated gradient and ¥ is a learning rate. STUNING
computes gradients per data point dL({¢&;; }‘Jil ,,0) /06 rather
than over the aggregated statistics of multiple prompts, which
damages the prompts’ embeddings. STUNING updates the
model parameters using the aggregated gradients, recover-
ing the impact of the e-IND noise until the model converges,
yielding effective code generation models.

The power of STUNING lies in its effectiveness and effi-
ciency in model performance and fine-tuning cost. It requires
no extra cloud information, preserving CPC constraints, and
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Figure 7: Local Randomized Tokenizer (LTOKENIZER).

aligns the encoder and the decoder to mitigate the INDVO-
CAB’s impact. The cloud updates a lightweight LoRA at a
negligible cost, while the client can fine-tune 6, and 0, di-
rectly—only one and four attention blocks are needed for
encoder and decoder, respectively. As a result, NOIR delivers
strong code generation performance cost-effectively, ideal
for resource-limited clients. The cloud may skip fine-tuning
0,,’s LoRA, lowering complexity with minimal utility loss.
As shown in our complexity and cost analysis (Appx. D), a
single GPU suffices for client fine-tuning, achieving high
utility in code generation and completion.

LTOKENIZER. Although STUNING is effective, the cloud
can exploit the back-propagated gradients of the middle block
0,,’s LoRA, derived from raw one-hot vectors {v; };, of out-
put tokens ¢, to reconstruct training data through BiSR [25].
Using the shared open-source tokenizer and the vocabulary V,
the cloud maps each v; to the client’s token 7. Sine INDVO-
CAB does not protect these vectors {v; };cy, NOIR introduces
a local tokenizer (LTOKENIZER), which uniformly assigns
every token and its embedding in the INDVOCAB V to a
random index in the tokenizer on the client side.

Figure 7 illustrates assigning a token ¢ (e.g., function’) and
its embedding &;, in the INDVOCAB to a random index . The
one-hot vector v, becomes [17], where only the Y element
is 1 and all remaining elements are 0. If 7 is the next token
to be generated in the output y, the gradient minimizes the
loss between v, = [17] and the decoder’s output logits. This
gradient misleads the cloud’s RAs into reconstructing the
token at index 7y of the cloud’s tokenizer with its vocabulary
V, yielding an irrelevant token (e.g., jump’) instead of the
client’s token (‘function’). Figure 3 shows such a meaningless
reconstruction. LTOKENIZER is data-independent and incurs
no extra privacy cost.

The cloud’s probability of inferring a client’s token index
is 1/|V|, which is negligible; thus, the client’s secret one-hot
vectors v; and tokenizer remain protected. The client employs
LTOKENIZER with INDVOCAB in both STUNING and infer-
ence (Alg. 1).

Vulnerability to Averaging Attacks. There is no need to
randomize the vocabulary or one-hot vector assignments per
prompt. PromptRA, CodeRA, and frequency analysis attacks
are types of averaging attacks using public data to reconstruct
tokens. Our evaluation shows they are ineffective against
NOIR. As long as the cloud does not observe any auxiliary
information about the client tokens, embeddings, prompts, or
code beyond what INDVOCAB and LTOKENIZER protect,



reconstruction risks remain upper-bounded. It is because av-
eraging over IND-preserving token embeddings does not leak
extra information due to DP’s post-processing property. Aver-
aging attacks might succeed only if an internal actor colludes
with the cloud, which lies outside NOIR’s threat model.

8 Experimental Results

Our extensive experiments shed light on the trade-off be-
tween client-side privacy and model utility against cloud RAs.
NOIR surpasses the SOTA with strong privacy against the
cloud while remaining cost-effective through minimal client
fine-tuning, advancing protection of client prompts and code
in generation and completion.

Configurations. We use CodeLlama-7B, CodeQwen1.5-
7B-Chat, and Llama3-8B-instruct models with vocab sizes of
32k, 92,416, and 128,256 tokens, respectively; CodeLlama-
7B is the default. The client runs one and four attention blocks
per model as the encoder and the decoder, with the remaining
blocks cloud-hosted. Each token embedding has m=4,096
features, with uniform €/m across all features in e,;. The
temperature £ is 0.25, yielding the best performance across
mechanisms. As aforementioned, we open-source NOIR as
a privacy-preserving coding agent based on Qwen2.5-Coder-
32B-Instruct via a web service and a VS extension.

Datasets. We evaluate NOIR using the Evalplus bench-
mark [60], Mostly Basic Python Problems (MBPP) [34] for
code generation and HumanEval [27] for code completion,
and the BigCodeBench benchmark [28]. The client fine-tunes
the encoder and the decoder on the (public) CodeAlpaca
dataset [50] consisting of ~18k data points for Python and
then evaluates NOIR on the (private) HumanEval dataset. We
fine-tune the encoder and decoder again on the MBPP dataset
as the client’s private data. In the ablation study, we enrich
the CodeAlpaca dataset to ~376k data points by adding code
from the Stack dataset [61].

Baselines. We consider SoTA d,-privacy-preserving mech-
anisms for protecting user prompts, which are T2T [19—
21] and SnD [22]. Defense-free mechanisms include the
fClean model, i.e., our NOIR without INDVOCAB and LTO-
KENIZER, and the Clean model, i.e., the original LLM model.
We use Pass@r [27] to evaluate the model performance:
Pass@r = Epromps [1 - (":C) / ('Z)] , where Eprompts 18 the ex-
pectation over all prompts; for a given prompt: r is the re-
quested number of generated code versions, n is the total
number of generated code versions, and c is the total num-
ber of correct code versions passing all unit tests. As in [27],
we set n = 2r. Pass@r is a significant and standard metric
for quantifying model performance in generating functioning
code because it evaluates the probability that at least one out
of r independently generated code solutions is correct [27].
This aligns closely with practical deployment scenarios where
multiple outputs are reviewed or tested [62]. It is particularly
valuable in code synthesis, where a single correct solution
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Figure 9: Pass@r € {1,5,10} and IND budget €.

among several generated candidates is sufficient for success.
Also, Pass@r encourages diversity and quality in outputs,
which is crucial for robust code generation systems [62]. P3T
approaches [15-17] are not appropriate baselines since
they do not protect content of client’s prompts and generated
code as in our context.

Q1: What is the trade-off between privacy and model
performance? Figure 8 shows that SnD and T2T fail to gener-
ate code in both code generation and completion tasks across
all IND budgets €. They only produce code-like outputs at
very large € > 5,000, but their Pass@1 remains 0, consistent
with prior findings [22]. In contrast, NOIR consistently out-
performs these SoTA baselines. Higher €, indicating weaker
IND protection, yields better Pass@1. At € = 13, NOIR
achieves Pass@1 scores of 41.71 (MBPP) and 45.76 (Hu-
manEval), with only marginal drops of 0.26% and 1.14% com-
pared with upper-bounded defense-free performance. This
strong performance stems from its embedding-based design,
adaptive noise in INDVOCAB, and effective STUNING.

Q2: What is the cost to significantly improve model per-
formance with strong IND protection? With stronger pro-
tection (smaller €), Pass@1 performance drops more sharply
(Figure 8). For instance, at € = 1 (very strong IND), NOIR’s
Pass@1 scores are 32.22 (MBPP) and 31.1 (HumanEval).
Fortunately, the drop can be mitigated by generating multiple
code versions r per prompt and selecting the best based on
passed test cases. Even at € = 1, NOIR achieves much higher
Pass@10 (r = 10): 50.01 (MBPP) and 49.24 (HumanEval)
registering 55% and 58.3% improvements respectively, as
shown in Figure 9. The gain grows with larger €, and NOIR
Pass @10 even surpasses the defense-free Pass@1 at the cost
of producing more code versions.
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Q3: What is the cost for the performance improvement?
The cost is marginal. The client generates multiple code ver-
sions of a prompt as the input. Thus, the local computational
cost is (r — 1) multiplied by the number of test cases for each
prompt to identify the best code to use, which is negligible
given the lightweight decoder. The communication and fi-
nancial costs are (r — 1) times to generate this extra code in
Pass@r, as a trade-off for the significant performance boost.

Q4: How effective is NOIR in defending against RAs?
Figures 10, 11 show the privacy ASRs of PromtpRA and
CodeRA under NOIR’s defense. On MBPP’s training set
without test cases in prompts, NOIR significantly reduces
PromptRA’s privacy ASR (Figure 10a) from 96% (no test
case) and 51% (with test cases) of the defense-free mech-
anisms to 7% on average at € = 1, achieving 92.7% and
86.27% improvements. Similar reductions appear on MBPP’s
test set (Figure 10b). For HumanEval code completion, the
PromptRA’s privacy ASR is 0.0, showing it cannot reconstruct
a clear gist of any prompts (Figure 10c), which is intuitive
since Vec2Text [24] and BiSR [25] were not designed for
pure code prompts with INDVOCAB and LTOKENIZER.

Although PromptRA is ineffective in code completion,
CodeRA shows severe ASRs in privacy, confidentiality, and
functionality (99%, 97%, and 46%, respectively) against the
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Figure 12: Frequency analysis attacks (k = 3).

defense-free mechanism on HumanEval (Figure 11c). With
IND protection and LTOKENIZER, NOIR reduces privacy
and confidentiality ASRs to 0% across IND budgets €, and
the cloud cannot reconstruct functioning code (Fusi ASR =
0.0%). Similar results hold for code generation on MBPP
training and test sets (Figures 11a,11b). Under NOIR, CRT,
and CRT,, are 0.028 and 0.108 respectively, far smaller than
0.28 and 1.00 of the defense-free mechanism on MBPP. Sen-
sitive information leak is 0.038 (NOIR), compared with 0.98
(defense-free). The reconstructed top-5 tokens prompts and
code {“(s)’, ‘", ‘a’, <7, ‘to’} and {‘per’, ‘I’, ‘f’, ‘res’, ‘p’}
are meaningless. The client retains high model performance
under strong IND protection with marginal cost (Q3).

QS5: Is NOIR robust against frequency analysis attacks?
In this experiment, the cloud performs sequence-based (Figure
12) and token-based frequency analysis attacks, following
[63] and [44]. A token-based attack is a sequence-based one
with the sequence length k = 1. Out of 32k vocabulary tokens,
the cloud only recovers a few from the instruction template,
common to all prompts, but none from the client prompts
x and code y. Specifically, token-based attack reconstruct 6
tokens { ‘Write’, ‘a’, ‘Python’, ‘function’, ‘to’, ‘(/im_end|)’},
while sequence-based attacks (Figure 12) recover 3 tokens
{“Write’, ‘a’, ‘Python’}. After excluding these, the privacy
ASR is 0.0. Similar results hold when using public data (e.g.,
MBPP training set) with a similar distribution with the client’s
local data (e.g., MBPP test set). These findings confirm that
NOIR resists frequency analysis attacks.

Q6: What is the model performance for differ-
ent LLMs and vocabulary sizes? We vary the LLMs
by using CodeQwen1.5-7B-Chat, Llama3-8B-instruct, and
CodeLlama-7B models, which differ in capabilities and vo-
cabulary size. CodeQwen1.5-7B-Chat in NOIR achieves the
best performance on MBPP and HumanEval (Figure 13). A
gap remains between NOIR with CodeQwen1.5-7B-Chat and
the clean model, due to insufficient training data and small
privacy budgets. We address this by increasing both and ana-
lyzing the resulting RA costs.

Q7: What is the effect of enlarging the training data
and privacy budget? When clients (e.g., small enterprises)
lack sufficient training data, they can augment it with publicly
available data without disclosing the augmented set. For in-
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stance, we gradually expand CodeAlpaca from from ~18k to
~68k, ~106k, and ~376k data points by adding Python code
from the Stack dataset [61]. As Figure 14a shows, NOIR’s
Pass@1 significantly improves from 39.2 to 59.3 on MBPP,
reducing the gap to the Clean model (CodeQwen1.5-7B-Chat)
from 42.3% to 12.7% at € = 13. With 376k data points, raising
¢ further improves Pass@1 from 54.8 to 65.2, nearly matching
the defense-free fClean at 67.9 (a marginal 3.9% drop; Figure
14b). On HumanEval, Pass@1 rises from 46.3 to 65.9 as € in-
creases from 13 to 27. On BigCodeBench “Instruct”, NOIR’s
Pass@1 achieves 31.1 versus 31.7 for the clean model at
€ =27, amarginal 1.8% drop. Notably, NOIR remains robust
against CodeRA and PromptRA with ASRs = 0.0.

Q8: What is the cost of enlarging the training data and
privacy budget regarding RAs? Figure 15a shows that in-
creasing the privacy budget and training data does not raise
reconstruction ASRs (~ 0.0). This is because the task instruc-
tion T of the CodeQwen1.5-7B-Chat model combined with the
prompt x is longer and involves more tokens in the vocabulary
than in CodeLlama-7B, reducing the upper-bounded recon-
struction probability (Section 6.3). Therefore, CodeQwen1.5-
7B-Chat is more secure under INDVOCAB and LTOKENIZER
protection. Hence, privacy budget increases should be paired
with larger training data to balance performance and privacy.

Q9: What are the roles of INDVOCAB and LTOK-
ENIZER against RAs? This experiment highlights the de-
fensive roles of these components. CodeRA becomes very
effective when the client disables LTOKENIZER and uses the
open-source tokenizer (Figure 15b). PromptRA takes its turn
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Figure 15: Enlarging training data to 370k data points and
IND ¢ to 27 under PrompRA and CodeRA.

to be effective when the client disables INDVOCAB and uses
the open-source vocabulary (Figure 15¢). Thus, INDVOCAB
and LTOKENIZER defend against PromtpRA and CodeRA,
respectively. Combining them is crucial for producing high-
quality code while resisting attacks (Figure 152).

Q10: What is the effectiveness of STUNING, including
LoRA and zeroth-order (ZO) optimization? Training only
the decoder or a shortcut model (concatenating the encoder
and the decoder while removing the middle block 6,,) yields
poor performance (Pass@1 = 0.0 at € = 13) with CodeLlama-
7B. This is expected: decoder-only training cannot counter
IND-preserving noise amplified in the large latent space of 0,,,
whie shortcut-only training and inference ignores key features
learned by 6,,. Hence, integrating encoder, decoder, and 6,,
in STUNING and inference is essential for good utility.

Applying LoRA to the encoder and decoder yields little
benefit due to their lightweight design. Instead, we fine-tune
the encoder using the SOTA ZO optimization [64], which
approximates gradients via enriched embeddings. However,
Z0 requires 50 extra inferences per data point per training
iteration and offers no notable performance gain.

Q11: What is the client cost? We use an A100-80GB
GPU to measure the client’s cost of NOIR fine-tuning on
CodeQwen1.5-7B-Chat across datasets from 18k to 376k
data points. As shown in Figure 16, GPU memory usage,
fine-tuning time, and equivalent AWS hosting costs grow
sub-linearly with dataset size, ensuring scalability without
excessive client communication cost. A 20.89x dataset size
increase raises GPU memory usage only 1.36x (49.92GB —
67.70GB; Figure 16a), while AWS fees remain affordable for
small enterprises ($152 — $2,394; Figure 16b). Therefore,
our system scales efficiently with minimal cost.

Q12: Can we reduce the cloud cost? The cloud has the



2,500

o
o
N
=)
=3
S]

r 1,500

LY
a3
g
Cost on AWS ($)

Memory Allocated (GB)
g &
S 8

o
=3

18k 66k 136k 376k 18k 66k 136k 376k
Dataset Size Dataset Size

(a) GPU Memory (b) Time and Cost on AWS

Figure 16: Client’s fine-tuning cost on 1 A100 GPU (80GB).

option not to fine-tune the 6,,’s LoRA to reduce its computa-
tional complexity with a marginal drop ~2% of model utility
as a trivial trade-off.

Q13: What are the best numbers of attention blocks?
We set € = 13 and study how the number of attention blocks
in the encoder and decoder affects performance. Fixing the
encoder to one block, increasing the number of decoder’s at-
tention blocks improves NOIR’s performance. In contrast,
adding attention blocks to the encoder does not help, as pri-
vacy noise propagates further into the latent space, limiting
the cloud ability to enrich prompt embeddings and making
encoder/decoder fine-tuning difficult.

Q14: What is the NOIR’s end-to-end latency? To eval-
uate NOIR’s latency, we deploy the system with Qwen2.5-
Coder-32B-Instruct when the encoder/decoder and middle
block servers are in the same cloud region. Each server is
equipped with a single A100 80GB GPU. For comparison, we
also deploy the fully connected model on a single server with
the same GPU achieving 22.96 tokens/s, whereas NOIR’s
latency is 21.49 tokens/s. These results indicate that when the
client and cloud servers are co-located in a close proximity,
NOIR incurs only a marginal latency overhead.

9 Discussion

In this section, we discuss limitations in terms of security
auditing and practicality of NOIR and potential solutions.

Practicality. LLM vendors may not have strong incen-
tives/motivation to adopt split learning. However, third-party
providers (independent of LLM creators) can leverage exist-
ing open-source LLMs to provide NOIR, which will allow
them to charge data security and IP sensitive enterprises for
this privacy-preserving service. NOIR requires seamless in-
tegration between client-side (lightweight encoder/decoder)
and cloud-hosted (middle block) components to make this
model practical.

Security Auditing. While stronger security auditing mech-
anisms remain unavailable, adversaries could exploit ad-
vanced adaptive attacks to undermine €-IND. A powerful
adversary might control the cloud-side LoRA to fine-tune
middle blocks, reducing or eliminating noise effects. By ana-
lyzing the distribution of IND-preserved embeddings across
multiple prompts, they could model noise patterns and dy-
namically adjust LoRA to improve reconstruction accuracy. A

potential defense is to explore privacy-preserving LoRA pro-
tocols, training the cloud’s LoRA via zero-knowledge proofs
or trusted execution environments to safeguard client data pat-
terns. Such solutions may not be cost effective, and therefore
further research is necessary to explore this topic.

Cross-embedding similarity could reveal semantic relation-
ships between tokens, while token clustering across prompts
might infer the original token’s semantic role, such as iden-
tifying “function” from consistent contextual embeddings
like “def” or “defining a function.” Also, cross-prompts clus-
tering could uncover semantic structures, enabling attackers
to bypass e-IND through pattern inference. The key idea of
these adaptive attacks is to discover frequent sequences of
token embeddings then match them with frequent sequences
of tokens extracted from public data. To defend against these
sophisticated adversaries, NOIR will prioritize enhancing
its privacy mechanisms. This includes developing adaptive
strategies, such as context-dependent dynamic prefix tokens
using encoder attention block position embeddings to alter
tokenization during training or inference, thereby preventing
the cloud from learning semantic patterns.

In a pilot study, we considered these cross-embedding-
based adaptive attacks by clustering token embeddings based
on 1) their similarity, 2) their positions, and 3) both their sim-
ilarity and positions using public data (MBPP training set)
on the Qwen2.5-Coder-32B-Instruct and Qwen3-32B models
to identify common sequences across prompts. The position-
based clustering attack (i.e., sequences of token embeddings
are matched with sequence of tokens in the public data based
on their positions in the prompts) shows the most promising
result by recovering e-IND-preserving embeddings (€ = 27)
of a few persistent tokens { ‘Python’, ‘function’, ‘a’, ‘write’,
‘to’ } at fixed sequence patterns across prompts in the system
prompt template. Only a few tokens are identified because
the encoder attention block position embeddings disrupt the
token embeddings, making it difficult to exploit the token
embedding similarity. Randomly adding a dynamic prefix up
to 8 random characters, e.g., <A@ 1p?He5>, to the system
and instruction prompts prevents this marginal leak of the
e-IND-preserving token embeddings by further disrupting
the embedding sequence patterns (in terms of both similarity
and positions) across prompts without affecting model perfor-
mance given the model’s strong reasoning capability (Appx.
E). Also, overly strict protection, such as increasing the dy-
namic prefix token to 20 characters, can notably degenerate
the model performance. Further research is needed to bolster
NOIR’s defense against adaptive and cross-prompts attacks,
ensuring robust protection in practice.

Text Generation. NOIR is limited to private code genera-
tion due to its unique challenge, fine-tuning data, and pipeline
rather than general text generation. Extending NOIR to gen-
eral text generation involves adapting the vocabulary and
tokenizer to handle diverse natural language tasks, modifying
the training data and architecture to support text generation,



and ensuring robust privacy protections against reconstruction
attacks. Our pilot study shows that NOIR achieves highly
competitive reasoning performance using Qwen open-source
LLMs (Appx. E). A NOIR’s trial system for general text
generation is available: https://noir.oppyai.com.
Several other research directions include: (1) Embedding
Alignment: The cloud must avoid responding to malicious
embeddings from harmful prompts (e.g., “generating malware
code”), a harder task than detecting harmful prompts. (2) Pro-
prietary LLMs: Model architecture, vocabulary, and token
embedding size are sensitive to the proprietary LLM-provider.
A solution is for clients to use open-source encoders/decoders,
while the cloud aligns embedding sizes with its proprietary
LLM via feature transformation (e.g., NVIB [65]). Pilot re-
sults (Appx. F) show promising performance on benchmarks.

10 Conclusion

This paper presents NOIR, a code generation framework that
protects clients’ prompts and code using open-source LLMs.
Clients send prompt embeddings derived from a local encoder
to the cloud-hosted model and receive enriched embeddings,
which are decoded locally to generate code. To prevent cloud
reconstruction of prompts and code, we introduce a novel
concept of e-IND-preserving vocabulary (INDVOCAB) with
a randomized tokenizer (LTOKENIZER), and propose STUN-
ING, a client-side fine-tuning method for the encoder and
decoder. Extensive theoretical and empirical results show
that NOIR significantly outperforms SoTA baselines while
safeguarding data privacy, code confidentiality, and code func-
tionality against reconstruction and frequency analysis attacks
from an honest-but-curious cloud. To demonstrate practicality,
we open-source NOIR as a privacy-preserving coding agent
using a Qwen2.5-Coder-32B-Instruct model with Pass@1:
83.6 (MBPP), 85.4 (HumanEval), and 47.2 (BigCodeBench).
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its API through a privacy-preserving coding agent for the
public use in a web-service (https://noir.oppyai.com)
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A Proof of Theorem 1

Proof. Given two possible values e! and ¢!’ of the i"-feature
in the token embedding e;, i.e., e}, e’ € {e/};cy, and any pos-
sible output z € Range(ARR), where Range(ARR) denotes
every possible output of ARR, we have:

P(ARR(el) =2z) o Max P(ARR(ej) =z) _ maxP(ARR(e]) =2)

P(ARR(¢l') =z) ~ minP(ARR(¢i') =z) minP(ARR(e}) =z)

Following the typical definition of RR mechanisms [53],
the probability p; must be larger than or equal to any proba-
bilities g; x. We assume having this condition:

©)

VkeV\t:pi>qi. 7
From Egs. 6 and 7, we have that
exp(Bi)
P(ARR(e") =z) _ exp(Bi)HVI-T
P(ARR(¢f') =2) ~ min( XA /m) V-l

Yiev exp(—Al fm) exp(Bi)+[V[-1

_ exp(Bi) G S exp(E). ®)
(V= 1) min( 2240
Eicv exp(— ], /m)
Taking a natural logarithm of Eq. 6, we obtain:
In( exp(ﬁ;@fum ) < Infexp(er)

(JV]|—=1) min( 7):16‘/ exp(—A;J/m)
min{exp(—Af}k/m) }kev\z
Yievexp(—4;,;/m)

Let us recall that, for the Eq. 9 to hold, we need the condition

in Eq. 7 to hold. In fact, we can rewrite Eq. 7 as follows:
) ) _ V|—1 max{exp(—A4; ; /m)}rev\s

pi 2 maX{%,k}keV\t T opBIFVIT ey exp(—AT/m)

exp(Bi)

& Bi <& +In(|V|—1)+In( ) O

This is equlyalent to: oLV >
V-1 max{exp(—A; . /m)}rey\s ‘ -
SpBFVITT Ty exp(—Al m) exp(Bi)) = (VI

) max{exp(—A;:k/'.")}keV\t
Lievexp(=4;,/m)

maX{exp(—Aﬁﬁk/m)}kev\,
Yiev eXp(—A;‘l/m)
For Egs. 9 and 10, which represent the upper-bound and
the lower-bound of B; respectively, to hold simultaneously,
resulting in feasible B;, we need the upper-bound to be larger
than or equal to the lower-bound, as follows:
min{eXp(—A;‘?k/m)}kev\,
Yiev exp(—Ag‘I/m)
N max{exp(fAﬁ7k/m)}k€V\, maX{CXP(A;,k/m)}keV\t
Yiev CXP(_Af,[/m) min{CXP(Af,k/m)}keV\t
Let us denote A, . = min{Al Ly, and A[,, =
max{A! i Jkev\;- From Eq. 11, we have that

& Bi > 1n(|V|—1) +In( ). (10)

g +In(JV|— 1) +In( )= In([V|—1)+

) < g > In( ) an

eXP(A;ﬁmax/m)
exp(Aimm/m)
Consequently, from Eqgs. 9, 10, and 12, Theorem 1 holds. [J

g > In(

1 . )
) =g > E(A;.max - A;,min)' (12)



B Theorem 2

Theorem 2. Applying ARR to independently randomize every
i"-feature with a privacy budget €; in a token embedding e,
preserves €-IND, where € = Y ;c,, €;.

Proof. Given any  two possible embeddings
e, = {ei}ice, and ¢ = {¢]'};cy of a token ¢, ie,
Vi-feature ine, : el,el’ € {el}cy, and any possible
output O = {z' € Range(ARR)}y teauureine,» Where
Range(ARR) denotes every possible output of ARR,
P(ARR(¢)=0) _ L maxP(ARR(g§)=zf)
P(ARR(e))=0) = LHE€& yinp(ARR(el)=2)

P(ARR(e})=7
[Tie, WR(&S:?; < Ilice exp(ei) = exp(Lice, &)-

Consequently, Theorem 2 holds. O

we have:

C Prompt-level Protection

Token-level d,-privacy has two key weaknesses: (1) privacy
budget and authorship leakage scale with the number of to-
kens in a sentence, and (2) protection varies across sentences
with different token counts [52]. Authorship leakage [23] is
not a concern in our study, as the cloud knows the client’s iden-
tity. While techniques like Tor [66] can address authorship
privacy, we aim to establish an upper bound on the probabil-
ity of prompt x being reconstructed, thereby exploring the
relationship between INDVOCAB and reconstruction risk.

To achieve our goal,
we introduce a security
game (Figure 17) where
the client selects an
e-IND-preserving token
embedding o € {& }iev
and sends it to the cloud
along with the original
vocabulary V associated
with the ground-truth to-
ken embeddings {e; };cv .
The cloud wins if it correctly identifies the ground-truth token
t corresponding to o. The cloud receives no feedback on its
success, and the client does not provide additional informa-
tion derived from the original embeddings, adhering to the
CPC constraints. The frequency of game play or the selection
of e-IND-preserving embeddings does not compromise the
IND protection due to its post-processing property [37]. Each
game remains independent, as the cloud gains no insight into
the INDVOCAB V from participating in multiple games. The-
orem 3 quantifies the cloud’s probability of correctly inferring
t from o, P[ARR(e;) = 0]. Note that Vt #1¢' : & # ép.
Theorem 3. Given an -INDVOCAB V, the probability that
an arbitrary t €V is the ground-truth token of an observed
€-IND token embedding o € {&; };cv, denoted as P[ARR(e;) =
0], is bounded as follows:

1 €

e
— < P[ARR(e;) = 0] < ————.
T (V= e = PARR(e) =0l < gy

INDVocab ¥ Cloud Vocab V

:
'
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e picked ! ? e O
— o «_PIARR(e;) = 0]
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Figure 17: Token Reconstruc-
tion Security Game.

Viev: (13)

Proof. Given an arbitrary e-IND-preserving token embedding
0 € {é}1ev and the vocabulary V, the cloud will make an
inference whether o is a result of randomizing one of the |V|
token embeddings in the vocabulary. Therefore, given |V|
possible outcomes from the cloud perspective, we have

Y PIARR(er) = 0] =1 (14)
tev
&Vt €V P[ARR(e;) = o] =1— Z PIARR(ey) = o).
eVt

From Definition 2 and Theorems 1-2, we also have
that: V¢’ € V \1,YO = {Z' € Range(ARR)};

PIARR(e,) = 0] > PARR)=0]

__ PIARR(¢,)=0)]

the that: —P[ARR(ey) = 0] <
result to all ¢/ € V' \ 7, we have that

th_feature in ¢, -
o —PARR(e,) = O] <

. Given the observed outcome o € O, we have

— PARR()Z0] By applying this

PIARR(e;) = o]

— ) PlARR(ey) =0] < —(|[V|-1) . (15)

r'eV\t

From Egs. 14 and 15: we have that V¢ € V : P[ARR(e;) =
o] <1—(JV|— 1)%

eE

1 et
= < = .
< P[ARR(e;) = 0] < . Vs es+‘V|—1 (16)
eE

In addition, we also have that Vi € V\1,VO =
{Zl € Range(ARR)}Vi‘h-fcalure ine, - P[ARR(et’) = O] <
e®P[ARR(e,) = O]. Given the observed outcome o € O, we
have the that: P[ARR(ey) = o] < ¢*P[ARR(e;) = o]. By
applying this result to all ¢/ € V' \ 7, we have that

1— Y P[ARR(ey) = 0] > 1—(|V|—1)e"P[ARR(e;) = 0]. (17)
eVt

From Egs. 14, 17, we have P[ARR(e;) = o] > 1—(|V|—
1)e*P[ARR(e;) = 0]
1

& P[ARR(e;) = 0] > T+ (V[ 1)e

(18)

Consequently, from Eqs. 16 and 18, Theorem 3 holds. O

From Theorem 3, it is evident that the “larger the number
of tokens” in the vocabulary V and the “smaller the privacy
budget €” is, the “lower the probability” for the cloud to infer
the ground-truth token, offering rigorous privacy protection.

We can extend the security game by allowing the client

x|

to pick an arbitrary prompt x = {r j}‘] | represented as a se-

quence of e-IND preserving tokens {oj}‘jil s.t.Vje[l,]x]:

0j = &; and the client sends {o j}‘;il to the cloud. The cloud
wins the game if its reconstructed prompt £ provides a clear
gist of x by identifying ground-truth tokens {¢;} in x. For
instance, Bleu(%,x) > p (= 20) for a clear gist of x [47], for-
mulated as P[Bleu(%,x) > p;{o j}‘;il]. Like the previous se-
curity game, the client does not send the game outcome to the



cloud. Therefore, the cloud observes no extra information
derived from the ground-truth token embeddings in playing
the games. As a result, the number of games, the number
of times a token appears in one or more prompts, and the
number of times a prompt is selected in these games do not
affect the e-IND protection of the token embeddings (the
post-processing property of DP [37]).

In this security game, the numbers of tokens in the re-
constructed and ground-truth prompts, £ and x, are the same:
|| = |x|. Hence, Rouge precision is equal to Rouge recall:
Rouge-precision(%,x), Rouge-recall(X,x) = C/|x|, where C
is the number of correct reconstructed tokens in X. As a result,
Rouge-F1(%,x) [46] is equal to C/|x|, which is equivalent to
Bleu(%,x) = C/|x|. Therefore, we focus on analyzing the cor-
relation between the IND budget €, the vocabulary size
the size of the prompt |x|, and the threshold p in reconstruct-
ing a clear gist of x using the Bleu score below. The following
proposition limits the cloud’s upper-bounded probability of
winning the security game.

Proposition 1. The cloud’s probability to identify ground-
truth tokens in x with a gist level higher than or
equal p is upper—bounded as P|Bleu(%,x) > p; {oj}lx‘ | <

eyl
(\xi:wz)p‘x‘ x (w\evseﬂ) P sohere = V|- 1.

Proof. Let us recall the Bleu score definition as follows:
Bleu(%,x) = BP(%,x) x C/|x|, where BP(%,x) stands for the
brevity penalty given for the mismatched length between the
reconstructed prompt £ and ground-truth prompt x, and C is
the number of correct reconstructed tokens in £. In our secu-
rity game, BP(£,x) = 1 since £ and x have the same length.

The probability of having C correct reconstructed tokens,
assuming {f; = 1;}5_, and {#; # tj}] ~c41 Without loss of
generality, is:

P({t =1y 1 # 3 e oy i)

Jx]
ﬁP[ARR(e,)—oj]x H P[ARR(e;;) # 0j], (19)
j=1 j=C+1

where P[ARR(e;;) # o;] indicates the cloud’s probability to
infer than ¢; is not the ground-truth token of the observed
€-IND preserving token embedding o;.

From Theorem 3, we have that ]—[/C-ZI PIARR(er;) = 0j] <

(%)C In addition, we have that
P[ARR(elj) Foj] = 7P[ARR(elj) =0/l (20)
1 Y
S WEDeE T iR (v= e @b

Let’s denote y = |V| — 1, from Egs. 13, 19, and 21, we have

P =) A5 2 e o) < ()% (@)

e+ V-1
(V=D e vt e e e
(1+(\V\*1)€€) _(\ueSHIZ) X(\Ue“rl) ’ 23)

From Eq. 23, the probability to reconstruct a clearer gist
of a prompt x, i.e., C increases, is reduced monotonically. It
is because ¥ > 1 and C € [0,]x|]. Therefore, we have that:

P[Bleu(%,x) > p; {oj}m | = Plc > LX:‘J
PC = ol o] = PUG = )0 #
x| || 1\ pl] £ \(I=p)lx
t}] =p|x|[+1° {0 }X ) (“Xi+wz) X (w\e‘{:‘#»l) :
Consequently, Proposition | holds. O

Theorem 4. The cloud’s previously reconstructed token se-
quences i j can enhance its probability of correctly recon-
structing the next token t;: P(f; =t;|i ;). This advantage is
bounded by a constant 7y in practice, as follows:

Vi ex:0 < P(fj =tjli<j) — P({j =1t;) <, where Y€ [0,1]. (24)

Given a bounded constant vy, we extend Proposition 1, bound-
ing the probability to reconstruct a gist level higher than p of
the prompt x exploiting i j, as follows:

yet + 1
(

pla yet
A

)(I—P)\X\
et + 1 '

[Bleu(x x) > p; {oj}m }

Proof. The probability of having C correct reconstructed to-
kens, assuming {7; = 1;|7<;}5_, and {f; # t]|t<j} 4 With-

out loss of generality, is: P[Bleu(%,x) > p; {oj}lx‘ ]

(€ plrl:{o}1] < P[C = plal:fo;) L] )
({hy = 1<) Al A 1l o). @6)

From Eq. 24, we have that Vj : P(7; =1)|i<;) < P(fj =1;)+1.
Let us consider the worst-case for the client, in which the
cloud has the maximal probability of correctly reconstructing
every token #;, denoted as P*(f; = t;|i<;) = P(f; = t;) +7.
The corresponding probability of incorrectly reconstructing a
token ¢; is: P(7; #tj|i<j) = 1 — P*(f; =t}|i~ ). From Eq. 26,

Pl A
| <T1P @ =1lic))
=1

P
p

A

P[Bleu(%,x) > p:{o,} 1, [1 PG #1lic))

J=pll+1
_(YEHL ekl W (-p)i
7(Wee+\u2+ ) X(Wee+1 Y) (27)
Consequently, Theorem 4 holds. O

D Complexity and Cost Analysis

We evaluate the complexity and cost of operating NOIR. Let
n and d be the numbers of input tokens and the hidden size
of attention layers. The network communication between the
client and cloud involves two phases: sending the encoder’s
output embedding £ (complexity O(nd)) and receiving the
enriched embedding £ (cost O(nd)), resulting in a total trans-
mission cost of O(nd). On the client side, the computation
consists of three stages: generating the privatized token em-
bedding (O(n)), and feeding embeddings through the encoder
and decoder, each with complexity O(n*d), leading to a to-
tal cost of O(n?d) (comparable with [67]). Fine-tuning costs



are notably reduced, as the client computes the decoder’s
gradients twice and the encoder’s gradients once per train-
ing iteration, compared to computing gradients for the entire
LLM. In fact, using 1 and 4 attention blocks for the encoder
and decoder, respectively, in CodeLlama-7B results in 71.9%
lower tuning costs. On the cloud side, prompting and host-
ing costs are reduced because the prompt embedding passes
through fewer attention blocks (27 vs. 32), lowering the cloud
prompting and hosting cost by 15.6%. NOIR is scalable,
requiring minimal resources for fine-tuning/operation.

E Pilot General Text Generation Pipeline

To adapt NOIR for general text generation, we propose a
six-phase fine-tuning strategy mirroring pre-training while
escalating reasoning complexity. Phase 1 trains the encoder,
decoder, and middle block’s LoRA on simple math/logic
datasets to generate explicit reasoning steps. Phase 2 in-
tegrates multi-hop and scientific reasoning datasets to syn-
thesize coherent reasoning from multiple facts. Phase 3
strengthens problem-solving across domains (math, code,
writing) using high-quality datasets for deeper abstract rea-
soning. Phase 4 extends handling of long contexts (up to
32,000 tokens) and multi-turn conversations with datasets
like patents and dialogues, enabling interactive reasoning
and plan revision. Phase 5 employs Group Sequence Pol-
icy Optimization (GSPO) [68] to align reasoning sequences,
ensuring structured, repeat-free outputs with correct final an-
swers. Phase 6 tailors the model to enterprise use cases
via domain-specific corpora while retaining cross-domain
capabilities. A small subset of prior data is retained in all
phases to prevent forgetting. We deployed a Qwen3-32B with
€ =27 (https://noir.oppyai.com) and on-going trials
with Qwen3-235B-A22B-Instruct using this training pipeline.
The curated dataset has total of ~2.7m data points across six
phases. We achieve highly competitive performance across
reasoning tasks on the LiveBench [69] while maintaining €-
IND (Table 3). Note that, poor data quality and fine-tuning
pipeline can significantly lower NOIR’s performance render-
ing it unpractical for enterprises.

NOIR  Qwen3-32B

Reasoning Average 66.5 48.2
Mathematics Average 71.8 67.4
Instruction Following Average 70.2 17.8
Language Average 413 55.0

Table 3: NOIR’s Performance on LiveBench-2026-01-08.
Qwen3-32B’s Performance is Recorded on the Leader Board.

F Preliminary Results on Proprietary LL.Ms

To adapt NOIR for black-box middle blocks from proprietary
LLMs, we introduce a representation-learning module that

maps both sides into a shared, pre-agreed embedding space,
enabling seamless integration. This approach extends the Non-
parametric Variational Information Bottleneck [65] (NVIB)
autoencoder, which offers attention-like expressivity, model-
agnostic flexibility, and theoretical rigor, making it ideal for
bridging heterogeneous LLM components.

Figure 18
shows the ,
D-VAE adapter i
block, which TRl | ——
consists of RS S
two paired
NVIB autoen-
coders.  One
autoencoder
processes client-to-cloud representations, while the other
handles cloud-to-client responses. Each NVIB encoder
compresses input hidden states into a shared latent space with
a pre-defined dimensionality, ensuring dimensional alignment
and distribution compatibility across heterogeneous models.
The corresponding decoders reconstruct the latent variables
into embeddings that match the expected interface of the next
component.

To evaluate our

Figure 18: D-VAE structure for en-
coder/decoder alignment.

approach, we instan-

. . . 1 rime numbers between
tiate the Cllent-SIde 1 and a given number. I
components using o

Qwen2.5-Coder-7B-
Instruct, selecting the
first attention block as
the encoder and the
last as the decoder for
NOIR. The cloud-side
middle block is set as
the entire attention stack
from LLaMA-3.1-8B,
treated as a fixed black-
box module. We train the end-to-end system for three epochs
under two data regimes: a small-scale setting with 18k
samples from the CodeAlpaca dataset and a large-scale
setting with 100k samples from our curated dataset.

Our preliminary results show that the D-VAE aligns the two
model structures. In the 18k CodeAlpaca setting, the system
achieves a Pass@1 of 2.8% on MBPP, indicating that limited
data suffices for learning a functional cross-model interface.
Scaling to 100k curated examples significantly boosts perfor-
mance to 12.4% Pass@1, underscoring the D-VAE adapter’s
ability to leverage larger datasets and enhance downstream
code generation despite the heterogeneity and black-box na-
ture of the intermediate LLM. Although the preliminary per-
formance is far from practically usable, Figure 19 shows that
the architecture generates coherent, syntactically valid, and
task-appropriate code solutions, highlighting its potential and
suggesting further improvements with scaling and refinement.

Figure 19: An example of gen-
erated code and prompt.


https://noir.oppyai.com
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