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Abstract

Initializing with pre-trained models when learning on downstream tasks is becoming standard
practice in machine learning. Several recent works explore the benefits of pre-trained
initialization in a federated learning (FL) setting, where the downstream training is performed
at the edge clients with heterogeneous data distribution. These works show that starting from
a pre-trained model can substantially reduce the adverse impact of data heterogeneity on the
test performance of a model trained in a federated setting, with no changes to the standard
FedAvg training algorithm. In this work, we provide a deeper theoretical understanding of
this phenomenon. To do so, we study the class of two-layer convolutional neural networks
(CNNs) and provide bounds on the training error convergence and test error of such a
network trained with FedAvg. We introduce the notion of aligned and misaligned filters at
initialization and show that the data heterogeneity only affects learning on misaligned filters.
Starting with a pre-trained model typically results in fewer misaligned filters at initialization,
thus producing a lower test error even when the model is trained in a federated setting with
data heterogeneity. Experiments in synthetic settings and practical FL training on CNNs
verify our theoretical findings.

1 Introduction

Federated Learning (FL) (McMahan et al., 2017) has emerged as the de-facto paradigm for training a Machine
Learning (ML) model over data distributed across multiple clients with privacy protection due to its no
data-sharing philosophy. Ever since its inception, it has been observed that heterogeneity in client data
can severely slow down FL training and lead to a model that has poorer generalization performance than
a model trained on Independent and Identically Distributed (IID) data (Kairouz et al., 2021; Li et al.,
2020; Yang et al., 2021a). This has led works to propose several algorithmic modifications to the popular
Federated Averaging (FedAvg) algorithm such as variance-reduction (Acar et al., 2021; Karimireddy et al.,
2020), contrastive learning (Li et al., 2021; Tan et al., 2022) and sophisticated model-aggregation techniques
(Lin et al., 2020; Wang et al., 2020), to combat the challenge of data heterogeneity.

A recent line of work (Chen et al., 2022; Nguyen et al., 2022) has sought to understand the benefits of starting
from pre-trained models instead of randomly initializing the global model when doing FL. This idea has
been popularized by results in the centralized setting (Devlin et al., 2019; Radford et al., 2019; He et al.,
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2019; Dosovitskiy et al., 2021), which show that starting from a pre-trained model can lead to state-of-the-art
accuracy and faster convergence on downstream tasks. Pre-training is usually done on internet-scale public
data (Schuhmann et al., 2022; Thomee et al., 2016; Raffel et al., 2020; Gao et al., 2020) in order for the
model to learn fundamental data representations (Sun et al., 2017; Mahajan et al., 2018; Radford et al.,
2019), that can be easily applied for downstream tasks. Thus, while it would not be unexpected to see
some gains of using pre-trained models even in FL, what is surprising is the sheer scale of improvement. In
many cases Nguyen et al. (2022); Chen et al. (2022) show that just starting from a pre-trained model can
significantly reduce the gap between the performance of a model trained in a federated setting with non-IID
versus 11D data partitioning with no algorithmic modifications. Figure 1 shows our own replication of this
phenomenon, where starting from a pre-trained model can lead to almost 14% improvement in accuracy for
FL with non-IID data (i.e., high data heterogeneity) compared to 4% for FL with IID data and 2% in the
centralized setting. This observation leads us to ask the question:

Why can pre-trained initialization drastically improve model performance in FL?

One reason suggested by Nguyen et al. (2022) is a lower value 90
of the training loss at initialization when starting from pre-
trained models. However, this observation can only explain
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improvement in training convergence speed (see Theorem V g %04
in Karimireddy et al. (2021)) and not the significantly im- =
proved generalization performance of the trained model. Also, j 751
a pre-trained initialization can have larger loss than random %
initialization while continuing to have faster convergence and £

better generalization (see Table 1 in Nguyen et al. (2022)).
Chen et al. (2022); Nguyen et al. (2022), also observe some
optimization-related factors when starting from a pre-trained 60~ Random Protrained
Il:lOdel including smaller distance to optimum, l.)etter condi- Figure 1: Test accuracy (%) on CIFARI0 with
tioned loss surface (smaller value of the largest eigen value of SqueezeNet model Iandola et al. (2016) under
Hessian) and more stable global aggregation. However, it has  .andom and pretrained initializations for FL
not been formally proven that these factors can reduce the and centralized training. Pre-training benefits
adverse effect of non-IID data. Thus, there is still a lack of FL more than centralized setting and signifi-
fundamental understanding of why pre-trained initialization cantly reduces the gap between IID and non-
benefits generalization for non-IID FL. IID FL model performance.
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Our contributions. In this work we provide a deeper theoretical understanding of the importance of
initialization for FedAvg by studying two-layer ReLU Convolutional Neural Networks (CNNs) for binary
classification. This class of neural networks lends itself to tractable analysis while providing valuable insights
that empirically extend to training deeper CNNs as shown by several recent works (Cao et al., 2022; Du
et al., 2018; Kou et al., 2023; Zou et al., 2023; Jelassi & Li, 2022; Bao et al., 2024; Oh & Yun, 2024). Our
data generation model, also studied in Cao et al. (2022); Kou et al. (2023), allows us to utilize a signal-noise
decomposition result (see Proposition 1) to perform a fine-grained analysis of the CNN filter weight updates
than can be done with general non-convex optimization. Some highlights of our results are as follows:

1. We introduce the notion of aligned and misaligned filters at initialization (Lemma 1) and show that data
heterogeneity affects signal learning only on misaligned filters while noise memorization is unaffected by
data heterogeneity (see Lemma 2). A pre-trained model is expected to have fewer misaligned filters, which
can explain the reduced effect of non-IID data.

2. We provide a test error upper bound for FedAvg that depends on the number of misaligned filters at
initialization and data heterogeneity. The effect of data heterogeneity on misaligned filters is exacerbated
as clients perform more local steps, which explains why FL benefits more from pre-trained initialization
than centralized training. To our knowledge, this is the first result where the test error for FedAvg explicitly
depends on initialization conditions (Theorem 2).

3. We prove the training error convergence of FedAvg by adopting a two-stage analysis: a first stage where
the local loss derivatives are lower bounded by a constant and second stage where the model is in the
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neighborhood of a global minimizer with nearly convex loss landscape. Our analysis shows a provable
benefit of using local steps in the first stage to reduce communication cost.

4. We experimentally verify our upper bound on the test error in a synthetic data setting (see Section 3 as
well as conduct experiments on practical FL tasks which show that our insights extend to deeper CNNs
(see Section 4).

Related Work. The two-layer CNN model that we study in this work was originally introduced in Zou et al.
(2023) for the purpose of analyzing the generalization error of the Adam optimizer in the centralized setting.
Later Cao et al. (2022) study the same model to analyze the phenomenon of benign overfitting in two-layer
CNN, i.e., give precise conditions under which the CNN can perfectly fit the data while also achieving small
population loss. Oh & Yun (2024) use this model to prove the benefit of patch-level data augmentation
techniques such as Cutout and CutMix. Kou et al. (2023) relaxes the the polynomial ReLU activation in Cao
et al. (2022) to the standard ReLU activation and also introduces label-flipping noise when analyzing benign
overfitting in the centralized setting. We do not consider label-flipping in our work for simplicity; however
this can be easily incorporated as future work. To the best of our knowledge, we are only aware of two other
works (Huang et al., 2023; Bao et al., 2024) that analyze the two-layer CNN in a FL setting. The focus
in Huang et al. (2023) is on showing the benefit of collaboration in FL by considering signal heterogeneity
across the data in clients while Bao et al. (2024) considers signal heterogeneity to show the benefit of local
steps. Both Huang et al. (2023) and Bao et al. (2024) do not consider any label heterogeneity and there is no
emphasis on the importance of initialization, making their analysis quite different from ours. We defer more
discussion on other related works to the Appendix.

2 Problem Setup

We begin by introducing the data generation model and the two-layer convolutional neural network, followed
by our FL objective and a brief primer on the FedAvg algorithm. We note that given integers a, b, we denote
by [a : b] the set of integers {a,a + 1,...,b}. Also, [n] denotes {1,2,...,n}.

Data-Generation Model. Let D be the global data distribution. A datapoint (x,y) ~ D contains feature
vector x = [x(1)T,x(2)T]" € R?? with two components x(1),x(2) € R? and label y € {+1, -1}, that are
generated as follows:

1. Label y € {—1,1} is generated as Py = 1] =Py = —1] = 1/2.

2. One of x(1), x(2) is chosen at random and assigned as yu, where p € R? is the signal vector that
we are interested in learning. The other of x(1), x(2) is set to be the noise vector & € RY, which is
generated from the Gaussian distribution N'(0,02 - (I — pp " - leell5 %))

This data generation model is inspired by image classification tasks Cao et al. (2022) where it has been
observed that only some of the image patches (for example, the foreground) contain information (i.e. the
signal) about the label. We would like the model to predict the label by focusing on such informative image
patches and ignoring background patches that act as noise and are irrelevant to the classification. Note that
by definition, the noise vector £ is orthogonal to the signal p, i.e., €y = 0. We assume orthogonality just for
simplicity of analysis and can be easily relaxed as done in Kou et al. (2023) by assuming a stronger condition

on the dimensionality d (see Condition (C2) defined as part of Main Condition 1). The key idea is that we

can show that <”§§|’r2> = O(1/d) =~ 0 which implies that £ and u are nearly orthogonal with high probability

when d is sufficiently large. Consequently, terms involving (£, 1) can be treated as negligible noise, absorbed
into existing noise terms, and do not significantly affect the analysis.

Measure of Data Heterogeneity. We consider n datapoints drawn from the distribution D, and
partitioned across K clients such that each client has N = n/K datapoints. The assumption of equal-sized
client datasets is made for simplicity of analysis and can be easily relaxed. The data partitioning determines
the level of heterogeneity across clients.
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Let D4 i and D_ j, denote the set of samples at client k& with positive (y = +1) and negative (y = —1) labels
respectively. Define

e min (D] [ D- k)

n

h:= € 10,1/2). (1)

Note that a smaller h implies a higher data heterogeneity on average. In the IID setting, with uniform
partitioning across clients, we expect min(|D; |, |D_ x|) = n/2Kk for all k € [K], and therefore h = 1/2. In
the extreme non-IID setting where each client only has samples from one class, h = 0.

Two-Layer CNN. We now describe our two-layer CNN model. The first layer in our model consists of 2m
filters {w;,}",,j € {£1}, where each w;, € R? performs a 1-D convolution on the feature x with stride
d followed by ReLU activation and average pooling Lin et al. (2013); Yu et al. (2014). The weights in the
second layer then aggregate the outputs produced after pooling to get the final output and are fixed as 2/m
for j = +1 filters and —2/m for j = —1 filters. Formally, we have,

X) = =3[ (Wi g + 0 (Wi €)) = = Do (i) + 0 (Worp D). (2

=Fp1(Wh,x) =F_1(W_1,%)

Here W € R?™? parameterizes all the weights of our neural network, W, W_; € R™? parameterize the
weights of the j = +1 filters and j = —1 filters respectively, and o(z) = max(0, z) is the ReLU activation.
Intuitively F;(W,x) represents the ‘logit score’ that the model assigns to label j.

FL Training and Test Objectives. Let {(xx:, i)}~ ; be the local dataset at client k. Then the global
FL objective can be written as follows:
. 1 K
Jnin {LW) = 2550, L (W)}
1

Ly (W) = N S Uy, F(W, x2,)), (3)
where Lj, (W) is the local objective at client k and £(z, 2) = log(1 4+ exp(—=z - 2)) is the cross-entropy loss. We
also define the test-error LOD_I(W) as the probability that W will misclassify a point (x,y) ~ D:

Ly H(W) i= P gy (y # sign(f (W, x))) . (4)

The FedAvg Algorithm. The standard approach to minimizing objectives of the form in Equation (3) is
the FedAvg algorithm. In each round ¢ of the algorithm, the central server sends the current global model
W® to the clients. Clients initialize their local models to the current global model by setting W,(Ct’o) =W,
for all k € [K], and run 7 local steps of gradient descent (GD) as follows

Local GD: W) — Wit _ por, (W) (5)

for all s € [0: 7—1] and for all & € [K]. After 7 steps of Local GD, the clients send their local models {Wg’T)}

to the server, which aggregates them to get the global model for the next round: W+l = Ek 1 ,(ct’T)/K.
While we focus on FedAvg with local GD in this work, we note that several modifications such as stochastic
gradients instead of full-batch GD, partial client participation Yang et al. (2021b) and server momentum
Reddi et al. (2021) are considered in both theory and practice. Studying these modifications is an interesting
future research direction.

3 Main Results

In this section we first introduce our definition of filter alignment at initialization and a fundamental result
regarding the signal-noise decomposition of the CNN filter weights. We then state our main result regarding
the convergence of FedAvg with random initialization for the problem setup described in Section 2 and the
impact of data heterogeneity and filter alignment at initialization on the test-error. Later we discuss why
starting from a pre-trained model can improve the test accuracy of FedAvg.
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3.1 Filter Alignment at Initialization

Given datapoint (x,y), for the CNN to correctly predict the label y and minimize the loss {(y, f(W, x)),
from Equation (2)-Equation (3), we want yf(W,x) = F,(W,,x) — F_,(W_,,x)) > 0. At an individual
filter r € [m], this can happen either with (wy ,,yp) > 0 or (wy ., &) > 0. However, we want the model to
focus on the signal yp in x while making the prediction. Therefore, for filter (j,7) we want (w; ., yp) > 0
if j =y and (w,,,ypu) < 0 if j = —y. Depending on the initialization of our CNN, we have the following
definition of aligned and misaligned filters.

Deﬁnition 1. The (j,r)-th filter (with j € {£1},r € [m]) is said to be aligned (with signal) at initialization
zf( Wi ,ju> > 0 and misaligned otherwise.

We shall see in Section 3.4 that the alignment of a filter at initialization plays a crucial role in how well it
learns the signal and also the overall generalization performance of the CNN in Theorem 2.

Extension to multi-class settings and other architectures. At a high level, the notion of alignment
captures whether a filter consistently responds to the underlying signal in the data. Specifically, once a filter
is aligned, the sign of its inner product with the signal remains unchanged over time, i.e., if <w(t), ) > 0 then
for all ¢/ > T, sign((w*), u)) = sign((w, p)) (see Lemma 27). Importantly, this definition is not restricted to
the binary setup. The key property - the preservation of sign consistency with respect to the signal - provides
a principled way to quantify misalignment (see Equation (8)). While our current analysis formalizes this
in the binary case, we believe the same notion can be naturally extended to multi-class classification. In
particular, one could define alignment with respect to multiple class-specific signals, and then study whether
filters consistently align with the relevant signal subspaces. We also discuss how alignment can be extended
to deeper CNNs and Transformer architectures in Section 5.

3.2 Signal Noise Decomposition of CNN Filter Weights

One of the key insights in Cao et al. (2022) is that when training the two-layer CNN with GD, the filter
weights at each iteration can be expressed as a linear combination of the initial filter weights, signal vector
and noise vectors. Our first result below shows that this is true for FedAvg as well.

Proposition 1. Let {w } for j € {£1} and r € [m], be the global CNN filter weights in round t. Then

there exist unique coeﬁiczents ng)» >0 and {P](r)k i}r,i such that

Wi = w1 O % e SN PO €y € (6)

Signal Term Noise Term

where k € [K] and i € [N] denote the client and sample index respectively.

This decomposition allows us to decouple the effect of the signal and noise components on the CNN filter
weights, and analyze them separately throughout training.

As we run more communication rounds (denoted by t), we expect the weights to learn the signal yu, hence it
is desirable for F( ) to increase with ¢. In addition, the filter weights also inevitably memorize noise £ and

overfit to it, therefore the noise coeflicients {PJ( 7) k. ,} will also grow with t. We are primarily interested in
—5(t)

— P(t) P(t)

ok Gk ( ki 2 O) since the negative noise-coefficients

the growth of positive noise coefficients P

fjrkz' YR X ]rkz
Yoil j . k =002, P j v k ;). Henceforth, we refer to I‘( and >, ; PJ »k.i» as the signal learning and noise

memorization coefficients of filter (j,r) respectively. As We see later in Theorem 2, the ratio of signal learning
()

7.k,

< 0) remain bounded (see Theorem 3 in Appendix C) and we can show that

to noise memorization F v 2 kil is fundamental to the generalization performance of the CNN.
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3.3 Training Loss Convergence and Test Error Guarantee

Next, we state our main result regarding the convergence of FedAvg with random initialization. We assume
the CNN weights are initialized as W ~ N(0,021,) for all filters, where I is the (d x d) identity matrix.
We first state the following standard COHdlthIlb used in our analysis.

Condition 1 (Main Condition). Let ¢ be a desired training error threshold and § € (0,1) be some failure
probability.t

(C1) The allowed number of communication rounds t is bounded by T* = %poly(e‘l7 m,n,d).

(C2) Dimension d is sufficiently large: d 2 max { n”’LHQ ,n?
(C3) Training set size n and neural network width m satzsfy m 2 log(n/d),n 2 log(m/d).

Vn 1
{UpdT’ 2]l }

(C4) Standard deviation of Gaussian initialization is sufficiently small: oy < min
(C5) The norm of the signal satisfies: ||;L||2 202
(C6) Learning rate is sufficiently small: n < mm{ o2d> HI‘lHZ’ Uid}

The above conditions are standard and have also been made in Cao et al. (2022); Kou et al. (2023) for the
purpose of theoretical analysis. (C1) is a mild condition needed to ensure that the signal and noise coefficients
remain bounded throughout the duration of training. Furthermore, we see in Theorem 1 that we only need
T = O (mnn~'e 'd'log(r/€)) rounds to reach a training error of €, which is well within the admissible
number of rounds. (C2) is used to bound the correlation between the noise vectors and also the correlation
of the initial filter weights with the signal and noise. (C3) is needed to ensure that a sufficient number of
filters have non-zero activations at initialization so that the initial gradient is non-zero. (C4) is needed to
ensure that the initial weights of the CNN are not too large and that it has bounded loss for all datapoints.
(C5) is needed to ensure that signal learning is not too slow compared to noise memorization. Finally, a
small enough learning rate in (C6) ensures that Local GD does not diverge. Additional discussion on these
assumptions is provided in Appendix C. With this assumption we are now state our main results.

Theorem 1 (Training Loss Convergence). For any € > 0 under Condition 1, there exists a T = O ( o ) +

nozdr

(@) (W) such that FedAvg satisfies L(W (1)) < e with probability > 1 — 4.
p

Proof Sketch. The proof is divided into 3 parts. In the first part (Appendix C.2), we show that the
magnitude of the signal and noise memorization coefficients for the global model is bounded for the entire
duration of training (see Theorem 3), where \F§t2| < 4log(T*7) and |Pj(tT gil < 4log(T*r) forall0 <t <T"—

Next, we divide our training into two stages. In the first stage (Appendlx C.3), we show (see Lemma 21)

that the noise (and also signal) memorization coefficients grow fast and are lower bounded by some constant

after 77 rounds i.e., |P(T1k il = Q(1). In the second stage (Appendix C.4), the growth of the noise and signal
coefficients becomes relatlvely slower and the model reaches a neighborhood of a global minimizer where the
loss landscape is nearly convex (see Lemma 25). Using this we can show that our objective is monotonically
decreasing in every round (see Lemma 26), which establishes convergence (in Appendix C.5).

Note that our analysis does not require the condition 7 & 1/7 as is common in many works analyzing FedAvg.
Therefore, by setting 7 large enough we can make the number of rounds in the first stage as small as O (1),
thereby reducing the communication cost of FL. However, in the second stage we do not see any continued
benefit of local steps; in fact the number of rounds required grows as log(7). This suggests an optimal strategy
would be to adapt 7 throughout training: start with large 7 and decrease 7 after some rounds, which has also
been found to work well empirically Wang & Joshi (2019).

Theorem 2 (Test Error Bound). Define signal-to-noise ratio SNR := ﬂ”—\”/% and Aj :=={r € [m]: (w 52,];1)

0} to be the set of aligned filters (Definition 1) corresponding to label j. Then under the same conditions as
Theorem 1, our trained CNN achieves

1We use < and 2 to denote inequalities that hide constants and logarithmic factors. See Appendix for exact conditions.
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(a) (b) (c)
Figure 2: Empirical results on synthetic dataset to verify the upper bound on test error in Theorem 2. We fix the
training error € = 0.1. Figure 2a: Test error increases as we increase the number of misaligned filters, with much larger
rate of increase in the non-IID setting. Figures 2b and 2c: Test error increases with local steps and heterogeneity
when m/2 filters are misaligned at initialization, remains constant when all the filters are aligned.

1. When SNR? < 1/v/nd, test error LY (W) > 0.1.
2. When SNR? > 1/Vnd, test error

1 A A 1 2
Lyt W™y < 3 > exp ( - %[%SNRz +(1- %)SNRQ (h +-(1- h)) } )
je{£1}

Proof Sketch. The upper bound on the test error in Theorem 2 relies on upper bounding the probability that
Pr(y - f(W® x) <0) for a randomly sampled test data point (x,%). Following the Gaussian concentration
of Lipschitz function (see Lemma 35), we can show that this comes down to lower bounding the ratio

> U((W?(,f)r,y;L))/ZTkiP(_tz}mk’i which can be intuitively interpreted as bounding the sum of signal
learning across the j = y filters to the sum of noise memorization across the j = —y filters. As outlined later

in Section 3.4, we see that noise memorization remains unaffected by initialization and data heterogeneity,

Le., weget >, ﬁ(_t;mk_j = O(o2md) (see Lemma 30), whereas signal learning depends on both the initial

alignment and data heterogeneity , i.e., >/, 0(<Wg(f,2«7yli>) =Q(n ||NH3 (|4, + (m — [Ay])(h + 1(1 = h)))
(see Lemma 33). Substituting these quantities in our upper bound in Appendix D.1 completes the proof.

For our lower bound, we use a similar argument as done in Kou et al. (2023). The first step involves showing
that the Pr(y - f(W® x) <0) > 0.5Pr(Q) where Q = {£ : ’Ej’r ja((w(t) £>’ > C'max; {ET F;j;)}} where

3
C is some positive constant. Now given SNR? < 1/\/nd, we can show for any given £ there exists a vector v
such that one of &, € + v, —&, € + v must belong to Q (see Lemma 5.8 in Kou et al. (2023)). By union bound
it follows that min{Pr(Q2), Pr(—Q), Pr(Q2 —v),Pr(—Q —v)} > 0.25. Now using arguments based on symmetry
and TV distance we can show that Pr(2) > 0.22, which completes the bound.

Impact of SNR on harmful/benign overfitting. Intuitively, if the SNR is too low (SNR? < 1/v/nd),
then there is simply not enough signal strength for the model to learn compared to the noise. Hence, we
cannot expect the model to generalize well no matter how we train it. This generalizes the centralized training
result in (Kou et al., 2023, Theorem 4.2) (with p = 0), which corresponds to 7 = 1 in FedAvg. In this case,
the model is in the regime of harmful overfitting. However, if the SNR is sufficiently large (SNR? > 1/vnd),
we enter the regime of benign overfitting, where the model can fit the data and generalize well with the test
error reducing exponentially with the global dataset size n.

Empirical Verification. We now provide empirical verification of the upper bound on the test error in
Theorem 2 in the benign overfitting regime. We simulate a synthetic dataset following our data-generation
model in Section 2, with n = 20 datapoints, K = 2 clients and m = 10 filters. Additional experimental details
can be found in Appendix F. We fix a training error threshold of ¢ = 0.1 and then measure the test error of
our CNN under various settings in Figure 2. Figure 2a shows the test error as a function of the number of
misaligned filters (m — |A;| in Theorem 2) under different data partitionings with the number of local steps
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fixed at 7 = 100. While the test error grows with the number of misaligned filters in both data settings, the
rate of growth is much larger in the non-1ID setting. Figure 2b shows the test error as a function of local
steps 7 under different initializations for fixed h = 0 while Figure 2c shows the test error as a function of
heterogeneity under different initializations for fixed 7 = 100. As predicted by our theory, heterogeneity and
the number of local steps do not affect test error when all the filters are aligned at initialization. On the
other hand, the test error grows with 7 and heterogeneity when the number of misaligned filters is non-zero
(m/2 =5) for each j € {+1}. Therefore, our empirical results strongly validate our theoretical results showing
the effect of heterogeneity, number of local steps and number of misaligned filters on the test error.

3.4 Impact of Filter Alignment and Data Heterogeneity on Signal Learning and Noise Memorization.

The key results in our analysis are the following lemmas which bound the growth of the signal learning and
noise coefficient during the first stage of training, that is 0 < ¢ < T} (see discussion under Theorem 1). Using
our definition of A; := {r € [m] : <W§OT) ,j) > 0} as the set of aligned filters, we have the following lemma for

growth of the signal learning coefficient in the first stage.

2
Lemma 1. Under Condition 1, for all 0 < t < T, we have thl =Q (mwmﬂ) ifr € A; and thl =

2

m

This lemma shows that for aligned filters (r € A;), F;i)n does not depend on heterogeneity and grows linearly
with the number of local steps 7. On the other hand, for misaligned filters (r ¢ A;), the growth depends on
the heterogeneity parameter h. Furthermore, under extreme data heterogeneity (h = 0), for misaligned filters
thi does not scale with the number of local steps T. For the growth of noise coeflicients we have the following
corresponding lemma,

.. —(t) tnTod
Lemma 2. Under Condition 1, for all 0 <t < Ti we have Zk,i P =0 <p> .

Jirskyi m

This lemma shows that noise memorization does not depend on data-heterogeneity or filter alignment and
always scales linearly with the number of local steps 7. Intuitively, this can be expected because the noise
vectors are independent of the label information y in a datapoint following our data generation model in
Section 2 and for any given filter we can show there are Q2 (V) noise vectors that are aligned with the filter at
initialization for every client with high probability (see Lemma 7).

Using the above two lemmas, we have the following bound on the ratio of signal learning to noise memorization
for filter (j,7) at the end of the first stage of training
(T1) 2 . )
L > SNR2, if r € Ay, %
S P T SNRY (4 (1= h)), if r € [m] \ 4;.

This ratio is key to bounding the generalization performance of the CNN model as we show later in the proof
of Theorem 2 in Appendix D.1. For aligned filters (r € A;), the ratio is unaffected by data heterogeneity h
and the number of local steps 7. However, for misaligned filters (r € [m] \ A;), the ratio becomes smaller as
heterogeneity increases (h becomes smaller) or 7 increases. Thus, for misaligned filters we see a corresponding
dependence on heterogeneity and local steps in our upper bound on test error in Theorem 2. Note that in
centralized training with 7 = 1, we have (h+ %(1 —h)) = 1 and thus we do not see any impact of heterogeneity
at misaligned filters. Therefore, we recover the bound L% (W) < exp(—nSNR?/d) in (Kou et al., 2023,
Theorem 4.2). It is only in FL training with 7 > 1 local steps that we encounter the adverse effect of data
heterogeneity at the misaligned filters.

Empirical Verification. We empirically verify the results above in the IID (h = 1/2) and non-I1ID (h = 0)
setting following the same simulation setup as done in Figure 2. Figure 4 shows the alignment of filters at
initialization (note that only filter r = 3 is aligned). Figure 3a shows that in the IID setting signal learning
coefficients are similar for all the filters regardless of alignment and increases with the number of local step.
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Figure 3: Signal learning and noise memorization for our CNN model in the IID (h = 1/2) and non-I1ID (h = 0)
setting after 1 round. Figures 3a, 3d: In the IID setting signal learning coefficients are similar for all the filters and
increase with the number of local steps 7 but in the non-IID setting they saturate (Lemma 1) for misaligned filters
(r =1,2,4,5). Figures 3b, 3e: Noise memorization is similar for all filters in both settings and grows with 7 Lemma 2.
Figures 3c, 3f: in the IID setting, the ratio of signal learning to noise memorization remains independent of 7. But in
the non-IID setting, the ratio decreases to zero as 7 increases for misaligned filters (r = 1,2,4,5).

However, as shown by Figure 3d, in the non-IID setting signal learning 01
saturates for misaligned filters. Figures 3b and 3e show that the growth of % | II
noise coefficients for all the filters is similar in the IID and non-IID case. & lI .

\

In Figure 3c we see that ratio of signal learning to noise memorization is

lower bounded by a constant for all filters in the IID setting whereas in the —02— 5} 3 1 5

non-1ID setting it decays as 7 increases for misaligned filters (Figure 3f), Figure 4: Initial alignment of the

thus verifying our theoretical analysis. filters in Figure 3. Only filter r = 3
is aligned.

3.5 Impact of Pre-Training on Federated Learning

Given the result in Theorem 2, we return to our question in Section 1, about the effect of pre-trained
initialization on improving generalization performance in FL. We focus on centralized pre-training but our
discussion here can be extended to federated pre-training as well (see Lemma 31 which states a federated
counterpart of the lemma below).

Suppose we pre-train a CNN model in a centralized manner on a dataset with signal p(P™®) generated according
to the data model described in Section 2. Now if we train for sufficient number of iterations, then we can
show that all filters will be correctly aligned with the pre-training signal.

Lemma 3 (All Filters Aligned After Sufficient Training). There exists Ty = O < 7:; y
p

> such that for all

t>Ty,j€{xl1},r € [m] we have <W(?Te t),jp,(pre)> > 0.

Now suppose we pre-train for ¢t > T} iterations to get a model W(Pr*) and use this model to initialize for
downstream federated training (i.e., WO = wipre, *)) with signal vector . Then for all j, r filters, we have

(w 502,310 (w; (pre’ ) juer)y 4 (w (f)re’ ) j(p — p®r))). We also know that (w; (pre’ ) Py > 0 using
Lemma 3. Therefore 1f e — p®r€)|5 is small, all the filters {w } are correctly ahgned with the signal ju.
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Figure 5: The percentage of misaligned filters (see Equation (8) and test accuracy for different initializations on
CIFAR-10 (Figure 5a and Figure 5b) and TinylmageNet (Figure 5¢ and Figure 5d). As the complexity of the signal
information in the data grows from CIFAR-10 to TinylmageNet, we see a sharp increase in the ratio of misaligned
filters for random initialization, explaining why pre-trained initialization offers larger improvements for TinylmageNet.

As a result, in Theorem 2 A; = [m] for j € {+1} and in the benign overfitting regime (SNR? > 1/v/d), we
recover the centralized result LY (W) < exp(—nSNR?/d) (Kou et al., 2023, Theorem 4.2). Hence, the
adverse effects of cross-client heterogeneity are mitigated with pre-trained initialization.

4 Experiments

In this section we provide empirical results showing how our insights from Section 3 extend to practical FL
training on real world datasets with deep CNN models. Unless specified otherwise, we use the ResNet18
model He et al. (2016) in all our experiments and split the data across 20 clients using the Dirichlet sampling
scheme Hsu et al. (2019) with non-iid parameter &« = 0.3. For pre-training, we use a ResNet18 pre-trained
on ImageNet Russakovsky et al. (2015), available in PyTorch Paszke et al. (2019). We emphasize that
these results are primarily qualitative and indicative, as several simplifying assumptions from our theoretical
analysis such as binary classification and a two-layer CNN do not strictly hold in this setting. Nevertheless,
we observe that the key insights derived from theory continue to hold empirically. For completeness, we also
perform experiments on a small binary-class subset that directly mirrors the theoretical setup and provide
additional details in Appendix F.

Empirical Measure of Misalignment. Measuring filter alignment for deep CNNs is challenging since we
cannot explicitly characterize the signal information present in real world datasets and furthermore different
layers will learn the signal at different levels of granularity. Nonetheless, our theoretical findings suggest
that given sufficient number of training rounds, filters will be aligned with the signal (see Section 3) and
once a filter is aligned, the sign of the output produced by the filter with respect to the signal does not
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Figure 6: The percentage of misaligned filters (see Equation (8)) and test accuracy for different initializations on
CIFAR-10 with a = 0.05 heterogeneity (Figure 6a and Figure 6b) and « = 10 heterogeneity (Figure 6¢ and Figure 6d).
Although the percentage of misaligned filters does not vary significantly across the two settings for both initializations
(signal information is the same in both settings), pre-training offers more improvement in the higher heterogeneity
setting (a = 0.05), as suggested by our theoretical analysis.

change, i.e, if (wgtz,, jp) > 0 then sign((wgf;), w) = sign((wgi),, ), for all ¢ > ¢. Therefore, we propose to
use the sign of the output produced by a filter at the end of training as a reference for alignment at any given
round. Formally, let W WO ... W(T) be the sequence of iterates produced by federated training and let
F(w,x) = [(w,x(1)), (w,x(2)), ... (w,x(p))] € RP be the feature map vector generated by filter w for input
x. For a given batch of data B, we define the empirical measure of alignment of filter w(*) relative to w(*) as

follows:

Aw®) = " sign(F(w, x))sign(F (W, x)). ®)
zeB,lE[p]

We say that the weight w(*) at round ¢ is misaligned if A(w(®)) < 0, because this implies that the sign of the
output produced by the filter w at round ¢ eventually changed for a majority of the inputs, hence indicating
that the filter was misaligned at round ¢. We compute this measure over a batch of data to account for signal
information coming from different classes of data as well as reduce the impact of noise in the data.

Measuring Misalignment on Real World Datasets with Varying Signal Information. In this
experiment our goal is to empirically demonstrate that (a) pre-trained initialization leads to much fewer
number of misaligned filters than random initialization and (b) the number of misaligned filters for random
initialization increases as we increase the complexity of the signal. To demonstrate this, we consider federated
training on the 1. CIFAR-10 Krizhevsky (2009) and 2. TinyImageNet Le & Yang (2015) datasets.
Figure 5 shows the test accuracy and percentage of misaligned filter across training rounds for both datasets
with pre-trained and random initialization. Firstly, we see that the percentage of misaligned filters is 2 — 3x
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smaller when starting from a pre-trained initialization compared to a random initialization. Furthermore,
as the complexity of the signal information in the dataset increases (CIFAR-10 < TinylmageNet), we see a
sharp increase in the percentage of misaligned filters (25% to 40%) for random initialization. In contrast,
with pre-trained initialization, the percentage of misaligned filters remains less than 15% across datasets
leading to a larger improvement in test accuracy for TinylmageNet. These results align with our theoretical
findings: as the ratio of misaligned filters increases, the benefits of pre-training become more pronounced.

Measuring Misalignment with Varying Heterogeneity Levels. We extend the experiment in Figure 5
conducted on CIFAR-10 with o = 0.3 Dirichlet heterogeneity to other levels of heterogeneity 1. a = 0.05
which is an extreme non-IID split and 2. « = 10 which can be thought of as close to IID split. Figure 6
shows the test accuracy and percentage of misaligned filters plots for these two heterogeneity levels with
pre-trained and random initialization. We observe that in both cases the percentage of misaligned filters
remains approximately 25% with random initialization and 10% with pre-trained initialization, regardless of
the level of heterogeneity. However, as heterogeneity increases, the improvement in test accuracy provided by
pre-trained initialization becomes more pronounced. This trend is consistent with our theoretical analysis
in Theorem 2, which suggests that the percentage of misaligned filters will have a greater impact on test
performance as data heterogeneity increases.

5 Conclusion and Future Work

In this work we provide a deeper theoretical explanation for why pre-training can drastically reduce the
adverse effects of non-IID data in FL by studying the class of two layer CNN models under a signal-noise
data model. Our analysis shows that the reduction in test accuracy seen in non-IID FL compared to IID FL
is only caused by filters that are misaligned at initialization. When starting from a pre-trained model we
expect most of the filters to be already aligned with the signal thereby reducing the effect of heterogeneity
and leading to a higher ratio of signal learning to noise memorization. This is corroborated by experiments
on synthetic setup as well as more practical FL training tasks. Our work also opens up several avenues for
future work as we discuss below.

Extension to Deeper CNNs and Transformer Architectures. For deeper CNNs, we anticipate that
we will need a hierarchical feature model (Li & Li, 2024; Allen-Zhu & Li, 2023b; Wang et al., 2023b) to
capture alignment in deeper layers. Intuitively, while deeper architectures provide the capacity to learn more
complex hierarchical signals, aligning a filter with the signal will also progressively become harder across
layers with the alignment of the L-th layer potentially depending on the alignment of the (L - 1)-th layer. In
non-IID FL; this suggests that feature learning deteriorates as we move from the base layer toward the final
layer. This intuition is supported by empirical evidence (see experiment in Table 1 in Yu et al. (2022b)) and
explains why pre-trained initialization offers greater benefits for deeper networks compared to shallower ones.

For extending to Transformers, recall that alignment of a convolutional filter is defined via the sign of its
inner product with an input patch containing the signal (see Definition 1). For Transformers, the convolution
operation is replaced by the self-attention mechanism. However, the core principle remains: intermediate
representations are computed as inner products between the previous-layer embeddings and the current-layer
attention weights. Specifically, parameterizing a self-attention layer by (Q, K, V) € R? and input z € RV*?,
we have:

qg=2Q, k=zK, v=2V (intermediate representations) (9)
’ qkT . .
z' = softmax i v (self-attention aggregation). (10)

Notice that each column of @), K, and V is involved in an inner product with the input z, analogous to filters
in CNNs. Thus, our notion of filter alignment and its empirical measurement (Equation (8) can naturally
be extended to these matrices. This connection provides a promising foundation for generalizing alignment
analysis to Transformer-based architectures. Lastly, we note that recent work has also begun to explain
benign overfitting in Transformer models (Jiang et al., 2024; Frei & Vardi, 2024), which could serve as a
natural starting point for extending our analysis.
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A Additional Related Work

Use of Pre-Trained Models in Federated Learning. Tan et al. (2022) explore the benefit of using
pre-trained models in FL by proposing to use multiple fixed pre-trained backbones as the encoder model at
each client and using contrastive learning to extract useful shared representations. Zhuang et al. (2023) discuss
the opportunities and challenges of using large foundation models for FL including the high communication
and computation cost. One solution to this as proposed by Legate et al. (2024) is that instead of full
fine-tuning as done in Chen et al. (2022); Nguyen et al. (2022), we can just fine-tune the last layer. Specifically
Legate et al. (2024) proposes a two-stage approach to federated fine-tuning by first fine-tuning the head and
then doing a full-finetuning. This approach is inspired by results in the centralized setting Kumar et al. (2022)
which show that in some case fine-tuning can distort the pre-trained features. Fani et al. (2023) also study
the problem of fine-tuning just the last layer in a federated setting by replacing the softmax classifier with a
ridge-regression classifier which enables them to compute a closed form expression for the last layer weights.

There has also been some recent work on exploring the benefit of pre-training for federated natural language
processing tasks including the use of Large Language Models (LLMs). Wang et al. (2023a) discuss how to
leverage the power of pre-trained LLMs for private on-device fine-tuning of language models. Specifically,
Wang et al. (2023a) proposes a distribution matching approach to select public data that is closest to private
data and then use this selected public data to train the on-device language model. Zhang et al. (2023) propose
to first pre-train on synthetic data to construct the initialization point followed by federated fine-tuning.
Hou et al. (2024) propose that clients send DP information to the server which then uses this information
to generate synthetic data and fine-tune centrally on this synthetic data. Liu & Miller (2020) discuss the
challenges of pre-training and fine-tuning BERT in federated manner using clinical notes from multiple silos
without data transfer. Tian et al. (2022) propose to pre-train a BERT model in a federated manner in a more
general setting and show that their pre-trained model can retain accuracy on the GLUE (Wang et al., 2018)
dataset without sacrificing client privacy. Xu et al. (2023b) pretrain production on-device language models
on public web data before fine-tuning in federated learning with differential privacy, and Wu et al. (2024)
later replace the pretraining data with data synthesized by LLMs. Gupta et al. (2022) propose a defense
using pre-trained models to prevent an attacker from recovering multiple sentences from gradients in the
federated training of the language modeling task.

Importance of Initialization for Private Optimization. We note that an orthogonal line of work has
explored the benefits of starting from a pre-trained model when doing differentially private optimization
Dwork et al. (2006) and seen similar striking improvement in accuracy De et al. (2022); Li et al. (2022b); Yu
et al. (2022a); Xu et al. (2023a), as we see in the heterogeneous FL setting. Ganesh et al. (2023) study this
phenomenon for a stylized mean estimation problem and show that public pre-training can help the model
start from a good loss basin which is otherwise hard to achieve with private noisy optimization. Li et al.
(2022a) study differentially private convex optimization and show that starting from a pre-trained model can
leads to dimension independent convergence guarantees. Specifically Li et al. (2022a) define the notion of
restricted Lipschitz continuity and show that when gradients are low rank most of the restricted Lispchitz
coefficients will be zero. Ye et al. (2023) studies the impact of different random initializations on the privacy
bound when training overparameterized neural networks and shows that for some initializations (LeCun
LeCun et al. (2012), Xavier Glorot & Bengio (2010)) the privacy bound improves with increasing depth while
for other initializations (He He et al. (2015), NTK Allen-Zhu & Li (2023a)) it degrades with increasing depth.

Generalization performance in Federated Learning. Several existing works have studied the general-
ization performance of FL in different settings Cheng et al. (2021); Gholami & Seferoglu (2024); Huang et al.
(2023); Yuan et al. (2021). Some of the initial works either provide results independent of the algorithm being
used Mohri et al. (2019); Hu et al. (2022); Sun & Wei (2022), or only study convex losses Chen et al. (2021);
Fallah et al. (2021). Barnes et al. (2022); Sefidgaran et al. (2022) derive information-theoretic bounds, but
these bounds require specific forms of loss functions and cannot capture effects of heterogeneity. Huang et al.
(2021) study the generalization of FedAvg on wide two-layer ReLU networks with homogeneous data. Collins
et al. (2022) studies FedAvg under multi-task linear representation learning setting. In Sun et al. (2024),
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the authors have demonstrated the impact of data heterogeneity on the generalization performance of some
popular FL algorithms.

B Theory Notation and Preliminaries

We follow a similar notation as Kou et al. (2023) in most of the analysis.

Table 1: Summary of notation

Symbol Description
je{-1,1} Layer index
m Number of filters
d Dimension of filter
r € [m)] Filter Index
K Number of clients
k € [K] Client index
N Number of datapoints at each client
i € [N] Datapoint index
n=KN Global dataset size
Yk, € {1, -1} Label of i-th datapoint at k-th client
n Signal vector
o’ Variance of Gaussian noise
Er.i Noise vector for k-th client and i-th datapoint
n Local learning rate
T Number of local steps

0(z,2) =log(1+ exp(—z- %))
o(z) = max(0, z)

o'(z) =1(z>0)

Cross-entropy loss function
ReLU function
Derivative of ReLU function

t Round index
S Iteration index
h Heterogeneity parameter
SNR := lellz/o,vd Signal to Noise Ratio
W,(f ) Parameterized weights of the k-th client
w(7)k (4, r)-th filter weight of the k-th client
vjr % Local signal co-efficient for k-th client
pgr ki Local noise coefficient for k-th client and i-th datapoint
ﬁ;;’)k i Positive local noise coefficient for k-th client and i-th datapoint
Bgt:})” Negative local noise coefficient for k-th client and i-th datapoint
o) Shorthand for —1/ (1 + exp(yei f(WE, Xk-,i)) which is the
derivative of cross-entropy loss for i-th datapoint at k-th client
w0 Parameterized weight vector of the global model
w(-;)r 7, r-th filter weight of the global model
1"51 Global signal co-efficient
7(2,” Global noise coefficient for (k,7)-th datapoint
Fj,)r},m Positive global noise coefficient for (k,i)-th datapoint
E;ikl Negative global noise coefficient for (k,7)-th client datapoint
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B.1 Local Model Update

Using local GD updates in equation 5 to minimize the local loss function in equation 3, the local model
update for the (j,r) filter at client k in round ¢ can be written as,

wit) = wi) - <= Z SO o (W 6 - i
5=04€[N]
T—1
n t,s t,s
—mz > E’,(m)ﬂ ((w §T,l,ykzu>) I
s=0{€[N]
= w4 a3 Y pT s 1€kals? - € (1)
1€[N]
where, we use W;ff,l = W;tz, Further, we define
t,7 n tys) ! t,s 2
75T2é—m2 Z O o (it yean) - (12)
s=0 €[N
n T—1
t,T t,s 2 .
p§r£zé_m Z£ ’ §rl)e7£kl>)'||£k,i||2']yk,i' (13)
s=0

which respectively, denote the local signal ('yj( TTk)) and local noise ({p ik, z} ) components of wgt:g We also

define pEtTT,E ;= pgtTle le(pgtflg ;> 0) and pgt:}g ;= pgt:g l]l(pgt:g ;< 0), where 1( -) denotes the indicator
function, and which can alternatively be written as

t,s 4 s 2 .
P = N Zﬁ’( o (€)1l - 1 (s = ), (14)
T 77 (t ) ! s -
P = Z 7o (W50 €)1l T = —3)- (15)
B.2 Proof of Proposition 1
The global model update at round ¢ + 1 can be written as
K
Wt N L e
Wir K Imk
k=1
j K
t
=wi e 2l u+ZprW“ I€illy” - & (16)
k=1 k=1:€[N]

Mimicking the signal-noise decomposition in equation 11, we can define a similar decomposition for the global
model as follows.

Wil = w4 T ) u+ZZ PO €kl - €. (17)
k=1i€[N]
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B.3 Co-efficient Update Equations

Comparing with equation 16, we have the following recursive update for the global signal and noise coefficients
using n = KN.

1) o0 L= 1 e

t+1) _ n(t t,T

D =100+ =
k=

E’y‘] r.k
1
n K T7—1 (t.9)
t t,s t,s 2
=T - 0570 ((witlwean)) - il (18)
k=14€[N] s=0
(t+1) _ p(b) I (7
Pj,'r,k:,i - Pj,rk i + Kp],T ki
t) n t,s 2 .

=P Z ((wjerohs €6.0)) - 1€wally - G (19)

Analogously, we can also define the positive and negative global noise coefficients,

—(t+1) (t) t,s / s .
Pj,r,k,i - Jrkz - 7Z€l( ) ]trl)cvsk z>> Hskz (ykzz :.7) (20)
and,
77 t,s / S .
P = P+ Z 0 (k) - 632 (s = —3). (2)
Lemma 4. (Measuring local and global signal coefficient)
From equation 11, it follows that
<W§ffz)c Wi i) = jur, ﬂj( b, (22)
and from equation 17, it follows that
(Wit} = Wil ) = T (23)

Since {thz}t are non-negative and non-decreasing in ¢, the global weights {Wgtz}r become increasing aligned
with the actual signal y;, ;p corresponding to the filters j =y ;. Similarly, as {’yj(-tf]z}t are non-negative and

non-decreasing in s for fixed ¢, the local weights {w;is)r - become increasing aligned with the signal yy, ;p
corresponding to the filters j = ys ;. 7

C Training Error Convergence of FedAvg with Random Initialization
For the sake of completeness, we state the conditions used in our analysis (Condition 1) in full detail.

Assumptions. Let € be a desired training error threshold and ¢ € (0,1) be some failure probability. Let
T = %poly(e‘l, m, n,d) be the maximum admissible rounds.

Suppose there exists a sufficiently large constant C', such that the following hold.

Assumption 1. Dimension d is sufficiently large, i.e.,

2
9p

2 *
4> Crmax {'“”lg‘“ n? 1og<nm/5>(1og<m)>2} .

23



Published in Transactions on Machine Learning Research (10/2025)

Assumption 2. Training sample size n and neural network width m satisfy
m > Clog(n/d),n > Clog(m/d).
Assumption 3. The norm of the signal satisfies,
|pll3 > Co?log(n/d).

Assumption 4. Standard deviation of Gaussian initialization is sufficiently small, i.e.,

1 . vn 1
o9 < — min .
¢ {Updf’ \/log(m/5) ug}

Assumption 5. Learning rate is sufficiently small, i.e.,

n< émin { nm+/log(m/§) 1 1 } '

ozd [l opd

The assumptions are primarily used to ensure that the model is sufficiently overparameterized, i.e., training
loss can be made arbitrarily small, and that we do not begin optimization from a point where the gradient is
already zero or unbounded. We provide a more intuitive reasoning behind each of the assumptions below:

e Bounded number of communication rounds: This is needed to ensure that the magnitude of filter
weights remains bounded throughout training since they grow logarithmically with the number of
updates (see Theorem 3). We note that this is quite a mild condition since the max rounds can have
polynomial dependence on 1/e where € is our desired training error.

o Dimension d is sufficiently large: This is needed to ensure that the model is sufficiently overparame-
terized and the training loss can be made arbitrarily small. Recall that our input x consists of a
signal component g € R? that is common across all datapoints and noise component & € R? that is
independently drawn from A/(0, 012) - I). Having a sufficiently large d ensures that the correlation
between any two noise vectors, i.e. (€,&')/[|€|? is not too large. Otherwise if the correlation between
two noise vectors is large and negative, then minimizing the loss on one data point could end up
increasing the loss on another training point which complicates convergence and prevents loss from
becoming arbitrarily small.

e Training set size and network width is sufficiently large: The condition ensures that a sufficient
number of filters get activated at initialization with high probability (see Lemma 6 and Lemma 7)
and prevents cases where the initial gradient is zero. The condition on training set size also ensures
that there are a sufficient number of datapoints with negative and positive labels (see Lemma 8).

o Standard deviation of Gaussian random initialization is sufficiently small: This condition is needed
to ensure that the magnitude of the initial correlation between the filter weights and the signal and
noise components, i.e ‘<W§-?T), w, |<w§-?2, £)] is not too large. This simplifies the analysis and prevents
cases where none of the filters get activated at initialization (see Lemma 21). It also ensures that
after some number of rounds all filters get aligned with the signal (see Lemma 30).

e Norm of signal is larger than noise variance: This condition is needed to ensure that all misaligned
filters at initialization eventually become aligned with the signal after some rounds (see Lemma 30).
This allows us to derive a meaningful bound on test performance that is not dominated by noise
memorization.

o Learning rate is sufficiently small: This is a standard condition to ensure that gradient descent does
not diverge. The conditions are derived from ensuring that the signal and noise coefficient remain
bounded in the first stage of training and that the loss decreases monotonically in every round in the
second stage of training.
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For ease of reference, we restate Theorem 1 below.

Theorem (Training Loss Convergence). Let T} = (’)( nn ) With probability 1 — 0 over the random

no2dr
initialization, for all Ty < T <T* we have,

T T) _ %12

1 W) — W]
— N pwWy<i—_ " N2,
T—T1+1t;1 (W) < WT-T,+1) €

Therefore we can find an iterate with training error smaller than 2e within T =Ty + ||W(T1) - W~ ||§ /(ne) =
o ( e > +0 (%(T/e)) rounds.

2z 2
nogdr no;de

C.1 Preliminary Lemmas

Lemma 5. (Lemma B.4 in Cao et al. (2022)) Suppose that 6 > 0 and d = Q (log(4n/d)). Then with
probability at least 1 — 9,

02d/2 < ||€rill; < 302d/2,

[(€r.ir €kr.ir)| < 2071/ dlog(6n2/6),
for all k, k' € [K], i,i € [N], and (k,i) # (K',i).
Lemma 6. (Lemma B.5 in Kou et al. (2023)). Suppose that d = Q (log(mn/§)), m = Q (log(1/§)). Then
with probability at least 1 — 6,

2 ]2 2
o5d/2 < “Wj’T“z < 3035d/2,

(w0 )| < V/2108(12m/8) - 00 [l | (W10, € < 2v/log(12mn/3) - 900, V',
for allr € [m], j € {£1}, k € [K] and i € [N].
Lemma 7. (Lemma B.6 in Kou et al. (2023)). Let S,g?g = {r € [m]: <W?(;?c),i,r7£k,i> > 0}. Suppose § > 0 and

m > 501og(2n/8). Then with probability at least 1 — 0,

‘Séol)‘ > 0.4m, Vi € [n].

Lemma 8. (Lemma B.7 in Kou et al. (2023)) Let SJ(OT) = {k € [K],i € [N]:yri =1, <W§?T),€k,i> > 0}.
Suppose 6 > 0 and n > 32log(4m/0). Then with probability at least 1 — 0,

&(0)
5

>n/8,Vi € [n].

Lemma 9. Let D; ={k € [K],i € [N] : yx; = j}. Suppose § >0 and n > 8log(4/5). Then with probability
at least 1 — 9,

Dy = %,Vj € {£1}.
Proof. We have |D;| =3, ; 1(yk,; = j) and therefore E |D;| = > ki P(Yk,i = j) = n/2. Applying Hoeffding’s
inequality we have with probability 1 — 24,

D)l 1| _ [log(4/d)
n 2|~ 2n
Now if n > 8log(4/0), by applying union bound, we have with probability at least 1 — ¢,

n .
D3| > V) € {21},
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C.2 Bounding the Scale of Signal and Noise Memorization Coefficients

Our first goal is to show that the coefficients of the global model, i.e. FYB“’ F;tz ki and ‘Pg Z ki

as O (log(T*7)). To do so, we look at a virtual iteration index given by v =0,1,2,3,...,7*7r — 1. For any v,
we can define the filter weights at virtual iteration v in terms of the filter weights we have seen so far. In
particular,

‘ are bounded

& a G (l#lwmedr)

j rk T Wj,r,k

We also define the following virtual sequence of local coefficients which will be used in our proof. Let

G;OQ s =0, EOT) ki=20 IP’;OQ ki = 0. We have the following update equation for var) K gvr) ki and Eﬁ)kl for
v>1.
v—1 v—=1) "/~ .
Gl - v Z O (W ) ll3 i o (mod 1) £0,
G;T)T)’k = (v T /(v 'r+s 4 ~(v—7'+s) 2 (24)
Gyrk’ ~ ZZ ST (W ) Il else,
s=0 k' i€[N]
where we slightly abuse notation, using ¢}’ (c ) to denote £/, (L Jvmod T>.
=1 v—1) ///~(v—1 2. .
]P)j,r,kz - mg/éz ) (< grk)Vé.k 1>) Hé.k,lngﬂ(] = yk,i)ﬂ if v (mOd T) 7é 01
@g}r),k,i =\ 5v—") n = 1(v—T+s) !/~ (v—T+s) 2 . (25)
Pirki = wm Chi g (< Wik &k z>) 1€k.:ll5 ]l(] = y;“) else.
s=0
v—1 v—1) ' /;~(v—1 2 . .
o [B W (0 €e) 1651 = ), 0 (mod ) 0,
E‘vr P = v—T v‘rs’ ~(v—T+s . (26)
gk, =7, r,k,z nm Zﬁl( + grk—i_ )’gk 1>) ||£k,z||§1(] = _yk,i) else'
Note that we have the relation th:)k thz,@gt: ),“ = ﬁg’k,i,ﬂ?)}w = B;tz, ki
forallt =0,1,2,...,7* — 1. Intuitively, if we can bound the virtual sequence of coefficients, we can also

bound the actual coefficients of the global model at every round.

C.2.1 Decomposition of Virtual Local Filter Weights

The purpose of introducing the virtual sequence of coefficients is to write the local filter weight at each client
as the following decomposition.

v =(Tlv/7]) Tlv/T —2
gr)k = W +JG] rk ||H||2 B+ Z Z IFDJ ki’ +E§ 7Lk’/14)) H‘sk',i/HQ £k/,i’
k' k' #£k ' €[N]

7(’”) v 92
+ Z (Pj,r,k,i + E; gk 1) ”észQ £k,i~ (27)

Note that (7|v/7]) denotes the last iteration at which communication happened. If v (mod 7) = 0, then

wi") | is the same for all k € [K].

26



Published in Transactions on Machine Learning Research (10/2025)

C.2.2 Theorem on Scale of Coefficients

We will now state the theorem that bounds our virtual sequence of coefficients and give the proof below. We
first define some quantities that will be used throughout the proof.

2

_ f). B (0) © & } ~_ nllmll;

a:=4log(T*7); B := 2141,1}7%);{‘<Wj7r,u> Wi &) | 37 = o2d

Theorem 3. Under assumptions, for allv=0,1,2,...,T"1 — 1, we have that,
0 (0) 0
G;,az,k =0,P; ki = Oaﬁﬁ,ﬂ,k,i =0,
0<B, <o (28)
v log(6n2/6

0>P", > 538 %na > —a, (29)
0< G, <30, (30)

for all r € [m],j € {£1},k € [K],i € [N], where C' is some positive constant.
We will use induction to prove this theorem. The statement is clearly true at v = 0. Now assuming the

statement holds at v = v’ we will show that it holds at v = v’ +1. We first state and prove some intermediate
lemmas that we will use in our proof.

C.2.3 Intermediate Steps to Prove the Induction in Theorem 3

Lemma 10.

1 2 1
max {6,4 og(6;1/5)na} < Tk

Proof. From Lemma 6 we have § = 40y max{«/log(lZmn/é) -opVd, \/log(12m/5) - Hu||2} Now from

Assumptions 1 and 4, by choosing C large enough, the inequality is satisfied. O

Lemma 11. Suppose, equation 28, equation 29 and equation 30 holds for all iterations 0 < v < v'. Then for
allr € [m], j € {£1},k € [K],i € [N] we have,

) _ ()

~ 0
<Wj7r7k W§,2a p) = J(Gjm,ka (31)
(0 —(v") log(6n2/0 _
‘<W§,r,)k - W§?2’€k7i> =P k| <4 Log(6n/0) d / )WLJ = Yk,i, (32)
(v o log(6n2/0 )
| =W ) B | <4 %na,y # i (33)

Proof of equation 31. It follows directly from equation 27 by using our assumption that (p, & ;) = 0 for all
k € [K],i € [N]. O

Proof of equation 32. Note that
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for yy ; = j we have P") =0. Now using equation 27 for j = y;; we have,

=j,7, k i
~ (v’ *(U )
‘<W,§',rt)k ]r’g ,7/>_ j,rik,i
=1 2 3 ELAT R Gt 3 BB et
k' k' #k i’ €[N] V€[N, i’ #i 2
(@) (TL” /T]) T|v'/T]) (v log(6n2/6
S Z Z ( RN ‘+‘P]rk’z’ D—’_ Z <‘]P)j7“kll ‘]PJTkZ/> 4 %
K’ k'#k i’ €[N] i'€[N]
(b) 2
<4 log(6n2/9) na,
d

where (a) follows from triangle inequality and Lemma 5; (b) follows from the induction hypothesis. O
Proof of equation 33. Note that for
J # Yk, we have IF’; T)k ; = 0. Using equation 27 for j # yi; we have,

| =W &) — B,

-2, 2 R Gt e S BB et

k' k' #k it €[N] N i €[N1,i’ i kil
(@) (rlv'/7) v/ /7)) ) loa(6n2/0
< Z Z (’Pjrk/'/ ‘+—]rk” D (‘]P)jrkz’ E]j)rkz ) 4 %
k' k' #k i’ €[N] i’€[N]
(b) 2
<4 10g(6;l /9) na,

where (a) follows from triangle inequality and Lemma 5; (b) follows from the induction hypothesis.
This concludes the proof of Lemma 10. O

Lemma 12. Suppose equation 28, equation 29 and equation 30 hold at iteration v'. Then for all k € [K]
and i € [N],

1. For j # Yk, Fj(Wf;;),Xk,i) <0.5.
2. For j =y, Fi(WS) %) > 2500 Py ki — 0.25.

3 g f (W xp) 2 L yom By 0.7,

Proof of 1. First note that for j # yi ; from Lemma 11 we have,
~ (v 0
(W 1) < (Wi o). (34)

since (G( © = 0 by the induction hypothesis. Also from Lemma 11 for j # y; we have,

~ (v’ v lo 6’112 1)
<W§‘7r7)k7£k,i> é < jragk 7,> Pg T')kl +4 %TLO&
(a) log(6n2/4
< <W§?T)7£k,i> +4 log(6n%/0) (35)

d
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(v

where (a) follows from P’ . < 0 (induction hypothesis). Now using the definition of F;(W,x) for j # yy ;

=j,r,k,i
we have,
W 1 Wy,
F(ij; \ Xki) = E; { ( grkayk1N>) +U(<Wj,r,k’£kﬂ>):|
(a) loz(6m2/3
< 3 max {‘<W§'02)H> (w 503751@ i)|,4 Og(n/)na}
re[m] > d

(b) 1 2
v 3max{g,4 g<6d/6>}
(¢)
< 0.5. (36)

Here (a) follows from equation 34 and equation 35; (b) follows from the definition of j; (¢) follows from
Lemma 10.

O
Proof of 2. For j =y ; we have,
_ ’ 1 m , ,
FW ) = - 3 [o (50 o) + o (540, 600
r=1
& LS [+ (Ve
~m — j7r7k7yk,zﬂf Gk ki
® 1 & 0 (U) log(6n2/8)
Ziz < 577),yk1u‘> < 527£k1> Jrki74 T’ﬂa
m r=1
@ 1 (") log(6n2/6)
2 m ;Pjr,k,z - Qﬂ —4 Tna
(d) 1
- Z ]Pj T, k g 0.25. (37)

Here (a) follows from o(z) > z; (b) follows from Lemma 11 and that G;U;)k > 0; (c) follows from the definition
of f3; (d) follows from Lemma 10.

O
Proof of 3. Combining the results in equation 36 and equation 37 we have,
yk,z’f(Wl(:/)vxk,i) =Fy, Z(W( ) ok Xk, i) = Foy,, (W(—yl o Xk, i)
Y F,, I(Wé’;/z,kam,z‘) — 05
91 Z yklr,“— 0.75.
where (a) follows from equation 36; (b) follows from equation 37.
This concludes the proof of Lemma 12. O

Lemma 13. Suppose equation 28, equation 29 and equation 30 hold at iteration v'. Then for all j € {£1},
ke (K] and i€ [N], [¢")] < exp ( Fuo (W xi) +0. 5)
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Proof. We have,
1

(v")
5/1:1‘ =

1+exp (y;“ {FH(VVS:){?,C,X;M) —F_ (W(ﬂ)ka,i)})

) (v’ (v
< exp (_yk,i [F+1(W(+1?k,xk,i) - F—1(W5rl)k,xk,i)D

= exp (_Fyk,(wgz,m XkA,i) + F*yk i (W( ) ko Xk 1))

—Yk,i
@ W)
< exp (—Fyk (W LX) + 0.5) :

where (a) uses 1/(1 + exp(z)) < exp(—z); (b) uses part 1 of Lemma 12.

Lemma 14. Let g(z) = ¢'(z) = —1/(1 + exp(z)). Further suppose zo — z1 < ¢ where ¢ > 0. Then,

9(21)
< exp(c).
g(z2) ~ p(¢)
Proof. We have,
g(z1) 14 exp(z2) (a)
= < max{l,exp(z2 — 2 < exp(c),
g(z2) 14exp(z1) ~ { p(z2 — 21)} p(c)

where (a) follows from ¢ > 0.

Lemma 15. Suppose equation 28, equation 29 and equation 30 hold at iteration v'.

(38)

O
Then for all k € [K]

and i € [N],
(i) e €na) = =025, (39)
(0 i) <o () €ri)) < (W) €ri) +0.25, (40)
Proof of equation 39. From Lemma 11 we have,
(v —(v") log(6n2/4
47 ) = (2, o)+ B = 4y 2
(a) 2
Y 5 log(6n?/0)
d
®)
> —0.25
Here (a) follows from the definition of § and ]P’;k sk > 0 forall v' > 0; (b) follows from Lemma 10. O

Proof of equation 40. The first inequality of equation 40 follows naturally since o(z) > z for all z € R. For

the second inequality we have,

<v~vé’;3,rk,€m>s< ,f,,c”k,skz>+025 if (W

O'(<~Z(;;37ka€k1>>: (a) ~ ()
0 < (W, © p&hi) +0.25,

where (a) follows from (VNV;ZIE’T,;C,&,J > —0.25. This completes the proof.

This concludes the proof of Lemma 15.
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Lemma 16. Suppose equation 28, equation 29 and equation 30 hold at iteration v'. Then for all k, k' € [K]
and i,i’ € [N],

—_— 'U/ 1 m (,U )
e f (W xp) — yk',i/f(Wé/ s Xk i) - Z [ T W Sk }

yk’ k! il S 175

r=1

Proof. We can write,

’

Yk, (W ) VXkyi) — yk',z‘/f(ng ),Xk’,i’)
Fyk 1(Wg(;k,2,k7 Xk,i) - F*yk,i(w(jylwkv Xk,i)

() <)

=By o Wy b))+ Foyyy (W2 s X ir)
_ w') w @)
- F_yk/ i/ (W—yk/ ik Xk'ﬂ?/) - F—Z/k,i (W_yk,i>k}’ kai)

+ Fy,, 1(W(v,zykaxk,i) —Fy, . (W@(,Z,) e Xk i)

= F—yk,yi, (‘NN(U ) Xk/,i/) - F—y;m (W( ) ) Xk 7.)

Uik —Yhs
I
- nlzz:l [0 <<"~"z(/k s Ui, zu>> —0o ((Vv;k,) i Ui, Z,m)}
- !
+nllz_;[a <<~g(jiirk7£k1>) <<Wz(/: e ,,>>}
- y

Next we bound Iy, I> and I3 as follows.

—~ ’U/ —— 1)/ (a)
L < Foy,, , (wﬁyiwk,,xk,ﬂ,) + oy (W) xi) < 1,

where (a) follows from part 1 of Lemma 12. For |I3| we have the following bound,

r=1

IeICONMNeICH }

TR Y Rt TNV .4

m N 1 m ~U
b <o {30 (102 o) 3 (14, )|

(a)
S 2maX{’<W§fi)”mH> ) < ((,)c)/ ,7,H>

re[m]

(®)

< 2 max {5, C'4a}
relm

(¢)

< 0.25.

Here (a) follows Lemma 11, (b) follows from the definition of 8 and the induction hypothesis, (¢) follows from
Lemma 10 and Assumption 1.

31



Published in Transactions on Machine Learning Research (10/2025)

Next we derive an upper bound on I3 as follows.

o((w y,“rkvﬁkz) - <~Lk/)/’l‘,k”€k/vi/>
o )< (

&

|
3|~
NE

ﬁ
I
—

—~
S
=

IA
3=
Ms

<~§j; ) €)= (W) ,.,k,,swﬂ +0.25

r=1

®) 1 < (=) (v") log(6n2/6)

S EZ_P;ZZTICJ PQZ/ /T’k’l’i|+2/8+8 T’flo&+025
r=1

(C) 1 mor (v/) 7(1),)

< % Z _]Pyk rk,i ]P)yk',ir,r,k’,i’} +0.5.
r=1

Here (a) follows from Lemma 15; (b) follows from Lemma 11; (¢) follows from Lemma 10.

Similarly, we can get a lower bound for I3 as follows,

Iy = %i [U <<V~V( 9] . k?gk z>) —0 <<V~Vyzl,),i,,r,k”£k’,i’>)}
r=1
LS [ = 5 )] — 025
r=1
(>i) %i }P’;kz,rkz PLZ},y,k’,i’} —23-8 Mﬁ@—0.25
r=1
(g % i R(,k)k —@ék)k} —0.5.

1t

r

Here (a) follows from Lemma 15; (b) follows from Lemma 11; (¢) follows from Lemma 10.

Combining the above results, we have
yk,if(wl(:} ),Xk,i) - yk/,i/f(ng ),Xk’,z") <|Li|+ ||+ 15

1 = [=(0) (")
E Z [Pykyi,r,k,i - ]P)yk/’i/,r,k/,i’ + 175’

r=1

IN

and,

’

yk,if(wl(cv ), Xk,i) — yk/,i/f(W;(;f )7 Xi/ i)

Y

= = |2+ Is

1 = (=) =)
=D Py i = P ] = 1.75.
r=1

Y

This implies,

m

(o 1 v )
vl (W x0) = g SOV i) = — SO B =B ] [ < 175,

O

We will now state and prove a version of Lemma C.7 that appears in Cao et al. (2022). Note that Cao et al.
(2022) only considers the heterogeneity arising due to different datapoints for the same model. Interestingly,
we show that the lemma can be extended to the case with different local models and different datapoints as
long as the local models start from the same initialization.
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Lemma 17. Suppose equation 28, equation 29 and equation 30 hold for all 0 < v < v'. Then the following
holds for all 0 < v < ',

1 Lym [ 0 ki~ By ] < & for all kK € [K],i,i € [N].

2. Y f (W x00) = g FOWY  xp030) < Cy for all k, k' € [K] and i,i € [N].

e’(“)

3. ;(’U’;/ < Cy = exp(Cy) for all k, k' € [K] and i,i" € [N].

4. Sl(g?i) C S,(Ct}i) where S](:z) = {T €[m]: <~(U) ki) = 0}: and hence

ykl,rk’

s,gj’}] > 0.4m for all k € [K],i € [N].

5. SJ(OT) C S‘J(UT) where S’j(or) = {k € [Kl,i € [N]:yx; =7, (ffvfr))k,ék,ﬁ > O}, and hence ’S’J(vr) >

5
Here we take k =5 and C7 = 6.75.

Proof of 1. We will use a proof by induction. For v = 0, it is simple to verify that 1 holds since IP’; 2 ki =0

for all j € {£1},7 € [m],k € [K],i € [N] by definition. Now suppose 1 holds for all 0 < v < ¥ < v'. Then we
will show that 1 also holds at v = o + 1. We have the following cases.

Case 1: (0+1) (mod 7)#0

In this case, from equation 25
(0+1) (D) 77 (v ) o 2
B = B = o0 (90 €0.0)) Nl

Thus,

(—0'3) 1€ i

3. @

(~C ) gl - [

(9)
* Nm?2 HS’“
where S,(fi), S,(f’)i, are defined in 4.

We bound equation 41 in two cases, depending on the value of % > {Pg;)l i T ]P‘,(;;)/ /,r,k/,i’]'

i) IfLym, [R(/i)rkz - R(Jié,wmk”i’} < 0.9x. From equation 41 we have,
(v+1 (v+1) ( )
E |: Yk,iThkt yk/ /rk’7i’:| <09K“+ ‘S U)”Ek}z

(@) n 2
< 0. — &
< 0.95+ < g
(®)

< K.

(a) follows from ’S](;? <m,—0'(-) < 1;(b) follows from Lemma 5 and Assumption 5.
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i iy [P0 Y

i mki Yt gtk | 0.9x. From Lemma 16 we know that,
() 1 = [5@) =@
Yk, zf( k 7Xk z) yk’,i’f(wk' Xk, '/) 2 EZ [Pyk.iﬂ“,ki _]P)yk/ ok i/:| —1.75

(@)
> 0.9 — 0.35x

= 0.55k. (42)

where (a) follows from & = 5. Also note that since - " | yk ki R(/Z?’i,mk,’i/ +0.9x >

0.9x = 4.5, we have from Lemma 12 that

yk,if(W](j),Xk,i) > 3.75.

(13)
Now from the definition of ¢(-) we have,
(_éll(jg) 1 +exp(yrri f(W;(j) Xk,it))
(~00%) L exp(yn (W k)
(a) 1+ exp(ys, 1f(W,(§ ), xk Z) 0.55k)
- 1+ exp(yr i f (WL, %x.0))
C1rs. (44)
Here (a) follows from equation 42; (b) follows from equation 43.
Thus,
R - El'(“?) <y €l () o5 Nl N
)SMJ/H£MJ45<—Z$LJ EHEES (—(5)

Here (a) follows from ‘S( ’ <m, ( ;

sis; (b) follows from

Lemma 5; (¢) follows from equation 44. This implies ’S ( é’,(fl)) < ’S,(j?i, ||fk’,z"||§ (—é,(j?i,).

Now from equation 41 we have,

1 —(5+1) —(5+1) 1 & p®
E Z |:Pykyi77‘,k:,i - ]P)yk/)i/,r,k’,i’i| S E Z |: Yk,i T k% y,c/ /,r,k’7i’i| S L)
r=1 r=1

where the last inequality follows from our induction hypothesis.
Case 2: (0+1) (mod7)=0

In this case, using equation 25 we can write our update equation as follows:
1 = [—(5+1) —(541)
~> [Pyk,i,r,k,i - Pykf,i/,r,k',i'}
1

1 & e o
_ 1 {@m —7) _ ple1-m) }
m

Yk, 1,75k, Yw! it k1

T—1
1 n (0+1—7+5)
+mﬁ20%z

(_K/S).-i-l—r+s)) ||€k 2 ‘S(f;+1f‘r+s)
, 5T

k' it

v+1—7+s
F%}*UMM@

::Il

1 — =(0+1—7) =(0+1—71) I]_
= E Z |:Pyk,u7“,k?ﬂ Pyk/ NN z’:| + —
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From our induction hypothesis

we know that

1 ¢ 50
E [Pyk i,k yh/ /,r,k’,i’:| < K. (46)

Now unrolling the LHS expression in equation 46 using equation 25, we see that this implies

1 i |: (o+1—71) (v+1 T) _[1

m Yk,i Tk, i yk/ /Tk’z/j|+N§H (47)

Case 2a): I; > 0.

In this case it directly follows equation 45 and equation 47 that % > [P?(j;tlr), ki~ ]P’?(;;Tl,)r i | < K since
N <n.
Case 2b): If I; < 0.
In this case from equation 45 we have,
1 Ui (o+1) ]P)(U+1) < 1 Ui (0+1—71) 7(v+1 T) <
E |: Yi,isT Kyt T Ty i,k 1’:| = EZ{ Yk,i,mkyi yk, k! l/:| S R
r=1
where the last inequality follows from our induction hypothesis. O
Proof of 2. For any 0 < v < v’ we have,
W W @ 1 9~ [ ()
yk,lf(wk ’Xkﬂ;) - yk/,i/f(wk/ 7Xk/ s/ S E Z |: Yk isT k i yk’ /,T',k/,i/:| + 1.75
r=1
(b)
< k+1.7=0C.
Here (a) follows from Lemma 16; (b) follows from 1. O
Proof of 3. For any 0 < v < v’ we have,
0 — ) ®)
KIT) < max {1 €xp (yk zf( k ,Xk z) ylc’,i'f(wk/ an’7i’)>} < eXp(Cl)'
ki
Here (a) follows from Lemma 14;(b) follows from 2. O

Proof of 4. To prove 4, we will use the result in 3 and show that (w, (© ) k> &k,i) > 0 implies (W, (v ) ko ki) >0
(v)

for all 1 < v <v’'. We use a proof by induction. Assuming <Wyk,i7"‘1k’

show that (~(U+ T)k, &.i) > 0. We have the following cases.

Case 1: (04 1) (mod 7) # 0.

Sk,i>>Ofora110§v§v<v,wewﬂl

Using the fact that < (U) k0 Sk, i) > 0 we have,
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0+41)
(w ykf,rk7£k’t>_< f,,cl,nk?&,w ( 5' )
n ~ (¥
D DG e“ Do (R, e i) (6 €
i E[N], i/ #i
(a) o, 2d 5
~ (D) Ui (@) Ui 2\/7 (v)
> (W, ko) + g (SO0 = 5 20,/ dlog(4n? /) .,E%:_/#( )
(®) 5 o2d p
z <€V1(/Z),i,r,kv‘$k,i> + ZNpm( 5/ ) 20 v dlog(4n?/8)Co(—
©
Z< ;k)“r’]gask,i>
> 0.

Here (a) follows from Lemma 5; (b) follows from 3; (¢) follows from Assumption 1 by choosing a sufficiently
large d.
Case 2: (04 1) (mod 7) =0.

From our induction hypothesis we know that <~£;;+1T kT+s), &:i) > 0forall 0 <s<7—1. Then,

T—1

~ (D ~ (D T n O+1—7+s)
(g e &) = (W 00 i) + == S (L ) l€kql3

Yk,i:Tk?
s=0

Iy

T—1
p— Z Z (—3/2?;17T+8))0/ (<V~Vézt,1rjkT+s)a€k,i/>> (Ekis Ekir)

s=0 i’ €[N],i' #i

Iy

n 9+1—7+s ~ (D —T+s
LSS S TN (W i) (i) (48)

I3

Using Lemma 5 we can lower bound I; as follows:

/(v+1 T+S))

)

:0

where the inequality follows from Lemma 5.
For |I3| we have,

Lemma 5 as follows:

7720 \/WZ Z Iy

|I k i’

s=04'€[N z’;ﬁz

(<i) n(N —1)Cy202+/dlog(4n?/6) Z g/(v+1 T+S))

nm
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Here (a) follows from Lemma 5; (b) follows from 3. Similarly we can bound |I3] as follows,

7720 \/dlog An?/6) S Z Z Z (+1—7+3)

|I3 <

49 )
s=0 k', k'#k i’ eN]

(b) — N)C52 dlog(4n2/4) T
¢ n(n »207%+/dlog(4n?/0) Z g,&fl T+s)

).

Here (a) follows from Lemma 5; (b) follows from 3. Substituting the bounds for Iy, ||, |I5] in equation 48 we
have,

(w0 &) > (WO g+ 1 — || - |

Yk i 5k Yk, ik 0
—1
> (o+1—71) d S g/(f)-l—l—‘r)-&-s
= < Yk, ik aék ’L> 2nm Z(_ ki )
s=0

T7—1
770 V+1—7+s
—ﬁ?aix/dlog(@”ﬂ/é)Z( Z’( L))
=0

S

—~

a) ~ (0+1—7
> (Wit )

> 0.

Here (a) follows from Assumption 1 by choosing a sufficiently large d. Thus we have shown that
<v~v(v) &ki) > 0 for all 0 < v < v and r such that (w (0) &) > 0. This implies SO) c S, v)

Yk,i,T, K Yk, 7k
for all 0 < v <'. Furthermore we know that S,g?g > [K],i € [N] from Lemma 7 and thus
]s,gj’g > 0.4m for all k € [K],i € [N],0 < v < 0. 0

Proof of 5. Note that as part of the proof of 4 we have already shown that (NEUT),C, &) > 0forall 0 <wv <
and k, 4 such that y;; = j and ( Wi k,f;“k i) > 0. This implies S( ) C S(”) for all 0 < v < '. Furthermore we

&(v)
know that i

,7 € [m] from Lemma 8 and thus

,7 € [m].

This concludes the proof of Lemma 17. O
We are now ready to prove Theorem 3.

C.2.4 Proof of Theorem 3

We will again use a proof by induction to prove this theorem.

(' )

Proof of equation 29. For j = yi; we know from equation 26 that IP’ = 0 and hence we look at the case

where j 7 Yp.i-
Case 1: (v’ +1) (mod 7) # 0.

a) If Pt

P k ;, < —058—4 Wna, then from equation 33 in Lemma 11 we know that,

~ ) log(6n2/6
< gj}r)kvgk z> S < 50255k71> Png ki + 4 %na

(a) It 2/5
< 05ﬂ+IP§”r)kz+4 70‘%(6; /%) e

(b)
< 0.
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Here (a) follows from definition of 8 in Theorem 3; (b) follows from ]P’;"N€ ; < —0.58 — \/Mna.

Now using the fact that <V~V§'?;-,)k’ &k,i) < 0 we have o’ ((ijr’k, E;”)) = 0, which implies ngrzll) = IP’E r)k P>

—-B-8 Wﬂ@ using the induction hypothesis.

b). If Ef;’)k’i > —0.56—4 Wna, then from equation 26 we have,

WD) _ e () 2005 _
Ejvrkz EJ1Tkz+N glkz (< j1rka£k1>) ”Ek,iHQ]l(]**yk,i)

@ log(6n°/3) _ 3nopd

> —0.50 — 44| ————na —

> —0.58 —4 7 no SN

(®) I 2

D 5 gy los672/0) (49)

- d

Here (a) follows from |[¢'(-)| <1 and Lemma 5; (b) follows from SW ¢ < 44/ 10g(6§2/5) na using Assumption 5.
Case 2: (v' 4+ 1) (mod 7) =0.

In this case, from equation 26 we have,

v +1 v 4+1—7 n U-‘rl —748) 'y~ (v F1—T+s
B =B )+ Z 0y o (W, T )

210 = —yni)

::IQ
_ ]P)(U/-‘rl—T) + LIQ. (50)
nm

=j,rk,i
Now suppose instead of doing the update in equation 50, we performed the following hypothetical update:
(v +1) ’ N ) "~ 21/
BShi = B+ O 0 (W) €60 1€0al3 2 (G = —yes)

@ pli=n) - Zﬁ'“’ T (T ) 1€k 1210 = —yns)

(v'+1-7)
_Ej’l"k‘l +W12

Here (a) uses equation 26 for v = [v/ + 1 — 7 : v']. From the argument in Case 1 we know that IP’EUT:? >
—B — 84/ 71%(632/5) na. Observe that Pgﬁ:lz) > P;q;:l) since [ < 0 and N < n and thus IP’EUT'};? >
—3-8 /log(6;l2/5)na L)

Proof of equation 28. We know from equation 25 that for j # yy ;, ]P’( ki = 0forall 0< v <T*r —1 and
hence we focus on the case where j = yy ;.
Case 1: (v' 4+ 1) (mod 7) # 0.

(mod 7) = 0 and ?(,v’f”?‘i)

< 0.5a. Define v, 5, = v

be the last iteration such that v’ < 0.5a and let s be the maximum

7ok,
(U”kﬁ‘)
RN X

LetfujT,“

value in {0,1,...,7 — 1} such that P + s. We see that for all

7,k
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v > vk, We have IF’( T)k ; > 0.5a. Furthermore,

f(vurl) (a) (Vj,r k1) n gork,i) () (Vi ki 2 ;
Pj,r,k,i < P],rklz nglg,ji * )U (< grkk ’Sk l>) Hgk,i 2]1(-] = yk,i)
Ly
n ~ (v 29 (5
=Y G () 6) €kl 1 = ) (51)

Vj,r ki UV

Lo

Here (a) uses the fact that we are avoiding the scaling down by a factor of % which occurs at every v

(mod 7) = 0 (see equation 25) for v} ., , <v <"

We know ]P’gvﬂ,; A ) < 0.5a. We can bound L; and Ly as follows:

(a) ) 37702d ( ), (@)
Ly < 5 lnally < G < 1< 0.250

Here (a) uses [¢/(-)] < 1,0'(-) < 1; (b) uses Lemma 5; (¢) uses Assumption 5; (d) uses T*7 > e.

Now note that for v, ; < v < v’ since ]P’( V) > 0.5a we have,

J,rik,i
~ (v a (v) log(6n2/68
< §Tk’£k">—< ;2ka£k1>+Pkai—4 %TLO[
Q) ] 2
> 058+ 0.5 — 4 M”O‘
(o)
> 0.25a. (52)
Here (a) follows from Lemma 11, (b) follows from the definition of 8 (see Theorem 3) and ]P’; T)k ;> 0.5, (c)

follows from 8 < 15 < 0.1a and 44/ Mna < 0.2« using Assumption 1.
Substituting the bound above in Lo we have,

(a) U & (v (W '
Ll < N P <_<W§‘,1”),k7£k,i> - 0.5> o (W) €0i)) 1€l 3 17 = wns)
Vi, ki <ULV
©] 2n ~ (v) 2
< Z Tmexp ( (w Jrk’gk’i>) ||£k7l||2 Y
Vj,r ki <OV’

(c) 2
< Z % exp(—0.25¢)
Vj ek, <ULV

2 e ir ki — 1 302d
— 77(71 Yj,r.k, )exp(— logT*T) p

30]2)d

Nm 2

2n(T*T) 302d
S —log T* P
< 20T oxp(—1og 7))
_3770'12161
~ Nm
(d)

< 0.25a.

For (a) we use Lemma 13; for (b) we use exp(0.5) < 2 and (w Tk,ﬁk i) = 0 from equation 52, (¢) follows
from Lemma 5 and equation 52; (d) follows from Assumption 5.

39



Published in Transactions on Machine Learning Research (10/2025)

Thus substituting the bounds for L; and Ly, we have,
@(U/'H)

ki S Q5

which completes our proof.
Case 2: (v/ +1) (mod 7) =0.
Suppose instead of doing the update in equation 25, we performed the following hypothetical update

= (v'+1) —(v') n V) 1~ 2 .

B = Py = o= Chr' 0 (07 660)) 10l3 15 = wia)- (54)

. =(0'+1) —(v'+1) =(v'+1)
From the argument in Case 1 we know that P, ,,, < a. Observe that P, ./ < P, .. and thus
Pl <a O
Proof of equation 30. This part bounds (G(U/H). To do so we show that the growth of G§ T: is upper

1)

bounded by the growth of ]P’(k L k1 for any r* € Sk 1, that is,

(v'+1)
J,rsk I
iy SO
Yk, 1,7k, 1

We will again use a proof by induction. We first argue the base case of our induction. Since r* € S l(€01 cs ,(Cvl,
S0,

(1) =(0) n 0 0 2
I[Dyk71,r*,k,1 ]P)yk 1,7*,k,1 _Nmél( : (<W3(;k)1 r* k’&k: 1>) Hﬁk,1||2
\H,_/

=0

=1(.77€8)

_ 73(6,)@1702(1

Nm ~ 2Nm’
where (a) follows from Lemma 5. On the other hand,
2
W _go _" 2 _ lmllzn
G],rk = ],’I‘k}i Z 6/ ]rkvyk Z/’l’>) ||/—l/||2 S m2 .
== M
Therefore,
(1)
ij"'ak < 2N ||I‘l’||2 < CIA
@(1) - 2d
Yk,1,7%,k,1

if C" > 2. Now assuming equation 55 holds at v" we have the following cases for (v' + 1).
—(v

Pyk 1,7%,k,1
Case 1: (v' 4+ 1) (mod 7) # 0. From equation 24 we have,

v’ +1 v v '~ (v 2
G = G+ o= D (e (W i)
1€[N

(a) ,
< G+ T2 (=00)) Il
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where (a) follows from part (3) in Lemma 17. At the same time since <Wz(/z)1,r*,k7 &c1) > 0 for any r* € S,(ﬂ
and for all 0 < v <T*7 — 1, we have from equation 25: 1

(v +1) (") n (") 2
Pyk,l’r*rk 1= Pyk 1,7%,k,1 + Nm(_glkt,l ) |‘€k,1||2
(a) —('UI) n (U/) 0'2d
Z Pyk,lv"’*J{:’l + Nm(_g/khl ) ; ’
where (a) follows from Lemma 5.
Thus,
(v'+1) G(U/) 2
r . 205N (a) =N o ®
A <maX l]i Jk , 2 2H”H2 é maX{Cl’y7262'y} é C/'Y
P(v +1) =) Upd
Yk,1,7%,k,1 Yk, 1,7k, 1

Here (a) follows from the definition of 7; (b) follows from setting C’ = 2C5.
Case 2: (v/ +1) (mod 7) =0.

We have from equation 24,

v'+1 v +1-7 n +1-7+ ~ (v—T+s 2
G§ rk ) = G§-,r,k ) +— nm Z Z Z K/(v i s)) (<W§rk )7yk,iﬂ>) ||H||2
s=0 k' ie[N]

(o) v +1—7 7702 = v +1—7+s 2
< G TR T s

gk
s=0

where (a) follows from part (3) in Lemma 17. At the same time since (wgz)l v+ 5 &k,1) > 0 for any 7* € S,(coi
and for all 0 < v <T*71 — 1, we have from equation 25, o

—(v'+1) o —(v'+1-7) n

(v +1—74+s5)
Pyk,m*,k,l - Pyk,m*,k,l + (- gl ¥ o ) ”5’%1 2

nm

4@ 4
ol |
o =

_

(;) S@WHl=T) N (— E’ v +1 .,.+s))a 2d

= Cyka1rrkl + nm 9
s=0
where (a) follows from Lemma 5. Thus,
(v'+1) (v'+1—7) 9
Jorik jorik 20 ||plly | @ im oo D
]P;(U D) < max —(v+l—7) O'%d < maX{C’ 7,202’}/} < C Y.
Yk,1,7*,k,1 Yk,1,7*,k,1

Here (a) follows from the definition of 7; (b) follows from setting C’ = 2C5. Thus we have shown Gt <

j,rk =
C'AP ;; ;13, k.1 < C'Ja where the last inequality follows from P;k jl) k1 S O

Now that we have proved Theorem 3, that is, equation 28, equation 29 and equation 30 hold for all
0 <wv <T*r —1, we state a simple proposition that extends the result in Lemma 17 for all 0 < v < T™*7 — 1.

Proposition 2. Under assumptions, for all 0 < v < T*r — 1 we have

1A (B i B ] S for all kK € (K] € [N].

Yit 5Tk
2. yeif (W x10) = g s FOWS xp0.30) < Cy for all k, k' € [K] and i,i € [N].
e’(i)_[
3. Lt <Oy =exp(Cy) for all k, k' € [K] and i,i" € [N].

’
i
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4. S,EOL) C S,(CUL) where S( ) {r € [m]: (\'fv(v) Eri) > 0}, and hence ’S,(CUL)

Yk,isTk?

csj ©) where S(”) {k € [K],i € [N]:yki=J, <€v§f),?,k,€k,i> > 0}, and hence ‘S’j(? >

Here we take Kk = 5 and C7 = 6.75.

C.3 First Stage of Training.

Define,

Csnm

1= noadr

—(T1)

where C3 = (1) is some large constant. In this stage, our goal is to show that Py e ki

Yk,isT™?

Lemma 18. For all0 <t<T; —1 and 0 < s <7 —1 we have,

max {F“) +4 5’} < Gonllalls _ 0 (1)
7,k - O'%d '

Proof. We have,

t—1 T—1
. Ls n t' s t's 2
P4l = =L ST S S S (Wi e sl
t'=0 k i€[N]s=0
S
n (t,s) (t,s") 2
- N | O o (Wi ukim) el
s'=04i€[N]
@ g =t = ,(t ,8) 77 /(t,s") 2
RS O il - Z Zf el
=0 k ie[N]s=0 =0i€elN
© aft+ V7l
- m
2
i el
m
2
_ O
o2d
Qo).

Here (a) follows from o'(-) € {0, 1}, (b) follows from [¢'(-)| < 1, (¢) follows from Assumption 1.

Lemma 19. For all0<t<T; —1 and 0 < s <7 —1 we have,

max {P;-fz,m + ﬁ(.t’sl)c’i} =0().

Jirkyi BT

42

n
]

> 0.4m for all k € [K],i € [N].

(56)

> 2 for all * such

that 7* € S](c(’)i) = {r € [m]: (w( . O}. To do so, we first introduce the following lemmas.
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Proof. We have from equation 14 and equation 20,

t—1 7—1
—(t) —(t,s n (t',8) '/~ (v 2
P T pﬁriz = Z Zf/k,z' o (<W§',r,)k;’€k,i>) 1€k.ill5 1

t'=0 s=0

(Yri = 7)

n s’ 4 s .
—WZOE’“ o (W) &) 1€kl 1 (ni = 5)

t—1 7—1

(a) 77 t t
g S S O el - e 3 6l
/=0 s=0 m oo
_ D)7 €kl
- Nm
2
(2) 377T17'apd
- 2Nm
< 3C3TL
- 2N
=0().

Here (a) follows from o’(-) <1, (b) follows from ¢t < T3 — 1 and Lemma 5. O

Lemma 20. For any k € [K] and ¢ € [N], we have F} (W§t,:),xk,i) =0(Q) forallje{£1},0<t<T) -1
and 0 <s <71 —1.

Proof. We have,
Fj (W x)

= LS [ () o (0 600)]

m=
(%)%zm:“ gtrsl)cvyk:z#)’ ‘( Yﬁbém)}
r=1
g;i[< (Oﬂau>‘+l“§fi+v§tf,i+(< © £) +P§Zk1+pﬂkl+4\/w 1
r=1
<5 {50 2 ] P70 P |
R e e

Here (a) follows from o(2) < |z|, (b) follows from Lemma 11, (¢) follows from the definition of 8, (d) follows
from Lemma 10, Lemma 18 and Lemma 19. O

Lemma 21. For allt > T and 0 < s <7 —1 we have,

(t) —(t,s —(T1)
Pyk r*,k,i+p( )r Icz—Py;C ¥ k122' (57)

Yk,is

where r* € S,(C?Z-) = {7‘ € [m]: (w? Eryi) > 0}.

Yk, 1,75k

Proof. First note that from Lemma 20, we have for any k € [K], i € [N], F}1 (W(jfi, Xk,i), F_l(W(tlsg€7 Xpi) =

O(1) forallt € {0,1,..., 71 —1}, s € {0,1,...,7 — 1}. Thus there exists a positive constant C' such that for
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all0<t<T;—1and 0 < s <7 —1 we have,

Next we know from Proposition 2 part 4 that,

(w(t’s) ki) >0 forall0<t<T;—-1,0<s<7-1,

Yk,i,7* k7

where r* € S,goi) = {r € [m]: <Wz(,(i)i vk &hii) > 0} . This implies that for ¢t > 17,

-(t) _(t,s) +(T1)
Pyk‘iﬂ’*ykﬂ. + pyk,i,r*,kﬂi 2 Pyk,f,ﬂ”*ykyi

T " T—1 (t9)
a t',s
== E 7 E glk,i “[|&k,q
nm
t'=0 s=0

2
g nCTy To,d

—
=

2
2

—~

2nm

—~

b)
> 9. (59)

Here (a) follows from equation 20; (b) follows from equation 58 and Lemma 5; (b) follows from the definition
of T} in equation 56 and setting C3 = 4/C.

O

C.4 Second Stage of Training

In the first stage we have shown that for any k € [K] and i € [N], ﬁ;i)_i’r*’k’i + ﬁz(;:i)r*,k,i > 2 for all t > T}
and s € [0: 7 — 1]. Our goal in the second stage is to show that for every round in 77 < ¢ < T* — 1, the loss

of the global model is decreasing. To do so, we will show that our objective satisfies the following property

s s * ,5 €
(VL (W), Wi = W) > Ly (W) = o,
where W* is defined as follows.
. . ki
wh, o= w4 5log(2r/e) [ D3 1(j = yky) 5| - (60)
k ie[N] ||£k,i||2

Using this we can easily show that the loss of the global model is decreasing in every round leading to
convergence. We now state and prove some intermediate lemmas.

Lemma 22. Under Condition 1, we have

Hw(Tl) — W*

= O ( Zg;log(T/e)> .
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Proof.
HW(Tl) _ W*

@ O (rnl/2 ]l maXF( ) +0 ( 1/2p1/2 _ld /2 max {Piil,l)c,wpy;lgu})

7.k,

e e
- 2 2

+0 (ml/Qnozjld_g/‘L) + HW* -wo H

2
Yo (ml/zn Il gel], U;2d_1) +0 (ml/in/Qazjld_lp) +0 (m1/2n1/2 log(T/E)Up_ld_l/Q)
© O (m1/2n1/20;1d71/2> +0 (m1/2n1/2 10g(T/€)U;1d71/2)

=0 <m1/2n1/2 10g(7’/e)0§1d71/2> .
Here (a) follows from the following argument:

e wo
2

2

£kz

= 2 e W 2315 P Jels

J,m ||k=14i€[N]

t t —2
+2m<F§,3-IIMII2 mz ST POl -gk,i>

k=14i€[N]

2

=0

© ( m2 max (F§f3)2> +0 ( — 2 maX,(Pj(?,k,iP) +0 (mn2 max W)
pelly or [[€xilly ki SN P9 s

2

m t) 2 mn () 2 mn

o max(F'")2 | + 0 max (P, )2 ) +0 | s
(nuni gr T €k qll5 mki ITF o2d3/?

where the last equality follows from Lemma 5. Getting back to our proof, we see that (b) follows from
Lemma 18, Lemma 19 and definition of W* in equation 60; (c) follows from Assumption 1. O

Lemma 23. For any k € [K], i € [N] we have for allt € {Ty,Th +1,...,T7* -1}, s €{0,1,...,7 — 1},

Ui (VAW x5, W) > log (27 /e).
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Proof.
ykz<Vf(W“> Xpi), W*)

- Z (i) (o) 570" () €)o7,

7,r
- — o' (w2 &) 5 1og(2/e)1(j = g o) Peibhir Jh7)
" Zkz = ) B2
wit) ] o ) B IE i)
+= Z Z Wir ko Yk, i) ) 5log(2/e)1 (] = yk/,z’) 5
o K 1€k, 115
1 s 1 .
+ m o’ (<W§trl)f7yk1ll’>) (m, ]W§02> + — m Zo’l (< W, kaék Z>) <yk,¢€k,i,JW§‘?2>
J.r g
1 S
> = 3 o (W) 6ea)) Slog(2r/e)
J=Yk,i,T
I
1 S ’ i7 ./,'/
SIS o (i g stos(er/e bl
T iR (i) 1€k I3
Iy
1, & i
- XS (i) slogr/o o)
G ki [1€57,10115
I3
ORI . .
_*Z ( ]rk?ykzp’>) <H7]W§’2>‘_EZO—/ (< gtrk’gk’») ‘(yszk “jW;r> .
7,r
Iy Is

Now noting that o/(z) <1 and (u,& ;) =0 Vk € [K],i € [N] we have the following bounds for I, I5, Iy, I5
using Lemma 5, Lemma 6 and Lemma 10.

= log(27/¢)O ( V1og(n?/6) /\f) I3 =0,
1, = 0 (Viog(m/8) - oo |l ) . Ts = O (/og(mn/0) - o, V)

For I; we know that, (w(t’s) €ki) >0Vte[0:T*—1],Vs € [0: 7 — 1] (Lemma 21 ) and r* such that

Yhi ok
= S(O) . {r € [m]: <Wg(42),i,r,kv€k7i> > O}. Thus,
L= %|S,(€?3|5log(27'/e) > 2log(27/e).
where the last inequality follows from Lemma 7. Applying triangle inequality we have,
ki (VFWE %10, W) > I = |I] = | L] = [Ls] = |I5] > log(27/e),
where the last inequality follows from Assumption 1 and Assumption 4. O

Lemma 24. (Lemma D.J in Kou et al. (2023)) Under assumptions, for 0 <t <T* and 0 < s <7 —1, the
following result holds,

[ 2w | < 0 (mas {Iul 20} ) (W),
Lemma 25. Forallk e [K], Th <t<T*—-1,0<s<7—1 we have,

(VLW W) — W) > L (W) — -
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Proof.
<VLk( W), Wi - W)

Zf’“s) YV IWE, x00), W) - W)

(a) 1 Z El { 1f W(t 9) x) — Uk, AVF(W t »S) Xk,i), W*>]
zE[N]

(b) (t s) t,s

= 37 Z [ Yk, zf Xk: z) 10g(27’/6):|

(i) ~ Z {f i f(WE x10)) — 6/27}

ZE[N]

= Le(Wi") = 5

Here (a) follows from the property that (Vf(W,x), W) = f(W,x) for our two-layer CNN model; (b) follows
from equation 23 (note that E',(i’f) <0), (c¢) follows from ¢'(z)(z — 2') > £(z) — £(2') since £(-) is convex and
log(1+2) < z. O

Lemma 26. (Local Model Convergence) Under assumptions, for all t > Ty we have,

e w2

_ L ts)
) 772 k(W) + ne.

Proof.

2
t,s+1 *
fwie? - w

2 2
= [Wi = W[ 2 W), W W 9w

(@) » <2 s)y |, NE L)y ||
< || =W || = 2nm (W) + T 2 ||V Le W) |
(b)
< || - w —nLk(W(t 9N+ L,

-

where (a) follows from Lemma 25; (b) follows from Lemma 24 and Assumption 5. Now starting from s =7 —1
and unrolling the recursion we have,

9 T—1
t,T * t,s
Wit —we | < =12 Le(WH) 4 e
s=0

HW}(:O) W
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C.5 Proof of Theorem 1

For any ¢ > T we have,

K 2

1 (t,7) *
DEWET W
k=1

2

Hw(tﬂ) _wW*
2

2

@S~ L fyyten ?
<Dy =W W
< xlw

2

K -1
* 2 1 S
< W —wr = 3 LW e
k=1 s=0
) NEEEN R ()
‘W W ‘2—77EZL,€(W ) + ne
k=1

2
- ‘ WO W[ L (W®) g, (61)
2

where (a) follows from Jensen’s inequality, (b) follows from Lemma 26; (¢) follows from ZZ;& Ly (W,(:’s)) <
Lk(W,(f’O)) = L,(W®). From equation 61 we get,
nL(W(t)) < Hw(t) —W*

2 . 2
2 HVV(t+ - we o T

Summing over t =T1, Ty + 1,...,T and dividing by n(T — T1 + 1) we have,

T W T W* 2
w® S | 2
T—T1+1tZ:T1L( T S Y (62)

forall 73 < T < T* — 1. Now equation 62 implies that we can find an iterate with training error less than 2¢
within,

wO —w|? 1
ne noydr no de

rounds where the last equality follows from the definition of 77 in equation 56 and Lemma 22. This completes
our proof of Theorem 1.

O
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D Proof of Theorem 2

We first state some intermediate lemmas that will be used in the proof.
Lemma 27. Suppose <w;f;),ju> >0 for somet' > 0. Then for allt >t',s € [0:7—1], k € [K], we have
(W) ju) > 0.

Proof. We will use a proof by induction. We will show that our claim holds for t =¢',s € [0: 7 — 1] and also
t=(t'+1),s = 0. Using this fact we can argue that the claim holds for all t > ¢ and s € [0: 7 — 1].

Case 1: First let us look at the local iterations s € [0: 7 — 1] for ¢ = #'. From Lemma 4 we have,

(Wi gy = (wi) gy + A7)
( )
> (wit) jp)
®)
> 0,
where (a) uses ’yj(r)k > 0 by definition; (b) uses (ng;), Jju) > 0.
Case 2: Now let us look at the round update t = ¢ + 1, s = 0. We have,

< (t'+1,0)

. 1
Wj,’r‘,k? a]#) < (t+ )

)
t t,T
= §7r),Ju Zv(,rk)

@
> (w §f3,m>

®)
>0

)

where (a) uses ’y( > 0 by definition; (b) uses <w§f;),ju> > 0. O

Lemma 28. Under Condition 1, for any 0 <t <T* — 1 we have,

- niK t 1,s
v s ey z | 20 (63)
and,
NGBS F(t 1) 77HHH2 t 1,0) t 1,5) (0)
> -~ min +th if (Wi, jpm) < 0. (64)
Proof.
From equation 18 we have the following update equation for F§ 7),
t pit-1 n t—1,s) / t—1,s 2
=T - S5 o () ) - I (65)

s=0 ki
Proof of equation 63. In this case we know from Lemma 27 that if (w W 3,ju> > 0, then

(wi*) ju) > 0for all k € [K],s € [0: 7 —1]. (66)
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Using this observation we have from equation 65,

(@)

\D||| [
L Z et

(k z)ED

® nuuui”
= a0 4m X:O ki

where (a) follows from the definition of D; := {k € [K],i € [N] : yx; = j}; (b) follows from Lemma 9 and

E,(t 1,s) (67)

min ;yep, E'(t ‘ > ming, ; K’,(:,Ii’s) . O
Proof of equation 64. First let us look at the iteration s = 0. In this case we know that (w ;f;,:’o),jy,> =
<W§-fr_1),ju> < 0 and thus (w JtT ), Yr,ip) > 0 for yi ; = —j. Using this observation we have,
. Zg’ G105 (w0 ) - ]2 2 11D I3 e’“f“’)]
nm Wik Yk 2= nm (kiyeD_; | Fo
@ 77||M||2 u |10 ‘
~ 4m k,
where (a) follows from Lemma 9 and min j)ep, 6’( ’ )’ > miny ; 6’,(;;’8) .
Now let us look at the case 1 < s < 7 — 1. In this case if ( ( —L s),jp,> < 0 then,
9 Dojilllely (t-1.5)
g/(f 1, ) (t 1,8) i . 2 > 77| Js 2 el —h 68
Z Wi gat) - lly 2 T min (T (68)
(t—1,s) -
and 1f< W% sJjm) >0 then,
_n Z CET o (Wl ) - sl 2 Diglllelly |-t
nm VLI 2= nm (ki)eDy, | K1 '
Thus,
. 2
o J(E=1,8) | fee (t=Ls) 2 s nmin{|D x|, |D_ x|} | pl5 g(t=159) 69
nm Z Wj,r,k ﬂyk,lu>) HM‘HZ = nm (k,i)E Dy ki : ( )
Using the results in equation 68 and equation 69 we have,
2
) 5 plt- n ||pell P n |3 = min{| Dy k| 1Dk} § /(t=1,5)
rfy o s 2 o 2l > el
(;) P(t_1)+ 77||u||§ t 1,0) hz t 1s)
z L, Am + mm ,
where (a) follows from our definition of & in equation 1. O

Lemma 29. Let A; :={r € [m] : (w 5027];0 >0}. Forany 0 <t <T*—1 we have,

2 !’
1. For anyj c {il}ﬂ” € [m] : F§t7)n < n“::luz Zi,_:l() ‘;’ éman ; K/gii;s) .
2. For anyr € A; Fitz > UH#HQ Z - émm(k @) g,gf’i,s) :
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2
3. Foranyr ¢ A, 7 > ’7|4\1l:rl|2 Zz;lo (rnink,Z

]T—

(t',s)
glk,i

g/(t 0)’+hz 1H11sz

):

O
Proof.
Unrolling the iterative update in equation 18 we have,
77 t—1 7—1 ( )
t t 4 t', 2
= 2 2 o () - el (70)
=0s=0 ki
t
Proof of equation 1. Using equation 70, we can get an upper bound on F;B, as follows.
0 nlluH S S e [0
I <—=2 ®
Z max |0
=0 s=0

where the inequality follows from o'(-) < 1.

Proof of equation 2. From Lemma 27 we know that if (w 2,ju> > 0 then (w;f;),ju> >0 for all ¢/ > 0. Thus
using equation 63 repeatedly for all 0 <t <t —1 we get

t—1 7—1

FEti > 77HNH2 Z Z

=0s=0

Proof of equation 3. Note that the bound in equation 64 holds even if <w§f7,_l),ju) > 0. Thus applying
equation 64 repeatedly for all 0 < ¢’ <t — 1 we get,

)

g/(t »8)

E’(t 0)‘ + thln

O nllullz Z (

Lemma 30. Under assumptions, for any 0 <t <T* — 1 we have,

—(t) 37]a'f7d t—1 T—1 1 (t,8)
1> i Pirki < o #—=0 D_s—0 MaXp; [€ ki |
nopd T— /(t',5)
2. Zk i ] T, k i 2 16m Z 5= 0 mln(k i)eg§t;=5> ¢ i

where S\ .= {k € [K]ie [N] - (w2 &) > o}.

g,k

Proof.

From equation 20 we have the following update equation for Pj ki

Zﬁ;fi,k,izziié%nlz o O o (w e 6e) - ka3

k,i k,i s=0 k,i:yp,i=j

T—1
(t—1) n 1,s)
fZPJm—%Z S O gkl (71)

5=0 (k,i)eS

where the last equality follows from the definition of Sj(f;s).
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Proof of equation 1. Now using equation 71 we have,

_ (a) — 3
Z ;tik1<z §tr;)’b 770 Z

ki

tls

where (a) follows from Lemma 5. Unrolling the recursion above we have the following upper bound,

) 3no_pdt 17-1 (& 5)
S P < S S
ki =0s=0 "~
Proof of equation 2. From equation 71 we have,
®) PO 7702d = (t—1,5)
3Ty i Z P T, [ - mln El 'l_ ®
; k, Z gk, 16m ; (k,i)eg';ffl’s) ki
where (a) follows from Lemma 5 and Proposition 2 part 5 which implies ’Sj(tr_ L) > n/8. Unrolling the

recursion above we have,

_ 2 t=17-1 .
;Pgtim ; % t'z::oé (kl)IIelAl;;(lfr) gl(t’i’ )
O
Lemma 31. For all t > Ty, we have <w?(f;2«,yu> > 0.
Proof. We have,
(W, yp) = (Wi, yp) + TV
(Z -© ( log(m/d) - oo Hu\|2> + ]f‘(t
(g) _@( g/} - |2) N nllullz E/(t 0) ’
© _g ( log(m/d) - o || ] 2) +0Q <T:r”;5ll|_2>
Yo (JW fm) q (an;n)
2 "

Here (a) follows from Lemma 6; (b) follows from Lemma 29; (c¢) follows from the definition of 77 in
Equation (56); (d) follows from Assumption 4; (e) follows from Assumption 3 and Assumption 2. O

Lemma 32. Under Condition 1, for any Ty <t <T* — 1 we have,

o

g, _

" ooy td-1/2n- 1/2)Zki?§f2\k,i =0
8 sl

2. 9( ’ld 1/2p— 1/2>Zk LP&) Iy - 0(1)

52



Published in Transactions on Machine Learning Research (10/2025)

Proof of equation 1. Note from our proof of Lemma 21, we know that for all T} < ¢ < T* — 1 we have
(t)

P} e > 2 for all (k%,i%) € 81 = {k: € [K],i € [N] g =, (W' &) > o}. Thus,

ZPMM >2|50 < o), (73)

where (a) follows from Lemma 8. This implies,

(or) 9 (a) © (0’0 \/g)

O (7 a2 ) 5 Py 6 (o7 Ao 2) T Pl
(’)(an dn~ 1/2>

Here (a) follows from Lemma 6; (b) follows from equation 73; (¢) follows from Assumption 4. O

Proof of equation 2. From Lemma 28 and Lemma 30 we have,

t—1 T—1 (t',s)
F§t2 < 16 |2 D=0 2e—0 WX (' ’ (2) 16C, || w5

= = 424 =1 71 (t',5) 2q
Ek,i P ki Tt Y0 2em0 mm(k z‘)eS‘j-f,ffs) glk,z’ ’ P

where (a) follows from Proposition 2 part 3 which implies maxy, ; é’,(:;_l’s) <y min(k Hes -1 4 (t —1s)
forall 0 <t <T*—-1,0<s<7~—1. Thus, "

i —1

S il _ o ("l @

O (@] —in ) = O0(1).
S ( 1d 1/271_1/2) Ekz Jyrikyt Upd

where (a) follows from Assumption 1. O

Lemma 33. For any Ty <t <T* — 1 we have,

oo (W) ol 1
(@) ), I (1t -t (s 2a-m) )
Zr,k,i P—y,r,k,i P

where Cy > 0 is some constant.

Proof.
We can write,

So(wihum) = > o(whom)+ Y o (whum). (74)

" r{wi) yp) >0 re{wi ) yp) <0

Il 12

First note that if (wé?l, yp) > 0 then from Lemma 27 we know that ,

(W) yp) > 0forall k€ [K,0<t<T"~1,0<s<7—1 (75)
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We can bound I; as follows:

L= > o (wim)

r{wi . yp) >0

(a)
DY i

ri (Wil yp) >0

ri(wi ) yp) >0

t—1 7—1
(c) ; '
(IAyIn a3 D > min |5 ) : (76)

t'=0 s=0

Here (a) follows from equation 75; (b) follows from Lemma 4; (c) follows from Lemma 29 part 2. For I, we
have the following bound:

L= Y o(wum)

ri(wi ym) <0
(@)
> Y (W) 1)
ri(wilyp) <0
(®)
> —(m— 14,0 (Vieg(m/) oo lully) + > T

ri(wi ) yp) <0

(c) t
i DD

r{wi) yp) <0

(@ ! p
> Q<<m_ Ay Il ( min e
t'=0

gl(t 0)‘+hzzmm >
t—1 7—1
+ (m — Ay ) [|pll3 Z me ) (77)

=T1 s=0

Here (a) follows from o(z) > z; (b) follows from Lemma 6 and Assumption 4; (¢) follows from Lemma 31; (d)
follows from Lemma 29. Substituting equation 76 and equation 77 in equation 74 we have,

t—1 7—1

> o ((wihum) = Q<|A UCEPIO 1

T =0 s=0

t',s
i

T, —
2 t',s
+ (m— Ay ||l ( min o)
t'=0

E’(t’)‘—&—hZme
t—1 7—1 ,
t,s

+ (m = A, Dl Do D min | ) (78)

t'=Ty s=0

Now using equation 78 and Lemma 30 we have,
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5o ((with um))

—(t)

Zr,kﬂ' Pfy,r,k,i

(t',s)
@ o Inl (1, |Z“ o Loz i |
— o \opmd o ST max s [0

A tT’!()l (mmki el(t 0)‘ +hyC 1 ming ; E/get,z"s) ) + Zi;lo — émm;“ 6//(:,178)
+ (m - ‘ ?j|) T —1 Z/(t ,8) t—1 T—1 él(t )
Y0 Do Omax;“ hi | T 2op=r Do MaXy; (€

o el )

where (a) follows from Lemma 30; (b) follows from Proposition 2 part 3 and Equation (58).

Lemma 34. Under assumptions, for all Ty <t <T* — 1 we have

5,0 (Wi ym) Y2 ||}
E) o (St (- (o))

Proof. To prove this, we first show that ngti

)

=0 (o, d7 V20712 Y, ZPJ rki forall j € {£1}.
2

We first bound the norm of the noise components as follows.

2

SR llEklly - Er

k,i 9

_Z( Jrkz) NNk llz* + 2

t t -2
Z j(T’)k: ZP](T ki’ ||£k¢ l“ ||£k’7i’H2 . <£k7ia€k’,i’>

kK" >k,i,3 >0

< sod 12(13]{?“) S |PY, PO ] (160, 4d2) (202 /dlog(6n2/5))
k,k'>k,i,i" >
2
2
i () e (S d) - )
ki
2
— 0 (0,27 (ij,?’k’i) +6 (0,2a792) | 30 |P0
ki ki
2
@ .
< [0(0,2a7Y) +6 (;207)] > P+ 22 |2
ki
2
_ ~24-1,~1 B
- 6( d ) ij,r,k,i

ki
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< B+ 84/ Wﬂ@ = O (1) from Theorem 3 and

= (Zk i Pk z) Now from equation 17 we know that,

J20)

Here for (a ) uses Lemma 5; (b) uses max;r ki |2 1 ;

S0 Zkz

—]rkz
t 0 t t -2
wi = w0y u+ZZP}J,M 1€xill32 - Eri-
k=14€[N]

Using triangle inequality and equation 79 we have,

t -1 14— — *(t)
;,'B‘HH’HQ +®(ap 1d 1/27’L 1/2>Z 7,k

k,i

(t) (0)
i, < 2

)

@ g (pr1d71/2n71/2) Z §t7) y

ki

where (a) follows from Lemma 32.

Thus,
Soo(wihomw) S0 (<w<yl,yu>)
m t - _
S WO S o 5, P,
@ g [ Hullz 1
where (a) follows from Lemma 33. O

Lemma 35. (sub-result in Theorem E.1 in Cao et al. (2022).) Denote g(§) =), 0 ((W(_t)y’,., )) Then for
any x > 0 it holds that

CJ)Q

m (t)
O—;g (Zr:l Hw—y,r

Pr(g(¢) —Eg(€§) > ) <exp [ —

J

where ¢ is a constant and Eg(§) =

er IH 7yr 2

D.1 Test Error Upper Bound

We now prove the upper bound on our test error in the benign overfitting regime as stated in Theorem 2.

First note that for some given (x,y) we have,

P(y # sign(f(W",x)) = P(yf(W" %) <0).

We can write,

F_
LS o (thom) oo ()] S5 o () o ()]

Now note that since ¢t > T; we know that o (( (_t; . yu>) =0 for all r € [m] from Lemma 31. Thus,

56



Published in Transactions on Machine Learning Research (10/2025)

2
o e (o (wikum) - = Wi,
S exp | — 2
% (Z:n:l HW(_tL’T 2)
2
S (wihem)
U WO .V
2
© ¢ o (X ((wihum)
< exp 9% 3 o3 Hw(t)
p r=1 —Y,r 9
D o ( _ el (14| + (m — 1A, (b + 20~ h)))2>
- 2m Csogm?2d

9 o (_n leslls (14 + (m— A4, ) (h+ 21— h>>>2> .

2C50,m2d
Here (a) follows from the definition of g(€) in Lemma 35; (b) follows from the result in Lemma 35; (c)

uses (a — b)? > a?/2 — b, Va,b > 0; (d) uses Lemma 34; (e) follows from the benign overfitting condition
n|| u||;l = Q (0pd) and choosing sufficiently large Cs. Now note that,

LEH WD) = 3 Py = j)P(y # sign(f(W",x))

je{£1}
2
1 S e nllells (JA;] + (m = |4;]) (h+ 2(1 = h)))
. 20504m2d '
je{£1} p

This completes our proof for the upper bound on the test error in the benign overfitting regime.

D.2 Test Error Lower Bound

We first state some intermediate lemmas that we use in our proof.

Lemma 36. (Lemma 5.8 in Kou et al. (2023)) Let g(§) = ;. jo ((wf?f)). 1'fn||p,||;1 =0 (af;d)

(harmful overfitting condition) then there exists a fized vector v with ||v||§ < 0.060, such that

> l9G'E+v) — g(7/€)] > 4Cs max {Zrﬁ)}

jre{£1} Je{xl)

for all € € RY.

Lemma 37. (Proposition 2.1 in Devroye et al. (2018)) The TV distance between N'(0,0214) and N'(v,0214)
is less than ||v||§ /20p.

Proof.
We have,
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Ly (WD)
= P(x,y)~p (y # sign(f(W
= IP)(x,y)ND (yf(wv X) < O)

2 Player (Za(<w<?,r,s>)—2 (w.6) = S o (wium)) = o (w <y>r,yu>))

T T T T

X))

(Q P (x,y)~D (ZU ((w@,r, >) -0 (< z(/Tr)»@) = g max {Zrl T’ZF(—Tl)T}>

T T

(1w2.0) = (w7,.0)| = Comne{ 2 0, })

T T T

© 0.5P(x )~ D (g )| > Cs Inax{Zng;a)’ZF(ﬁ)ﬁr})

> 0.5P (3 4)~ <

D 0.5P(0) (81)
Here (a) follows from equation 80; P(y # sign(f(W® x)) = Pyf(W® x) < 0); (b) fol-
lows from o (< (—g/ . yu)) = 0 (Lemma 31) and o ( w?(fl, Yy ) S) (F(ﬁ«), (c) follows
from defining ¢g(§) = >, 0 ((wﬁ), >) - >.,0 ((w(Tl)T, )) (d) follows from defining Q :=

{€:10(0) = Comax {17 2, 7, 1.

Now we know from Lemma Lemma 36, that >, [(9(j€ +v) — g(j€)] = 4Cs max;{}_, F(T)} This implies
that one one of the &, € 4+ v, —&, —& + v must belong to ). Therefore,

min {P(Q),P(—Q),P(Q —v),P(-Q —v)} > 0.25 (82)
Also note that by symmetry P(Q) = P(—€). Furthermore,
P(Q) =P (2= V)| = [Pemnorzi) € € Q) — Peonwozin (€ € Q)]

(a)
< TV (N(0,0714), N (v, 0714))

2
® IvI3
- 20,

< 0.03. (83)

Here (a) follows from the definition of TV distance; (b) follows from Lemma Lemma 37. Thus we see that
equation 83 along with equation 82 implies that P(£2) = 0.22. Substituting this in equation 81 we get
LYY WT)) = 0.1 as claimed.

E Main Paper Lemma Proofs

E.1 Proof of Lemma 1

This lemma follows from directly from Lemma 29 and the constant lower bound on cross-entropy loss
derivatives, i.e., Equation (58).

E.2 Proof of Lemma 2

This lemma follows from directly from Lemma 30 and the constant lower bound on cross-entropy loss
derivatives, i.e., Equation (58).
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E.3 Proof of Lemma 3

Using our result in Lemma 28 with 7 = 1 and A = 0, we have after T} = O (
and r € [m],

re, H“(pre)” — (pre,t)| @ 77Hll(pre)||20T1 n||u(Pre)H2
F;f’r T1)> 2meglpet ZT2:Q TQ .

no2d> iterations for all j € {+1}

t=0

Here (a) follows from equation 58. Now for any ¢ > T} we have from Lemma 4,

(pre,t) (pre) pre 0) (pre) (pre,t)
(Wi 7 gt ) = (w5 ) + T

(@)
N <W§f):e70)7ju(pre)> + I“%’TTQTl)

= o (Viogim/ (o)

©
>0

e gt

)

where (a) follows from the fact that I‘( ) is non- decreasing with respect to ¢, (b) follows from Assumption 4
and Lemma 6; (c) follows from Assumptlon 3.

)

[
F Additional Experimental Details and Results

Implementation. We use PyTorch Paszke et al. (2019) to run all our algorithms and also simulate our
synthetic data setting. For experiments on neural network training we use one H100 GPU with 2 cores and
20GB memory. For synthetic data experiments we use one T4 GPU. The approximate total run-time for all
our experiments on neural networks is about 36 hours. The approximate total run-time for all experiments
on the synthetic data setting is about 1 hour.

Details for Figure 1. We simulate a FL setup with K = 10 clients on the CIFAR10 data partitioned
using Dirichlet(a)) with o = 0.1 for the non-IID setting and o = 10 for the IID setting. For pre-training,
we consider a Squeezenet model pre-trained on ImageNet Russakovsky et al. (2015) which is available in
PyTorch. Following Nguyen et al. (2022) we replace the BatchNorm layers in the model with GroupNorm
Wu & He (2018). For FL optimization we use the vanilla FedAvg optimizer with server step size 1y = 1 and
train the model for 500 rounds and 1 local epoch at each client. For centralized optimization we use SGD
optimizer and run the optimization for 200 epochs. Learning rates were tuned using grid search with the grid
{0.1,0.01,0.001}. Final accuracies were reported after averaging across 3 random seeds.

Detalils for and Figure 2 and Figure 3. For these experiments we simulate a synthetic data setup
following our data model in Section 2. We set the dimension d = 200, n = 20 datapoints (we keep n small to
ensure we are in the over-parameterized regime), m = 10 filters, K = 2 clients, N = 10 local datapoints. The
signal strength is ||u||§ = 3, noise variance is 07 = 0.1 and variance of Gaussian initialization is oo = 0.01.
The global dataset has 10 datapoints with positive labels and 10 datapoints with negative labels. We also
create a test dataset of 1000 datapoints following the same setup to evaluate our test error.

Details for Figure 5 and Figure 6. We simulate a FL setup with K = 20 clients using Dirichlet(«) Hsu
et al. (2019). For pre-training, we consider a ResNet18 model pre-trained on ImageNet Russakovsky et al.
(2015) which is available in PyTorch. Following Nguyen et al. (2022) we replace the BatchNorm layers in the
model with GroupNorm Wu & He (2018). For FL optimization we use the FedAvg optimizer with server step
size g = 1 and 1 local epoch at each client. In the case of random initiation, for local optimization we use
SGD optimizer with a learning rate of 0.01 and 0.9 momentum. In the case of pre-trained initiation, for local
optimization we use SGD optimizer with a learning rate of 0.001 and 0.9 momentum. The learning rate is
decayed by a factor of 0.998 in every round in the case for both initializations. Each experiment is repeated
with 3 different random seeds.
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Figure 7: The percentage of misaligned filters (Figure 7a) and test accuracy (Figure 7b) for different initializations on
CIFAR-10 with o = 0.05 heterogeneity when training a 2-layer CNN.

Additional Experiment. To simulate an experimental setting aligned with our theoretical analysis, we
conduct the following study. We partitioned two classes of CIFAR-10 (airplane and car) across K = 20 clients
with o = 0.05 heterogeneity. We then considered FL training of a 2-layer CNN model with m = 64 filters
and evaluated three initialization strategies:

1. Pre-training on centralized CIFAR-10: The model is pre-trained centrally for 5 epochs on the
same CIFAR-10 dataset later used for federated training.

2. Pre-training on TinyImagenet: We pre-trained the CNN on two semantically related classes in
Tinylmagenet - albatross and racecar, which resemble the airplane and car categories in CIFAR-10.

3. Random initialization

As expected, pre-training on the same dataset yields the strongest improvement, with 0% misaligned filters
at initialization and the highest test accuracy at the end of FL training. Importantly, pre-training on
TinyImagenet, while not perfectly aligned, still substantially reduces the proportion of misaligned filters (3.1%
vs. 25.7%) and leads to better test accuracy than random initialization. These findings strongly support our
theoretical insights: the reduction in misaligned filters at initialization directly correlates with improved FL
performance, thereby reinforcing the connection between our theory and empirical results.
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