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We present component-separated polarization maps of the cosmic microwave background (CMB)
and Galactic thermal dust emission, derived using data from the BICEP/Keck experiments through
the 2018 observing season and Planck. By employing a maximum-likelihood method that utilizes
observing matrices, we produce unbiased maps of the CMB and dust signals. We outline the
computational challenges and demonstrate an efficient implementation of the component map
estimator. We show methods to compute and characterize power spectra of these maps, opening up
an alternative way to infer the tensor-to-scalar ratio from our data. We compare the results of this
map-based separation method with the baseline BICEP/Keck analysis. Our analysis demonstrates
consistency between the two methods, finding an 84% correlation between the pipelines.
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I. INTRODUCTION

Measurements of the CMB have been transformative
for our understanding of the Universe, leading to the
establishment of the ΛCDM mode as the standard
cosmological paradigm. These successes were achieved
through technological and analytical advances that
overcame challenges posed by the faintness of the signal
of interest: The detection of one part in 10−5 total
intensity fluctuations on top of the isotropic thermal
radiation at T ≈ 2.7 K [1] and the detection of CMB
polarization, another two orders of magnitude smaller
than the total intensity fluctuations [2].

Significant effort has been made towards the next
milestone in CMB measurements, the search for large-
scale B-mode polarization at the nanokelvin level. This
challenging measurement not only requires instruments
with unprecedented sensitivity at millimeter wave-
lengths, but also experimental and analytical methods
to remove astrophysical signals now approaching two
orders of magnitude larger than the sought-after sig-
nal: Galactic foregrounds and weak gravitational lensing.

The most sensitive constraint on large-scale B-mode
polarization comes from the BICEP/Keck collaboration
[3], referred to as “BK18” in the following, setting a
95% upper-limit on the level of primordial B-mode
power approximately one order of magnitude below the
power of Galactic dust emission at 150 GHz within the
observed patch. This is achieved by jointly fitting for an
amplitude of primordial B-modes and seven foreground
parameters following a model of the frequency and spa-
tial behavior of Galactic dust and synchrotron emission.
This likelihood, based on Ref. [4], which compares data
and theory at the level of power spectra, or bandpowers,
is widely used in current and upcoming analyses of
experiments [5–8].

In this paper we explore an alternative approach to
separating different sky components in real BICEP/Keck
data with the goal of producing maps of the polarized
CMB and Galactic dust emission. We investigate the
differences and consistency with the baseline approach of
modeling foregrounds and the CMB at the level of power
spectra.

II. MAP-BASED COMPONENT SEPARATION

We first introduce the likelihood formalism underpin-
ning our component-separation method. In a manner
similar to the pixel-based spectral-fitting approaches of
Refs. [9–11], this framework produces unbiased maps of
the CMB and dust signals.

A. Observation model

The component maps we produce are maximum like-
lihood estimates given the input of a data vector, d. In
our case, d is a stack of N frequency-domain polarization
maps (Q and U for each frequency)

d =







m̃1

...
m̃N






. (1)

In this notation m̃ contains column vectors of Q and U
maps stacked together

m̃ =

(

m̃
Q

m̃
U

)

, (2)

so m̃ is a vector of length 2np, where np is the number
of pixels, which is generally O(105).

The timestream filtering and deprojection of BI-
CEP/Keck frequency maps, m̃ν , can be modeled as a
linear operation represented by the observing matrix R.
This matrix is constructed alongside other BICEP/Keck
data products and plays an essential role in achieving
sufficient B-mode purity to infer r from B-mode power
spectra [12]. This matrix can act on beam-convolved in-
put maps to produce simulated maps as they would be
observed by a BICEP/Keck frequency band ν

m̃ν = RBmν + nν , (3)

where B is an operator convolving the Q and U maps
with their respective symmetric beam functions, bℓ. Both
observing matrix and beam function can be different from
frequency channel to frequency channel. Further, each
simulation of a BICEP/Keck Q and U frequency map
includes an additive noise component, n.

B. Multifrequency model

For previous BICEP/Keck results, the baseline multi-
frequency model assumes three components: CMB,
Galactic dust, and Galactic synchrotron emission [5, 13].
Given that the current data set is limited to WMAP and
Planck observations at low frequencies and measures an
amplitude of polarized synchrotron emission consistent
with zero in the observation patch, we only attempt to
explicitly separate CMB and Galactic thermal dust in
the present paper. We employ a parametric model for
dust emission as a function of frequency, such that we
can model each frequency map as a linear combination
of CMB and dust

m =







m1

...
mN






=







1 f1

...
...

1 fN







(

s
CMB

s
dust

)

≡ Fs, (4)
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where 1 is the 2np × 2np identity matrix and fi ≡ fi1
are scaling factors multiplied to that identity matrix. We
assume a modified black-body spectrum for Galactic dust
such that the scaling factor for the ith frequency band is
given by

fi ∼

∫

bi(ν)
ν3+βd

exp
(

hν
kBTd

)

− 1
dν, (5)

where bi(ν) is the respective bandpass.

The end result is a model relating sky component maps
to observed BICEP/Keck and external frequency maps
is given by

m̃ = RBFs+ n ≡ As+ n. (6)

C. Noise model

Apart from the signal, each frequency map also in-
cludes an additive noise term. One simple and straight-
forward choice is to characterize the noise fluctuations af-
ter timestream filtering and binning into maps as Gaus-
sian random fluctuations, which can therefore be fully
described in terms of their noise covariance matrix

N̂ =
〈

nn
T
〉

. (7)

In this work we approximate this matrix to be diagonal
in pixel space, with the variance maps of each frequency
channel populating its diagonal. Note that a mismatch
between the true noise covariance and this estimate will
not cause a biased estimate as long as the noise is Gaus-
sian. However it can make the estimator sub-optimal.

D. Likelihood formalism

We start out with the problem of maximizing the full
likelihood

−2 logP (s, βd|d) = (d−A(βd)s)
T
N̂

−1(d−A(βd)s), (8)

where both the foreground model, represented by the pa-
rameter βd, and the sky signal s are unknown. We will
make use of the maximization of the profile likelihood
−2 logP (s, βd = β∗

d |d), where we fix the parameter in
the foreground model in A to the value β∗

d . The maxi-
mization of this profile likelihood yields the generalized
least squares estimator [14]

ŝ =
(

A
T
N̂

−1
A

)−1

A
T
N̂

−1
d. (9)

This makes the problem of separating out components a
computationally expensive problem, since the inversion
of the large system matrix A

T
N̂

−1
A is expensive.

1 1.5 2
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FIG. 1: Histogram of the maximum likelihood values of the
dust spectral index βd obtained in the baseline BK18 [3] auto-
/cross-spectrum analysis. The black vertical line indicates the
input value to the simulations, the (nearly coincident) red line
indicates the mean of the recovered best-fit values, and the
dashed green line marks the best-fit value of the real data.

E. Foreground model

This study leverages the best-fit foreground parame-
ters derived from the mainline BK18 analysis [3]. There
we fit a model of CMB, dust, and synchrotron to auto-
and cross-frequency spectra of the real data and 499
simulated skies, including CMB, dust, and instrumental
noise. The distribution of the resulting best-fit values
of the dust spectral index is shown in Fig. 1 and can
be used to propagate the statistical uncertainty of this
parameter to the component-separated maps. We use
the respective best-fit value for βd for each simulation
realization in the component map estimator in Eq. 9.

Possible extensions of this approach would be the
inclusion of a consistent map-based fitting of βd and βs

in a dedicated two-step approach following for example
Ref. [11, 15]. This formalism also more directly allows
for fitting spatially varying foreground parameters at
map level, which would make this pipeline more robust
against biases due to complex foregrounds. Moreover,
Refs. [16, 17] have recently introduced and implemented
a non-parametric maximum-likelihood framework for
CMB foreground separation. We leave an exploration of
these options for future work.

F. Comparison to the BICEP/Keck baseline
foreground cleaning

The baseline r-analysis of BICEP/Keck accounts for
foreground contamination at the power-spectrum-level
by modeling the foreground bias from dust and syn-
chrotron using a spatial and frequency-space model.
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In the likelihood framework above this corresponds to
adding a signal prior to the full likelihood in Eq. 8

−2 logP (s, βd|d) = ...+ s
T
S
−1

s+ log detS. (10)

Here, S represents the signal covariance matrix,
which incorporates the auto-correlations of CMB, dust,
and synchrotron. These components are modeled in
harmonic space using parametric representations of their
respective power spectra. Marginalizing this likelihood
over the sky signal s and applying the arguments of
Ref. [4] yields the baseline BK18 auto- and cross-spectra
likelihood.

In practice, modeling the data at the level of multi-
frequency spectra can lead to complications. In BK18,
for example, the analysis has to account for two signif-
icantly different observation footprints caused by the
difference in field-of-view between BICEP2/Keck and
BICEP3. This was solved by computing cross-spectra
between the maps using a small-field mask for BI-
CEP2/Keck maps and a large-field mask for BICEP3
and external maps [3].

Furthermore, introducing a prior on the foreground
behavior may result in biased foreground parameter
estimates. In practice, the traditional prior on the
foreground behavior in harmonic space is a power-law
power spectrum with an amplitude and spectral slope.
While measurements of thermal dust emission and
synchrotron emission suggest that this assumption is
approximately true, failure to capture the actual shape
of the bandpowers dust and synchrotron happen to pro-
duce in our patch can lead to misleading constraints on
foreground spectral parameters. Hence, an alternative
pipeline can improve robustness and build confidence in
our foreground-cleaning capability.

III. DATA

The BK18 dataset consists of observations from the
BICEP2, Keck Array, and BICEP3 receivers located at
the South Pole Station in Antarctica. The BICEP2

receiver observed at 150GHz from 2010–2012 [18] with
≈ 500 bolometric detectors. The Keck Array consisting
of five copies of BICEP2-size receivers running from
2012–2019, initially observed at 150GHz but switched
over time to 95 and 220GHz [19]. BICEP3 is a single,
scaled up receiver which started science observations in
2016 [20] with ≈ 2500 detectors.

BICEP2 and Keck Array both mapped a region of
sky centered at RA 0h, Dec. −57.5◦ with an effective
area of ≈ 400 square degrees [13]. BICEP3 has a
larger instantaneous field of view and hence naturally
maps a larger sky area with an effective area of ≈ 600
square degrees. This results in small-field maps at

95/150/220GHz and a large-field map at 95GHz. In
this paper we make use of the standard BK18 maps and
simulations.

These maps were produced with a filter-and-bin
map-maker, removing a third-order polynomial, scan-
synchronous-signal, and T-to-P-leakage templates from
the data before accumulating it into maps of equirectan-
gular pixelization, with 0.25◦ square pixels at declination
−57.5◦. The map binning operation weights by the
inverse variance of the timestream data. These weights,
binned into maps, are used to get an estimate of the
noise variance in T , Q, and U .

Additionally we include external data to leverage
the high-frequency observations of the Planck satellite
mission covering the entire sky. In this paper we make
use of the 100, 143, 217, and 353 GHz Q and U maps
from the NPIPE processing of the Planck data [21]. As
opposed to the mainline analysis of BK18, these maps
are not reobserved prior to using them in the estimator.

IV. IMPLEMENTATION

A. Maximum-likelihood estimator

The primary computational challenge is solving the
large linear system in the estimator in Eq. 9 via matrix
inversion. We employ an iterative method to numerically
solve for ŝ in the linear equation

(

F
T
B

T
R

T
N̂

−1
RBF

)

ŝ = F
T
B

T
R

T
N̂

−1
d. (11)

This method allows us to never have to explicitly
construct the large 4np × 4np matrix on the left-hand
side. It is merely sufficient to build a routine that
applies the matrix to the solution vector ŝ. This leads
to a significant speed-up given that R, B and F are
sparse operators either in pixel or harmonic spaces and
thanks to fast routines available to transform between
the two spaces. Fig. 2 highlights the sparsity pattern of
the internal BICEP/Keck observing matrices, showing
the blocks corresponding to the BICEP/Keck frequency
bands. This matrix is heavily concentrated at the
sub-diagonals within each frequency-channel Q and U
blocks. The beam convolution operator B convolves a
map with a beam function, which is a simple multiplica-
tion in harmonic space and should hence be performed
after spherically-transforming the map. In this work, we
assume no spatial variation of the foregrounds and hence
the F-matrix is simple in either space. Such variations
could be easily incorporated, however, as long as they
are diagonal in pixel or harmonic space.

We solve Eq. 9 with a preconditioned iterative method
[22], employing a block Jacobi preconditioner. The use of
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FIG. 2: Plot of the non-zero matrix elements of the BICEP/Keck internal maps’ observing matrices, i.e., the BICEP/Keck-
specific block of the matrix R used in this work. Applying a vector including beam-convolved Q & U maps to the right of this
matrix results in a vector of filtered Q & U maps in the flat pixelization used in BK18. The top-left block corresponds to the
BICEP3 map, while the following blocks along the diagonal contain the observing matrices for the Keck 95GHz, BICEP2/Keck
150GHz, Keck 210GHz, and Keck 220GHz channels. Within each block on the diagonal, the top row produces a BICEP/Keck
Q map and the bottom row a BICEP/Keck U map from a vector of stacked Q & U maps. This part of the matrix contains
about 5 billion non-zero elements and is the biggest computational challenge in this analysis.

a preconditioner significantly speeds up the convergence
of the iterative method by approximating the linear op-
erator with an easily invertible matrix. We construct
this preconditioner by ignoring the observing matrix and
beam in the system matrix

M ≡ F
T
N̂

−1
F. (12)

Adding external data from Planck not only extends the
frequency coverage but also stabilizes the numerical prob-
lem by filling in modes that are in the null-space of the
BICEP/Keck observing matrices.

B. Numerical experiments

To focus on the problem of inverting the system matrix
on the right-hand side of Eq. 9, we perform numerical ex-
periments on a more simplified problem: we correct for
the effects of filtering and deprojection at the map level
and produce “unbiased” maps for a single frequency only.
This effectively amounts to inverting a single-frequency
observing matrix by solving the estimator, e.g., for BI-
CEP3 (B3) only

ŝB3 =
(

R
T
N̂

−1
B3R

)−1

R
T
N̂

−1
B3dB3. (13)

We know that this problem is mathematically ill-
defined since the matrix R

T
N̂

−1
R is strictly not invert-

ible. We can regularize this problem by adding exter-
nal data with more complete mode coverage than BI-
CEP/Keck, such as Planck. For example, we can pro-
duce a combined map at around 100 GHz with BICEP3
and Planck 100 GHz (P ) data, assuming the latter has

negligible filtering suppression, by solving the estimator

ŝ95 GHz =
(

R
T
N̂

−1
B3R+ N̂

−1
P

)−1 (

R
T
N̂

−1
B3dB3 + N̂

−1
P dP

)

.

(14)
In Fig. 3 we show the Q maps and the EE two-

dimensional auto-power spectrum of a noise simulation
for the BICEP3 and Planck 100 GHz input maps, as
well as their combination ŝ95 GHz. It illustrates how this
estimator fills in the filtered-out modes in the BICEP3
map with noisier Planck modes in the ”poly-trench”
along the ℓy direction. This causes characteristic stripes
in the combined map.

In Fig. 4 we explore three different preconditioned
iterative solvers for this problem applied to signal-and-
noise maps: the Conjugate Gradient method (CG),
the Generalized Minimal Residual method (GMRES),
and the Biconjugate Gradient Stabilized method (Bi-
CGSTAB) [22]. We find the latter to have superior
convergence behavior and will use it in the following
work.

In Fig. 5 we show the convergence behavior of the
iterative solver for a signal-only, a noise-only, and a
signal-and-noise simulation. Due to noise inhomogeneity,
the iterative method struggles to converge. For a ho-
mogeneous input map such as a signal-only simulations,
the iterative solver converges much faster.

In Fig. 6 we show numerical experiments for a signal-
and-noise simulation for different sizes of the input map
vector. A single-frequency BICEP3 solution as in Eq. 13
will take a long time to converge, and a faithful esti-
mate is not guaranteed due to the non-invertibility of
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FIG. 3: Q maps (top row) and the EE two-dimensional auto-power spectrum (bottom row) of one noise simulation for BICEP3
(left column), Planck HFI 100 GHz (middle column), and their combination (right column). The combination estimator corrects
for filtering suppression at the map-level and hence boosts the noise compared to the filtered BICEP3 map and fills in modes
from Planck for small ℓx. This is why the combined Q noise maps show strong horizontal stripes in the central BICEP3 map
region.
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FIG. 4: The relative residual ||As − b||/||b||, where A ≡

RT N̂−1
B3R+ N̂−1

P
and b = RT N̂−1

B3dB3 + N̂−1
P

dP , for each it-
eration of the preconditioned iterative method. We test three
different iterative solvers: the classic CG, GMRES, and Bi-
CGSTAB [22]. The spikes are due to numerical noise, which
these iterative solvers are susceptible to [23].

the system matrix. The regularization with an external
Planck map as described in Eq. 14 decreases the number
of iterations needed to reach the convergence criterion
of a relative residual of 10−4. Lastly, the full problem
of combining all frequency maps described in Sec. III to
solve for a CMB component map reaches this criterion
in O(70) steps, noting that a larger data vector leads to
larger runtime per iteration and higher memory require-
ment.
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FIG. 5: The relative residual as defined in Fig. 4 for each
iteration of the (Bi-CGSTAB) preconditioned conjugate gra-
dient method. We show the convergence performance for a
signal-only, noise-only, and a signal-and-noise simulation.

V. NOISE PROPERTIES

The output of the estimator, ŝ, is an unbiased map
of CMB and dust, meaning the signal suppression due
to filtering and deprojection is corrected for at the
map-level. This comes at the expense of elevated,
inhomogeneous noise in the final map.

We build a map-level weight from theQ and U variance
maps produced in the BICEP/Keck map-making. Using
our fiducial foreground model, we can build approximate
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CEP3+Planck combination, as well as the CMB component
map solution given all input frequency maps as described in
Sec. III.

maps of the Q and U variance in the CMB and dust
component maps by taking the diagonal of

Ñ =
(

F
T
N

−1
F
)−1

. (15)

We then weight the CMB and dust component maps
by the inverse of the arithmetic mean of their Q and
U variance maps, just like we do for the BICEP/Keck
frequency maps in Ref. [3]. These weights are shown in
Fig. 7. We observe that the CMB component weight
extends to higher declinations due to the larger extent of
the BICEP3 map, which significantly contributes to the
CMB reconstruction. The dust map, however, is mostly
limited to the Keck 220 GHz patch.

We multiply the Q and U maps with this weight in
order to downweight noisy pixels and compute harmonic
coefficients. Computing the noise variance per (ℓ,m)
mode yields Figs. 8 and 9. The noise variance for low-m
modes is significantly boosted in the CMB component,
as they correspond to modes along the BICEP/Keck
scan direction which are taken out by filtering. The
wedge patterns can be explained by the correspondence
of constant-m modes and the most negative observed
declination: the higher the maximal declination, the
higher the m modes with non-zero power. As expected,
the BICEP/Keck noise is significantly lower than the
Planck noise when comparing low and high-m modes
in the CMB component. For the dust component,
however, Keck 220 GHz and Planck 353 GHz contribute
about equally to the sensitivity, and we obtain a more
homogeneous noise variance.

VI. MAPS

In this section we will present simulated and real
data CMB and dust component maps for BICEP, Keck,
and Planck HFI data. For the reasons explained in the
previous section, any plot of the map and computation
of a power spectrum requires some weighting in the
(ℓ,m) plane to avoid being dominated by large noise
modes at low-m.

One option is to reobserve the CMB or dust compo-
nent map again with one of the BICEP/Keck observing
matrices. This will produce a CMB or dust map as ob-
served by one of the BICEP/Keck receivers. For this,
we choose the BICEP3 matrix since it has the largest
footprint

m
CMB/dust = RB3 · ŝ

CMB/dust

This method also allows us to use the well-established
pipeline from observed BICEP/Keck maps, to purified
power spectra, to estimates of r [3, 12].

In Fig. 10 we show the CMB part of the component
map estimator when running on a simulated realization
of lensed ΛCDM, Galactic dust and noise. The first
row is the raw result, and the second row applies the
BICEP3 observing and purification matrices. The
observing matrix filters the noise dominated low-m
modes in the B-mode map, making the lensing B-modes
visible. In the third row, by subtracting the corre-
sponding CMB-and-noise-only simulation, we obtain
the foreground residual map caused by the statistical
fluctuation of the βd estimate. In the fourth row, we
subtract a CMB-only single-frequency simulation from
the corresponding CMB-only simulation run through
the component separation pipeline to obtain the numer-
ical residual introduced by the implementation of the
component separation estimator. Both foreground and
numerical residuals are well below the E- and B-mode
signal and noise in the CMB component map. We will
quantify their amplitude and impact on science results
at the level of power spectra below.

The real data E and B-mode maps of the CMB and
the dust components are shown in Figs. 11 and 12,
respectively. Further, we show the dust component
Q and U maps in comparison with a noise realization
side-by-side in Fig. 13. The high-signal-to-noise fila-
mentary dust structures are clearly visible in Q and U ,
consistent with features previously identified in external
neutral-hydrogen data [24] as well as SPT-3G [25].
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FIG. 7: The polarization weight defined as the inverse arithmetic mean of the Q and U noise variance assuming white noise
per pixel for the CMB component (left) and the dust component (right) in arbitrary units. Due to the extended coverage of
BICEP3, the CMB extends above 50◦ in declination, while the dust component map is most sensitive in the BICEP2/Keck
region.
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FIG. 8: The noise variance per (ℓ,m) mode of the CMB com-
ponent map obtained by averaging over 499 noise-only sim-
ulations, after applying the corresponding map-level weight
shown in Fig. 7 before computing harmonic coefficients.

VII. POWER SPECTRUM ESTIMATION

As described in the previous section, the inhomoge-
neous noise in the CMB and dust component maps re-
quires some kind of weighting in harmonic space in order
to downweight noisy modes. Considering this, we will in-
vestigate in this section how to optimally compute power
spectra from these maps.

dust at 95 GHz BB noise variance
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FIG. 9: Same as Fig. 8 but for the dust component map scaled
to 95 GHz.

A. Methods

1. Pseudo-Cℓ method

In order to use the pseudo-Cℓ method, which is the
standard method for estimating power spectra of BI-
CEP/Keck maps, we need to introduce some additional
harmonic-space weighting to the standard pipeline. One
natural way, as discussed in the previous section, is to
apply a BICEP/Keck observing matrix to the CMB and
dust component maps. This not only applies a low-m
filter but also renders these maps into the right format
to use the existing power-spectrum estimation pipeline
based on computing pseudo-Cℓs of matrix-purified maps
as outlined in Ref. [12].
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FIG. 10: The CMB part of the component map estimator when run on a simulation, after apodization and B-mode purification.
First row: The input is a simulated realization of lensed ΛCDM, galactic dust and noise. The output has been convolved with
a 20 arcmin Gaussian beam, multiplied with a pixel-space weighting and transformed into E and B-mode maps correcting for
E-to-B-leakage effects from the masking [26].
Second row: After applying the BICEP3 observing matrix and purifying using the corresponding purification matrix [12].
Third row: Subtracting the corresponding CMB-and-noise-only simulation from the maps in the previous row reveals the
residual from foreground. Given that the foreground simulations used here are isotropic and Gaussian, the residual is entirely
caused by statistical fluctuation of the βd fit.
Fourth row: To get an estimate of the numerical residual, we subtract the corresponding BICEP3 CMB-only simulation from
the CMB component map simulation. This contains effects from the small differences in the filtering done on actual timestreams
versus what is incorporated into the observing matrix, and numerical errors coming from the spherical harmonic transforms
and the iterative solution method applied to obtain the CMB component map estimate. Note the much reduced color range in
rows three and four.
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FIG. 11: E-mode (left) and B-mode (right) maximum-likelihood maps of the CMB in CMB units, beam-convolved and filtered
like a BICEP3 map at 95 GHz with an additional bandpass filter to degree angular scales (50 < ℓ < 120). Note the differing
color ranges; on the left, the E map is dominated by ΛCDM signal, whereas on the right the B map is approximately equal
parts lensed-ΛCDM signal and noise.
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FIG. 12: E-mode (left) and B-mode (right) maximum-likelihood maps of thermal dust in CMB units, beam-convolved and
filtered like a BICEP3 map at 95 GHz with an additional bandpass filter to degree angular scales (50 < ℓ < 120). The maps
are apodized and B-modes are purified. The E modes are visibly brighter than the B modes.
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FIG. 13: Comparing the thermal dust Q (top) and U (bottom) signal on the left to a realization of noise on the right. The
noise is lower in the central BICEP2/Keck region due to the high-frequency data from Keck. Structure in the dust polarization
becomes apparent, especially in the outer parts of the observing field.

2. Optimal quadratic maximum likelihood (QML) method

Following Refs. [27, 28], we can construct an optimal
power spectrum estimator as the solution of a likelihood
maximization by estimating a given bandpower at bin b
as

D
BB
b ∼ m

T
C

−1
PbC

−1
m,

where m are the input maps and the total covariance

C ≡ S+ N̄

is the sum of the signal and noise covariance. The oper-
ator Pb is given by

Pb =
∂C

∂DBB
b

.

We model the signal covariance to be diagonal in har-
monic space, given our baseline fiducial cosmological
model derived from Planck 2013 cosmological parame-
ters [29]

S = Y
†diag

(

C
EE
ℓ ,CBB

ℓ

)

Y,

where Y and Y
† are forward and backward spherical

harmonic transformations, respectively. The noise co-
variance is modeled using noise-only simulations as

N̄
−1 = wY

†diag (Nℓm)
−1

Yw,

where w is the pixel weight in Fig. 7 and Nℓm is the
noise variance per (ℓ,m)-mode in Fig. 8. In the actual
implementation of the QML, we construct the inverse of
the total covariance as

C
−1 =

(

N̄
−1

S+ 1
)−1

N̄
−1,

such that we are never required to actually build N̄. The
inverse is computed using singular value decomposition.
In Ref. [28], a pure-B QML estimator was proposed by
introducing a free parameter α in the signal covariance
matrix

S = Y
†diag

(

αCEE
ℓ ,CBB

ℓ

)

Y.

In the limit where α tends to infinity, we can write the
inverse of this matrix as

S
−1 = Y

†diag
(

0, 1/CBB
ℓ

)

Y.

With this inverse and the inverse of the noise covariance
matrix, we can write the required inverse of the total
covariance matrix as

C
−1 = S

−1
(

N̄
−1 + S

−1
)−1

N̄
−1.

B. Simulation validation

We run the power spectrum estimators introduced in
the previous section on the standard set of 499 BK18
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FIG. 14: Comparing purification performance for different
power spectrum estimators considered in this work: a simple
pseudo-Cℓ pure-B estimator of Ref. [26], optimal quadratic
maximum likelihood (QML) methods of Refs. [27] and [28],
and a purification-matrix-based method described in Ref. [31]
and used in previous BICEP/Keck analyses [12]. The dashed
line corresponds to the lensed-B power of our baseline ΛCDM
model, while the dotted lines correspond to a primordial grav-
itational wave signal of r = 10−2 and r = 10−3.

simulations. We test for the level of E-to-B leakage by
estimating a B-mode auto-power spectrum on simula-
tion maps which have no B-mode power in the input
maps. In particular, we use unlensed ΛCDM simulations.
The residual B-mode power spectra are shown in Fig. 14.

We find that simply accounting for the mask-induced
mode-coupling with the pure-B estimator of Ref. [26, 30]
is insufficient for our sensitivity. B-mode purity can
be improved with a QML estimator, in addition to
the obvious advantage of optimal sensitivity. The
purification-matrix-based method performs best in this
purification test.

We show the sensitivity to the CMB component for
each estimator in Fig. 15 in terms of the noise power Nℓ

and effective degrees of freedom. For the simple pseudo-
Cℓ estimator, the noise weighting is highly sub-optimal.
The other estimators perform very similarly. The noise
is only a little elevated compared to the noise in the
BICEP3 95GHz frequency map. For low multipoles, the
effective fsky is around 1− 1.5% and hence lies between
the effective sky fraction of the larger BICEP3 and the
smaller Keck footprints, as expected. This motivates us
to select the matrix-based purification method as the
baseline for the remainder of this paper, as this method
allows us to cut ambiguous modes quite aggressively
without sacrificing a noticeable amount of sensitivity.

The CMB component map is supposed to be unbiased,
meaning the suppression from timestream filtering and
deprojection should be corrected for at the map-level.
This is different compared to the baseline approach in
the BICEP/Keck analysis, where filtering is corrected
for at the power-spectrum level. In Fig. 16 we show the
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FIG. 15: First row: The noise spectra for the different power-
spectrum estimators run on the CMB component map. Colors
are the same as in Fig. 14. The BICEP3 95GHz noise and the
Keck 220GHz noise are shown in the black dashed and dotted
lines, respectively. The spectra are shown after correction for
the filtering of signal which occurs due to the beam roll-off,
timestream filtering, and B-mode purification. (Note that no
ℓ2 scaling is applied.) Second row: The effective sky frac-
tion as calculated from the ratio of the mean noise realization

bandpowers to their fluctuation fsky(ℓ) =
1

2ℓ∆ℓ

(√
2N̄b

σ(Nb)

)2

, i.e.

the observed number of B-mode degrees of freedom divided
by the nominal full-sky number.
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FIG. 16: Suppression factor of the CMB component map com-
puted as the ratio between the mean of power spectra of 499
signal-only simulations and the expectation for each band-
power. Error bars show the standard error of this mean.

residual suppression factor by plotting the ratio between
the mean of the output power spectra for signal-only
simulations and the expectation in each bandpower
(which is likewise computed from signal simulations
that are not run through the component separation
estimator). We find a negligible, sub-percent residual
signal suppression caused by the component separation
estimator.

We further can estimate the residual dust power in
the CMB component map. We distinguish between
statistical and systematic residual [32]. The former is
caused by the statistical uncertainty of the dust model
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used to build the estimator. Specifically, the estimated
βd scatters around the true simulation-input value of
βtrue
d = 1.6. Propagating this scatter to the CMB

B-mode power spectrum using dust-only simulations as
input results in the statistical residuals shown in Fig. 17.
This statistical residual will be included in the error
budget of the CMB B-mode bandpowers and covariance.

We estimate the potential systematic residual, i.e.
the residual caused by any mismatch between the true
dust model and the model assumed in the estimator,
by running the component separation on our suite of
more complex alternate dust models [3]. In Fig. 18 we
show the systematic residuals for all eight alternate
dust models described in Refs. [3, 13]. The PySM
models 1–3 use Planck - and WMAP-derived templates
for dust and synchrotron with varying spectral models
and added small-scale Gaussian structure, though they
overpredict dust levels in the BICEP/Keck field [33, 34].
The MHDv2 model simulates non-Gaussian dust and
synchrotron emission from a 3D Galactic magnetic field
[35]. The MKD model adds 3D dust structure with
varying density, temperature, and spectral index [36],
while the Vansyngel model constructs Q/U maps by
integrating over multiple magnetic field layers with fixed
intensity and varying polarization [37].

The Gaussian-decorrelation and MHDv3 models lead
to significantly large residuals. The former incorporates
a decorrelation parameter of ∆d = 0.85 following the
parametrization presented in Ref. [13], which is much
lower than what is allowed by data in the BICEP/Keck
patch [3]. Hence such a residual is expected and could
be accounted for by marginalizing over a decorrelation
parameter in the baseline BICEP/Keck analysis [3, 38].
The MHDv3 model contains a significant amount of po-
larized synchrotron emission, about a factor four larger
than the 95% C.L. upper limit reported in Ref. [3].
Given that we do not presently model a synchrotron
component in the map-based component separation,
such a residual is expected. All other alternate fore-
ground models, most notably the PySM and Vansyngel
models incorporating spatial variation of the dust SED,
are well below the 1σ error bars in each bandpower and
comparable to the statistical dust residual.

Finally, we show in Fig. 19 the bandpowers of the
real data CMB and dust component maps together
with the theory power spectrum of ΛCDM and the
best-fit dust model of BK18 [3]. Using 499 simulations,
we compute the probability-to-exceed (PTE) of the χ2

values between the data bandpowers and the best-fit
model, obtaining PTEs of 0.44 for the CMB component
and 0.38 for the dust component. We therefore conclude
that these bandpowers are consistent with the best-fit
ΛCDM and dust models, respectively. Notably, this
implies that the dust bandpowers are consistent with a
power-law shaped spectrum.
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FIG. 17: Foreground residual in the CMB component B-mode
auto-power spectrum for 499 Gaussian-dust-only simulations.
The color of the lines show the deviation of the respective
best-fit value of βd for the specific realization from the simu-
lation input of βtrue

d = 1.6. The thick solid black line indicates
the dust level at 95 GHz, without any foreground cleaning,
as measured in Ref. [3] The dashed line corresponds to the
lensed-B power of our baseline ΛCDM model while the dot-
ted lines correspond to a primordial gravitational wave signal
of r = 10−2 and r = 10−3.
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FIG. 18: Systematic bias from one realization of the Gaussian
and the alternate dust models as described in Refs. [3, 13] and
Sec. VIIB. The gray bars represent the standard deviation
of ΛCDM+dust+noise simulations in each bandpower. Most
models lead to residuals smaller than this scatter representing
cosmic variance. The dashed line corresponds to the lensed-B
power of our baseline ΛCDM model.

VIII. CONSISTENCY WITH
MULTI-FREQUENCY-SPECTRA LIKELIHOOD

The component separation method presented in this
work allows us to build an alternative pipeline for
estimating the tensor-to-scalar ratio r. We check for
consistency between the two pipelines at the level of
estimated parameters. In the baseline analysis, we
estimate r together with seven foreground parameters
using multi-frequency power spectra computed from
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FIG. 19: Real data bandpowers of the CMB (orange points)
and dust (blue points) component maps. The solid black line
is the fiducial ΛCDM B-mode power spectrum of CMB lens-
ing, the dotted black line is the primordial B-mode power
spectrum for r = 10−2, and the dashed black line corresponds
to the best-fit dust model of Ref. [3] at 150GHz. This figure
is similar to Fig. 16 of BK18 [3]. The PTEs of the χ2 val-
ues for the CMB and dust components, comparing real data
bandpowers to the ΛCDM model and the best-fit dust model
of BK18 [3], are 0.44 and 0.38, respectively.

BICEP/Keck, WMAP, and Planck frequency maps
[3, 13]. In this work, we use a subset of these maps, in
particular, the BICEP/Keck and Planck HFI maps, to
compute CMB and dust component maps, from which
we can compute CMB and dust B-mode auto-power
spectra, as well as the cross-spectrum between the two.

We use the parametric likelihood function described in
Ref. [5] for the two auto-power spectra and one cross-
power spectrum computed from the CMB and the dust
map. The bandpower covariance matrix is derived from
499 simulations of signal and noise, explicitly setting co-
variances between the CMB and dust signal-only band-
powers to zero, but allowing for noise covariances be-
tween the two components. We fit a one-parameter
model consisting of a primordial tensor component with
varying amplitude r and a fixed component from CMB
lensing, derived from the Planck best-fit ΛCDM cosmol-
ogy [39], to the CMB auto-power spectrum

DBB
ℓ = r ·DBB tensor

ℓ +DBB lensing
ℓ . (16)

The tensor-to-scalar ratio r is evaluated at a pivot scale
of 0.05 Mpc−1. At the same time, we fit a power-law
model to the dust auto-power spectrum, referenced at a
frequency ν = 353 GHz,

DBB
ℓ = Ad ·

(

ℓ

80

)αd

. (17)

In Fig. 20 we show the distribution of best-fit values
of r, computed for our set of 499 signal and noise simu-
lations, for three likelihood variations:
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FIG. 20: Histograms and 2D scatter plots between best-fit
r values obtained with the multi-frequency-spectrum-based
method of Ref. [3] (with the modification of fixing the syn-
chrotron component in the model and aligning the selected
frequency bands with those used in this paper) and the multi-
component-spectrum-based method presented in this paper,
either including or excluding the dust component map in the
power spectrum computation. Black vertical and horizontal
lines show the simulation input of r = 0, while the correspond-
ing red lines show the distribution mean. The distribution
standard deviations are shown in the respective histogram’s
title. The Pearson correlation coefficient, ρ, ranges from 58%
to 86%.

• “multi-frequency”: The baseline likelihood of the
BK18 analysis [3], modified by fixing all syn-
chrotron parameters in the model to their fiducial
values and aligning the frequency bands with those
used in this paper, to enable a direct comparison
with the map-based approach presented here,

• “multi-component”: The likelihood introduced in
the paragraph above, based on computing auto-
and cross-power spectra between the CMB and
dust component maps,

• “CMB only”: The same likelihood as above, but
using only the CMB auto-power spectra.

The histograms show an unbiased recovery of the tensor-
to-scalar ratio, with comparable sensitivity between
the multi-frequency and multi-component likelihood
approaches. Excluding any information about the dust
power spectrum, and thus rendering it agnostic to the
particular spectral shape of dust, degrades the sensitivity
by about 16%.
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The Pearson correlation coefficient between these
three distributions is 84% for the multi-frequency and
multi-component approaches. In [40], the correlation
between the two methods was found to be higher, indi-
cating that the departure from unit correlation in our
analysis arises from the filtering applied to the real data.
In the multi-frequency approach, each frequency map
is filtered differently, whereas in the multi-component
approach we attempt to undo this filtering, supplement-
ing the missing modes with information from Planck.
This results in effective weighting differences, both in
pixel and harmonic space, between the two methods.
They are ultimately sensitive to slightly different modes.
When the dust-component channel is removed from the
likelihood, the correlation declines further to 56%.

Given the results presented in this section, we ex-
pect the map-based (multi-component) approach to
deliver constraints on the tensor-to-scalar ratio that
are consistent with those obtained using the baseline
multi-frequency method. For the latest and most
stringent upper-limit constraints on r, we therefore refer
the reader to BK18 [3].

IX. CONCLUSIONS

We present, for the first time, component-separated
maps derived from BICEP and Keck data. Constructing
such maps from frequency data with differing beams,
filtering, and sky coverage requires accounting for mode
coupling at the map level. We develop and validate a
method to recover unbiased CMB and Galactic dust
component maps, demonstrating optimal procedures to
extract power spectra and cosmological parameters from
these maps while carefully treating their non-trivial
noise properties. Applying this approach to real data,
we present the resulting CMB and dust power spectra
and compare constraints on the tensor-to-scalar ratio,
r, to those obtained with the baseline multi-frequency
power-spectrum method of Ref. [3]. We find an 84% cor-
relation between recovered r values, with a comparable
σ(r) from 499 simulations.

We find that including the dust component in
the likelihood is essential for the map-level cleaning
approach to achieve r sensitivity comparable to the
baseline BK18 [3] method. Omitting the dust channel
instead provides a constraint that is agnostic to the
assumed dust power-spectrum shape. A further strength

of the map-based method lies in the production of
high-fidelity CMB and dust component maps, which
reveal the BICEP2/Keck field with striking visual
clarity, both in the clean CMB fluctuations and in the
detailed Galactic dust structure, and enable analyses
beyond simple power-spectrum estimation, such as
higher-order statistics and cross-correlation studies. The
dust component map produced here also serves as a
high-quality foreground template, which has already
proven valuable for assessing the impact of Galactic dust
on cosmic birefringence measurements with BICEP3 [41].
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