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chemical-shielding tensors modeled with molecular clusters

Sean T. Holmes,1 Robbie J. Iuliucci,2 Karl T. Mueller,3,4 and Cecil Dybowski1
1Department of Chemistry and Biochemistry, University of Delaware, Newark, Delaware 19716, USA
2Department of Chemistry, Washington and Jefferson College, Washington, Pennsylvania 15301, USA
3Department of Chemistry, Pennsylvania State University, University Park, Pennsylvania 16802, USA
4Environmental Molecular Sciences Laboratory, Pacific Northwest National Laboratory, Richland,
Washington 99352, USA

(Received 15 August 2014; accepted 14 October 2014; published online 29 October 2014)

A quantum-chemical method for modeling solid-state nuclear magnetic resonance chemical-shift
tensors by calculations on large symmetry-adapted clusters of molecules is demonstrated. Four hun-
dred sixty five principal components of the 13C chemical-shielding tensors of 24 organic materials are
analyzed. The comparison of calculations on isolated molecules with molecules in clusters demon-
strates that intermolecular effects can be successfully modeled using a cluster that represents a local
portion of the lattice structure, without the need to use periodic-boundary conditions (PBCs). The
accuracy of calculations which model the solid state using a cluster rivals the accuracy of calcula-
tions which model the solid state using PBCs, provided the cluster preserves the symmetry proper-
ties of the crystalline space group. The size and symmetry conditions that the model cluster must
satisfy to obtain significant agreement with experimental chemical-shift values are discussed. The
symmetry constraints described in the paper provide a systematic approach for incorporating inter-
molecular effects into chemical-shielding calculations performed at a level of theory that is more
advanced than the generalized gradient approximation. Specifically, NMR parameters are calcu-
lated using the hybrid exchange-correlation functional B3PW91, which is not available in periodic
codes. Calculations on structures of four molecules refined with density plane waves yield chemical-
shielding values that are essentially in agreement with calculations on clusters where only the hy-
drogen sites are optimized and are used to provide insight into the inherent sensitivity of chemical
shielding to lattice structure, including the role of rovibrational effects. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4900158]

I. INTRODUCTION
Nuclear magnetic resonance (NMR) chemical-shift ten-

sors are a powerful gauge of local electronic geometry.1, 2 A
variety of one- and two-dimensional methods for obtaining
13C chemical-shift tensors from the spectra of solids can be
found in the literature. It has become routine to acquire these
data with accuracies as high as ±1 ppm.3–6 The full chemical-
shift tensor (including the orientation of its principal axes rel-
ative to crystal axes) may be obtained from experiments on a
single-crystal sample. If external knowledge of symmetry re-
quirements gives information on the orientation of the princi-
pal axes, it is sometimes possible to associate principal com-
ponents obtained from analysis of a powder with particular
crystal axes, but in general, the orientational information is
not available from spectra of powders. The principal compo-
nents of the chemical-shift tensor contain important informa-
tion regarding the local structure of the molecule in which the
nucleus resides, as well as information on extended spatial re-
lationships between molecules in the solid state.7 Despite this
strong dependence on structure, it remains difficult to inter-
pret data in terms of local structure without quantum chemical
models.8–10 Experimental chemical shifts are often correlated
with calculated magnetic shieldings to gain a deeper insight
into a material’s local structure. The ever-increasing number

of published solid-state 13C chemical-shift measurements has
been met with a corresponding demand for highly accurate
computational models for calculating magnetic shielding in
solids.11

Several effects are important when calculating NMR
chemical shielding in a solid, which largely can be ignored in
solution- or gas-phase systems.12 Molecules maintain long-
range spatial relationships with other molecules in the crystal
lattice that are not averaged out by thermal motion. Individual
molecules in a solid are often distorted from their idealized
gas-phase structures by van der Waals’ interactions, hydro-
gen bonding, and steric interactions with adjacent molecules.
These effects may be observed as changes of bond lengths and
angles, as bending in planar compounds, as fixing the orien-
tation of a pendant group, or as any of a number of other dif-
ferences from solution- and gas-phase structures. More than
one unique molecule may be present in the asymmetric unit
of a solid, giving rise to more nuclear sites than otherwise
would be predicted on the basis of a unique molecule consid-
ered in isolation. Structural polymorphism may exist in which
the material has multiple stable crystalline phases that depend
on the history of the sample, each polymorph having a unique
set of magnetic shieldings due to differences in the local
structure.
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For a molecular solid, the shielding experienced at a nu-
clear site may be assumed to be due to internal currents in the
molecule or to the effects of currents external to the molecule.
Historically, many studies have focused solely on internal cur-
rents due to the cost of modeling the lattice in shielding cal-
culations. Studies examining intermolecular effects in heavy-
nucleus-containing compounds, where the range of possible
chemical shifts is much larger than that of carbon, illustrate
how important intermolecular and lattice effects can be.13 In
cases where intermolecular effects are expected to be small,
their contributions must still be considered to ensure that the
model is an accurate representation of the material.

A common approach to calculation of magnetic shielding
in a solid is to use periodic-boundary conditions (PBCs), such
as that employed in the gauge-invariant-projector-augmented-
wave (GIPAW) method. In this method, use of Bloch’s theo-
rem provides translational symmetry to the wave function.14

The GIPAW method is demonstrably superior to isolated-
molecule models for predicting 13C NMR magnetic-shielding
tensors, as has been shown in a variety of organic systems.15

A review of applications of the GIPAW method has recently
been presented.16 The majority of calculations based on the
GIPAW approach have been performed within the for-
malism of the generalized-gradient approximation (GGA).
Modern hybrid functionals that incorporate a portion of Fock
exchange are known to improve calculations of atomization
and ionization energies.17 Inclusion of this term also im-
proves the quality of computed spectroscopic properties, in-
cluding NMR parameters, due to the treatment of the band-
gap problem.18–20 However, Fock exchange is difficult to im-
plement in plane-wave calculations due to the appearance of
a singularity that slows convergence.21

The NMR chemical shift is largely a local phenomenon,
and the use of periodic calculations comes with the tradeoff
of a limited selection of model chemistries to describe these
local effects, notably hybrid exchange-correlation function-
als. Popular techniques such as nucleus-independent chemical
shielding (NICS) cannot be performed in a periodic calcula-
tion, nor can spin-orbit terms be incorporated into the Hamil-
tonian as implemented by models such as the zero-order reg-
ular approximation (ZORA). Additionally, it is difficult to
calculate the magnitude of intermolecular effects in plane-
wave calculations because any comparison with an isolated
molecule is tenuous, due to a lack of correspondence between
basis sets in the two methodologies.

Cluster models emphasize the importance of local ro-
tational symmetry by employing gauge-including atomic
orbitals (GIAOs).22–25 Magnetic-shielding components ob-
tained from a cluster representing a portion of the solid state
can be compared directly to an isolated molecule to assess
the importance of intermolecular effects. Cluster calculations
have the advantage that they are not limited to periodic sys-
tems and can be applied to amorphous solids, nanostructures,
surfaces, biological systems, and gas-phase conglomerations
of molecules.26 All of these considerations make an explo-
ration of the advantages and limitations of cluster methodolo-
gies of fundamental importance.

An early example of NMR parameters calculated using
clusters is the prediction of 1H shifts in (H2O)17 clusters.27

Later analyses expanded cluster methodologies to solid ma-
terials. Another early study examined 23Na isotropic shifts in
several sodium oxides.28 Tossell et al. have investigated lat-
tice effects on 15N and 23Na in various materials including
silicates and aluminosilicates.29–31 27Al and 29Si shieldings in
zeolites have also been addressed in this manner.32, 33 Cluster
methods were employed more recently in a study of 19F mag-
netic shielding in inorganic fluorides.34, 35 Our laboratory has
examined the use of clusters for calculating 199Hg and 207Pb
shifts in a large variety of materials.13, 36, 37 Orendt et al. have
calculated 13C chemical shielding for an acetate adduct of
cadmium.38 However, the study of structural effects on NMR
parameters of organic solids has been confined largely to ma-
terials of biological importance. In a survey of crystalline
amino acids, Zheng et al. calculated the effects of hydrogen
bonding on chemical shielding.39 In their study, the two near-
est amino acids were replaced by NH3 groups to reduce com-
putational cost. The calculation of properties of small clusters,
sometimes employing molecular fragments, has been applied
to 15N chemical shielding.40–42 In general, the effects of near-
est neighbors have been explored in cases where neighboring
molecules are involved in hydrogen-bonding or π -stacking
interactions. Chen and Zhan performed calculations which in-
cluded between six and nine complete molecules to represent
the local structure of a solid. With these models they were
able to achieve better agreement with experiment than was
possible with earlier small-cluster methods.43

Cluster models have associated problems, the most
prominent among these being the extent and termination of
the cluster.44 Clusters must be designed to reflect the lat-
tice structure around the NMR-active nucleus. This is of-
ten done by judiciously selecting several nearby molecules
which are believed to influence the local electronic environ-
ment strongly. To reduce the computational cost, molecular
fragments are sometimes used as a replacement for nearby
molecules. This technique may introduce computational arti-
facts due to the inability to stabilize the charge on dangling
bonds. Furthermore, including only a handful of the neigh-
boring molecules or molecular fragments in the calculation
can introduce symmetry constraints that are not present in the
actual structure.

This study provides benchmark calculations of a wide
variety of 13C chemical-shielding tensors in organic solids,
where the crystalline lattice is modeled with a molecular clus-
ter. The results demonstrate the size and symmetry conditions
that must be met for the cluster to predict the NMR properties
of the solid state accurately. A systematic approach for incor-
porating intermolecular effects into chemical-shielding calcu-
lations performed at a level of theory more advanced than the
generalized gradient approximation is presented.

II. THEORY AND COMPUTATIONAL DETAILS

A. Theory of magnetic shielding

Magnetic shielding (sometimes called chemical shielding
to indicate its connection to the chemical shift) refers to the
screening field experienced at a nuclear site due to interac-
tions with induced electronic currents.45, 46 The magnitude of
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this interaction is strongly dependent on the local electronic
environment.47 Chemical shielding is formally defined as a
second-rank tensor of the form

σij = ∂2E

∂μi∂Bext
j

∣∣∣∣∣
μ=0, Bext=0

. (1)

In Eq. (1), μ is the nuclear magnetic moment, Bext is
the external field, E is the total energy of the system de-
rived from the full Hamiltonian including electronic and nu-
clear terms, and the subscripts i and j denote axes which
describe the orientation of the molecular structure in the mag-
netic field. The full tensor has nine unique elements; how-
ever, if the tensor is symmetric, or the antisymmetric com-
ponents are negligibly small (as is often considered to be the
case, but not guaranteed), the number of unique tensor ele-
ments is reduced to six. Referred to a set of coordinates called
the principal-axis system, the chemical-shielding tensor is di-
agonal and is characterized by the three principal chemical-
shielding components. The principal components are ranked
using the frequency-ordered convention, such that σ 11 ≤ σ 22
≤ σ 33. The isotropic shielding (σ iso) is the average of the three
principal components and contains only average structural in-
formation. Knowledge of the principal components provides
additional information about the structure. Comparison of cal-
culated and experimental chemical-shift principal values of-
fers a more stringent test of the model than the isotropic shifts
alone.

Chemical shielding is evaluated as a three-center integral
of the general form

〈φa|L̂k|φb〉 �= 0, (2)

where φa and φb are one-electron orbitals and L̂k is an
angular-momentum operator with respect to either the mag-
netic field or the nuclear origin.48, 49 The angular momentum
operators belong to the same irreducible representations as the
rotational operators of group theory (R̂k):50

�(L̂k) = �(R̂k). (3)

The effect of L̂k operating on an orbital can be visualized
as the rotation of the orbital around a particular axis. Qual-
itatively, the point group of a molecule or the space group
of a solid can be used to predict the symmetry-allowed mix-
ing of orbitals that contribute to the calculated shielding. This
fact suggests a strong dependence on both localized and ex-
tended symmetry operations, which must be considered when
designing a cluster to represent the solid state. In a crystalline
solid, the simplest repeating unit is given by the space group.
For a cluster to represent the solid state sufficiently well, all
symmetry elements of the space group must be present in the
cluster.

The simplest method to take into account space-group
symmetry in a cluster model is to preserve all symmetry re-
quirements from the perspective of a single molecule located
at the center of the cluster. Thus, a material belonging to a
spherical space group would be represented by a cluster where
the central molecule is surrounded by a spherical shell of pe-
ripheral molecules.

B. Materials

In this study, we selected 24 organic materials that
have both accepted single-crystal neutron diffraction
structures and measurements of the principal components
of the 13C chemical-shift tensors with small associated
uncertainties. The majority of chemical-shift principal
components in this study have been measured to within
±1.0 ppm and the maximum uncertainty of any single
value is ±4.1 ppm. The specific materials investigated in
this study are methyl α-D-glucopyranoside,51, 52 methyl
α-D-mannopyranoside,51, 52 methyl α-D-galactopyranoside
monohydrate,51, 53 methyl β-D-galactopyranoside,51, 54

methyl β-D-xylopyranoside,51, 55 sucrose,56, 57 α-L-rhamnose
monohydrate,58, 59 β-D-fructopyranose,60, 61 α-glycine,62, 63

γ -glycine,64, 65 L-alanine,66, 67 L-serine monohydrate,68, 69

L-asparagine monohydrate,70, 71 L-threonine,72, 73 oxalic
acid dihydrate,74, 75 squaric acid,76, 77 naphthalene,78, 79

durene,80, 81 triphenylene,82, 83 acenaphthene,84, 85

pentaerythritol,86, 87 adenosine,88, 89 acetaminophen (form
I),90, 91 and ibuprofen (form I).92, 93 These materials, which
include saccharides, aromatic rings, amino acids, nucleo-
sides, active pharmaceutical ingredients, etc., were chosen
to represent a wide variety of local electronic environments.
Altogether, 465 chemical-shift principal components have
been considered. Of these, 258 are for nuclei in aliphatic
environments, 165 are for nuclei in aromatic environments,
and 42 are for nuclei in carboxylic environments. Several
of these materials have been used as model compounds in
previous work examining the efficacy of various exchange-
correlation functionals and ab initio methods94 or basis sets95

to model the chemical shift, or as case studies illustrating the
importance of lattice effects on the chemical shift in periodic
plane-wave calculations.15, 96

C. Computational details

Beginning with neutron structures, proton positions were
optimized on an isolated molecule at the B3LYP level of the-
ory using the 6-31G(d) basis set.97–99 In the partial geome-
try optimizations, all heavy atoms remained frozen in their
experimental positions, as did all hydrogen atoms participat-
ing in intermolecular hydrogen bonding. This feature of the
optimization was especially important for saccharides, which
are distorted from the ideal staggered conformation. Optimiz-
ing these sites would have eliminated this important structural
feature. The refined coordinates were used to build large clus-
ters of molecules to represent the local solid-state environ-
ment around a single molecule. Table I contains a summary
of all materials investigated, their space groups, and the com-
positions of the model clusters.

For reasons discussed below, periodic plane-wave ge-
ometry optimizations were performed on adenosine, ac-
etaminophen, ibuprofen, and α-glycine using the energy-
minimization method of Broyden, Fletcher, Goldfarb, and
Shanno, as implemented in the CASTEP module of MATERI-
ALS STUDIO 6.1 by Accelrys Software, Inc.100 Optimizations
were performed at the PBE/ultra-fine level of theory with a
plane-wave cutoff energy of 610 eV and a k-point spacing of
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TABLE I. Crystal structures and cluster compositions for materials exam-
ined in this study.

Compound Space group Cluster composition

L-alanine P212121 13C3H7NO2
L-asparagine monohydrate P212121 15C4H8N2O3 · 6H2O
L-serine monohydrate P212121 11C3H7NO3 · 8H2O
L-threonine P212121 15C4H9NO3
Methyl α-D-galactopyranoside
monohydrate

P212121 15C7H14O6 · 6H2O

Methyl α-D-glucopyranoside P212121 15C7H14O6
Methyl α-D-mannopyranoside P212121 13C7H14O6
Methyl β-D-galactopyranoside P212121 15C7H14O6
Triphenylene P212121 15C18H12
β-D-fructopyranose P212121 15C6H12O6
Acenaphthene Pcm21 15C12H10
Adenosine P21 15C10H13N5O4
Methyl β-D-xylopyranoside P21 13C6H11O5
Sucrose P21 13C12H22O11
α-L-rhamnose monohydrate P21 15C6H12O5 · 6H2O
Acetaminophen P21/a 15C8H9NO2
Durene P21/a 15C10H14
Naphthalene P21/a 13C10H8
Ibuprofen P21/c 15C13H18O2
Squaric acid P21/c 17C4H2O4
Oxalic acid dihydrate P21/n 15C2O4H2 · 20H2O
α-glycine P21/n 15C2H5NO2
γ -glycine P32 15C2H5NO2
Pentaerythritol I4̄ 13C5H12O4

0.07 Å−1.101 The unit cell dimensions remained fixed during
the structural refinements because these parameters are well-
known from experiment.

Chemical-shielding tensors were computed using the
GIAO method with the B3PW91 functional, Becke’s three-
parameter hybrid functional where the non-local correla-
tion is provided by the Perdew-Wang-91 gradient-corrected
functional.102 Calculations were performed using a two-layer
approach, in which a more flexible basis set was given to
the molecule of interest (the central molecule of the cluster)
than was given to the neighboring molecules in the cluster.
This approach is justified by the relative importance of intra-
and intermolecular effects on 13C chemical shielding. Dun-
ning’s correlation-consistent basis set cc-pVTZ was used for
the central molecule and cc-pVDZ was used for peripheral
molecules.103 Shielding calculations and non-periodic geom-
etry optimizations were performed using the GAUSSIAN 09
software package.104

III. DISCUSSION OF RESULTS

A. Partial optimizations of hydrogen positions

Careful attention must be paid to experimental conditions
under which crystal structures and NMR chemical shifts are
obtained. Computational refinements of crystal structures are
often necessary to ensure that meaningful NMR parameters
can be extracted. The method by which the structure was de-
termined should dictate the method used to refine the exper-
imental structure. It has been observed that X-ray diffraction

FIG. 1. Experimental neutron diffraction C–H bond lengths versus
B3LYP/6-31G(d) optimized bond lengths.

cannot resolve the positions of hydrogen atoms with a level
of accuracy that allows chemical shieldings to be computed
reliably, although partial optimizations involving only proton
positions, or full optimizations involving all atoms, can over-
come experimental uncertainty to some extent.51, 86 Structures
obtained from neutron diffraction generally locate the posi-
tions of hydrogens more accurately than those obtained from
X-ray diffraction.

We have addressed the positioning of hydrogen atoms
by using neutron diffraction structures as a starting point. To
minimize differences between the experimental methodolo-
gies, the positions of hydrogen centers that do not participate
in hydrogen bonding were optimized. As expected, the ge-
ometry optimizations mostly resulted in small repositionings
of hydrogens, with the largest deviations being for mobile
methyl groups, which are usually rotated by several degrees
and significantly lengthened. Fig. 1 shows the correlation be-
tween the experimental and B3LYP/6-31G(d) optimized C-H
bond lengths. A significant amount of variation is present in
the neutron data (1.01–1.13 Å) whereas the optimized struc-
tures consistently yield values between 1.08 Å and 1.11 Å.
Optimizing these positions appears to be a crucial step in re-
moving experimental variability in the placement of hydro-
gens. From these results, it appears that dynamic effects in-
volving the rotation of methyl groups lead to unreasonably
short bond lengths for these functional groups.

B. Design of clusters

There are several important issues associated with solid-
state NMR chemical-shielding calculations using clusters.
The first issue concerns proper termination of the cluster. For
a molecular solid, a cluster can be defined by a shell of ad-
jacent molecules around one central molecule. Truncating the
adjacent molecules to form molecular fragments may increase
computational efficiency with little effect on the overall accu-
racy of the computed shielding, but it frequently introduces
problems in self-consistent-field (SCF) convergence due to
excess charge on dangling bonds. This procedure introduces
artifacts into the calculation by creating unphysical changes to
the local site symmetry around the nucleus. All calculations in
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TABLE II. 13C Principal chemical-shielding values for oxalic acid dihy-
drate as a function of cluster size.

Cluster composition σ 11 (ppm) σ 22 (ppm) σ 33 (ppm) σ iso (ppm)

C2O4H2 −80.3 75.9 84.7 26.8
3C2O4H2 · 6H2O −72.8 56.8 78.4 20.8
11C2O4H2 · 12H2O −70.9 54.7 77.6 20.4
15C2O4H2 · 20H2O −69.4 51.9 77.0 19.8

this investigation were performed on clusters containing only
complete molecules.

Another issue is convergence of chemical shielding with
increasing cluster size. To assess this effect, we calculated
the shielding of an isolated molecule and that of a molecule
in a cluster as a function of cluster size to demonstrate that
the calculated shieldings tend to converge to a constant set
of values that are independent of the size of the cluster. At
this limit, the cluster model can be said to represent the lat-
tice structure sufficiently. Table II shows the effect of cluster
size on the chemical-shielding principal components of ox-
alic acid dihydrate. Shielding tends to converge smoothly. In
this example, much of the difference relative to the isolated
molecule is retrieved in calculations on a cluster containing
only three oxalic acid molecules and six water molecules.
Convergence only appears to be achieved with the largest
cluster (containing fifteen oxalic acid molecules and twenty
water molecules). Clusters of intermediate sizes yield shield-
ings that lay between the two extremes. From this obser-
vation, it is clear that clusters must be large to account
for intermolecular effects properly, as illustrated in Tables I
and II.

A third aspect of solid-state shielding calculations is the
difficulty of ensuring that the cluster reflects all symmetry el-
ements associated with the space group of the material. Ne-
glecting any symmetry element in forming the cluster causes
the wave function to be constrained to a particular subgroup
of the correct space group. The simplest cluster that can suf-
ficiently account for all lattice effects must have a unique
constitution that depends on the space group of the mate-
rial. For example, the P212121 space group maintains spher-

FIG. 2. Cluster of β-D-fructopyranose in the space group P212121 contain-
ing 15 molecules.

FIG. 3. Two orientations of a cluster of acenaphthene in the space group
Pmc21 containing 15 molecules.

ical symmetry around the central molecule. The elimination
of any of the three C2 rotational axes in the cluster reduces
the symmetry to a subgroup with either oblate or prolate
spheroidal symmetry. All example clusters from the P212121
space group in this study contain between thirteen and fifteen
complete molecules that maintain the symmetry. A cluster of
β-D-fructopyranose molecules is shown in Fig. 2 as a repre-
sentation of this space group.

As a second example, acenaphthene belongs to the space
group Pmc21, which has a single C2 rotational axis and two
mirror planes. Fig. 3 shows two orientations of a model cluster
that contains 15 complete acenaphthene molecules and main-
tains the symmetry. A different σ v plane is apparent in each
panel and the C2 axis can be seen in both.

The P21 space group is a subgroup of P212121 and
Pcm21, which has only one C2 axis and no other rotational
symmetry elements. Shown in Fig. 4 is a cluster built from 13
molecules of methyl β-D-xylopyranoside that maintains the
symmetry.

As a final example, the P32 space group contains C3
and C3

2 elements as shown in Fig. 5 for α-glycine. The
cluster is built from 15 complete molecules and maintains
the proper symmetry. C3 rotational axes lie between the
molecules.

FIG. 4. Cluster of methyl β-D-xylopyranoside in the space group P21 con-
taining 13 molecules.
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FIG. 5. Cluster of γ -glycine in the space group P32 containing 15 molecules.

C. Chemical shielding artifacts from cluster design

Artifacts may be introduced into a computational result
by designing a cluster that does not maintain the symmetry el-
ements of the crystalline space group. To illustrate this point,
we present calculated chemical-shielding principal compo-
nents for both carbon sites of pentaerythritol. Pentaerythri-
tol belongs to the I4̄ space group, which contains C2, S4, and
S4

3 symmetry elements. The chemical shielding from a model
having the appropriate symmetry contains a twofold degen-
eracy of the principal values for the quaternary carbon site.
When the symmetry is not fully realized, the principal values
differ by a sizable amount, as seen in Table III.

The two clusters for which the data in Table III were cal-
culated were designed from the diffraction structure (Fig. 6).
The first cluster contained 13 molecules in a manner that pre-
served all symmetry elements of the crystalline space group.
The second cluster was designed from only nine molecules,
with the effect of removing the inversion center inherent in the
crystalline space group. This smaller cluster is a quasi − I4̄
cluster, reflecting the difference from the actual crystalline
symmetry. As is clearly evident in Table III, calculations on
the first (I4̄) cluster predict the degeneracy of the quater-
nary carbon, whereas calculations on the second cluster do
not.

TABLE III. Calculated chemical-shift tensors for pentaerythritol using
clusters with the experimental crystalline space group (I4̄) and a space group
of reduced symmetry (quasi − I4̄).

δ11 − δiso
a δ22 − δiso

a δ33 − δiso
a

Model (ppm) (ppm) (ppm)

Site A Expt. 9.8 − 4.9 − 4.9
Quasi − I4̄ 12.5 − 4.8 − 7.7

I4̄ 9.6 − 4.8 − 4.8
Site B Expt. 33.8 9.4 − 43.2

Quasi − I4̄ 34.1 12.0 − 46.1
I4̄ 36.0 8.7 − 44.7

aDifferences between calculated chemical shifts are reported as differences in calculated
chemical shieldings, with opposite sign.

FIG. 6. Two example clusters of pentaerythritol. Cluster A is built from 13
complete molecules and maintains all of the symmetry elements of the I4̄
space group. Cluster B is built from nine molecules and lacks several sym-
metry elements of the space group.

D. Locally dense basis sets

The use of locally dense, rather than balanced, basis func-
tions allows calculations to be performed on large clusters,
which otherwise would be prohibitively expensive. The use
of locally dense basis functions in chemical-shielding calcu-
lations has been surveyed by Chesnut and co-workers.105, 106

They demonstrate that only small discrepancies appear be-
tween locally dense and balanced basis sets for 13C, provided
a sufficiently large basis set is employed in the dense region.

Some of the largest clusters in this study contain up to
seven thousand Cartesian basis functions, although they use a
smaller basis set for peripheral molecules. The 13C chemical
shielding of oxalic acid dihydrate, the smallest molecule in
this study, serves as a basis for comparison because the chem-
ical shielding of the carbon site can be calculated using the
large basis set for all atoms. Differences in chemical-shielding
principal components between balanced and locally dense ba-
sis functions are given in Table IV. The differences are un-
der 1.5 ppm, indicating that the increase in computational ef-
ficiency outweighs the loss of accuracy associated with the
smaller basis set. Oxalic acid dihydrate is expected to be an
extreme case because the single unique carbon site is involved
in a complicated network of intermolecular hydrogen bonds.

E. Linear regression to define reference
chemical shielding

NMR experiments yield a shift in the frequency of the
resonance of a particular chemical species relative to an ar-
bitrary reference material, rather than the absolute shielding

TABLE IV. Comparison of locally dense and balanced basis sets for calcu-
lating the 13C chemical shielding of oxalic acid dihydrate using the cluster
15C2O4H2 · 20H2O.

Method σ 11 (ppm) σ 22 (ppm) σ 33 (ppm) σ iso (ppm)

Locally dense − 69.4 51.9 77.0 19.8
Balanced − 67.9 50.9 77.8 20.3
Differencea − 1.5 1.0 − 0.7 − 0.5

aLocally dense shielding minus balanced shielding.
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FIG. 7. Correlation plot for calculated principal chemical-shielding compo-
nents versus experimental principal chemical-shift components for isolated-
molecule models. Aliphatic carbons principal components are in red, aro-
matic principal components in blue, and carboxylic principal components
are in green. Best-fit trend lines are indicated for the aliphatic and aromatic
carbons.

relative to the bare nucleus. For 13C, chemical shifts are typ-
ically referenced to the resonance position of tetramethylsi-
lane (TMS), whose principal components are all the same in
solution because of the effective spherical symmetry caused
by rapid motional averaging. The correlation between experi-
mental chemical shifts (δexp.

ii ) and calculated chemical shield-
ings (σ ii) is linear with a proportionality constant m, and an
intercept that is the absolute chemical shielding of TMS,

σii = mδ
exp.

ii + σTMS. (4)

We use as a reference in our calculations the intercept
derived from the linear regression of a correlation plot. Ide-
ally, m should be −1, with deviations reflecting systematic
flaws in the method of calculating the shielding tensor.9 With
knowledge of the reference shielding and slope, all chemical-
shielding components can be expressed as their equiva-
lents on the chemical-shift scale (δcalc.

ii ), for comparison to

FIG. 8. Correlation plot for calculated principal chemical-shielding compo-
nents versus experimental principal chemical-shift components for cluster
models. Aliphatic carbons principal components are in red, aromatic prin-
cipal components are in blue, and carboxylic principal components are in
green. A unique best-fit correlation line considering all data is shown in black.

experiment,

δcalc.
ii = σii − σT MS

m
. (5)

In addition, to quantify the data scatter of the set of cal-
culations, we use the root-mean-square deviation (RMSD) of
the set,

RMSD =
√

1

N − 2

∑N

n=1

(
δcalc.
ii − δ

exp.

ii

)2
, (6)

where N is the total number of chemical-shielding-tensor
components.

Figs. 7 and 8 show correlation plots for the calculated
chemical-shielding principal components versus experimen-
tal chemical-shift principal components. In Fig. 7, the results
for the isolated-molecule models are displayed; in Fig. 8, the
results of the cluster models are displayed. Table V gives the
best-fit parameters for Eq. (4) for several different cases.

TABLE V. Linear-regression parameters for 13C principal chemical-shielding values versus principal chemical-shift values for isolated molecules, clusters,
and plane-wave optimized clusters.

Model N-2a Slope σ TMS (ppm) RMSD (ppm) Largest residual (ppm)

All
Isolated −1.010 ± 0.006 184.5 ± 0.8 9.5 62.6
Cluster 463 −1.035 ± 0.002 186.1 ± 0.3 3.4 17.2
Cluster, Opt. −1.039 ± 0.002 186.4 ± 0.3 3.5 18.1

Aliphatic
Isolated −1.069 ± 0.007 187.2 ± 0.5 3.2 11.2
Cluster 256 −1.040 ± 0.005 186.0 ± 0.3 2.2 9.3
Cluster, Opt. −1.052 ± 0.005 186.9 ± 0.4 2.3 9.0

Aromatic
Isolated −1.020 ± 0.005 185.3 ± 0.7 5.1 17.5
Cluster 163 −1.042 ± 0.004 187.3 ± 0.6 4.3 17.0
Cluster, Opt. −1.043 ± 0.007 187.3 ± 0.7 4.6 18.3

Carboxylic
Isolated −1.06 ± 0.07 202 ± 13 25.9 52.0
Cluster 40 −1.03 ± 0.01 187 ± 2 4.5 9.2
Cluster, Opt. −1.03 ± 0.01 186 ± 2 4.3 9.4

aDegrees of freedom.
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In the isolated-molecule model, the correlation line for
all results, regardless of carbon species, is

σ isolated = 184.5 − 1.010δexp. (RMSD = 9.5 ppm). (7)

A similar correlation for the results of the cluster model
gives

σ cluster = 186.1 − 1.035δexp. (RMSD = 3.4 ppm). (8)

The RMSDs for these two models of 9.5 ppm (isolated-
molecule model) and 3.4 ppm (cluster model) indicate that
the cluster model is superior to the isolated-molecule model.
The deviation from the ideal slope may reflect the choice of
exchange-correlation functional and basis set employed in the
calculation. The RMSD of the cluster model (3.4 ppm) rep-
resents approximately 1% of the possible 13C chemical-shift
dispersion, indicating that this method is a powerful, quantita-
tive predictor of chemical-shift values. Every calculated value
obtained by the cluster methodology agrees with experiment
to within 5% of the possible chemical-shift range.

It is often assumed that one should correlate various
species of carbons separately.15 The set in this study con-
sists of aliphatic, aromatic and carboxylic carbon species. In
particular, it is assumed that different kinds of intermolec-
ular interactions affect the chemical shielding at these sites
differently. The data give the following results for aliphatic
species:

σ isolated
aliphatic = 187.2 − 1.069δexp. (RMSD = 3.2 ppm), (9)

σ cluster
aliphatic = 186.0 − 1.040δexp. (RMSD = 2.2 ppm).

(10)
Again, from comparison of the RMSDs of the two mod-

els, the cluster model appears to be better when considering
the aliphatic chemical shifts. This change of 1.0 ppm is more
impressive when one considers that it represents an average
change of the calculated values in the correct direction for
258 principal components. The single largest deviation be-
tween the cluster models and isolated-molecule models for an
aliphatic principal component is 13.6 ppm.

A similar analysis of the aromatic-carbon correlations
gives

σ isolated
aromatic = 185.3 − 1.020δexp. (RMSD = 5.1 ppm),

(11)

σ cluster
aromatic = 187.3 − 1.042δexp. (RMSD = 4.3 ppm).

(12)
As with the aliphatic carbons, the comparison of the

RMSDs shows that a cluster model is slightly better than
the isolated-molecule model. As in the previous case, the de-
crease in the RMSD of 0.8 ppm reflects an average change
over 165 principal components. Many individual values are
relatively unchanged by the inclusion of intermolecular ef-
fects, whereas others, such as a σ 22 value in the heterocyclic
ring of adenosine, are changed up to 18.5 ppm.

The results for carboxylic carbons again demonstrate that
the cluster model improves the predictive capability over the
isolated-molecule model by these results:

σ isolated
carboxylic = 202 − 1.07δexp. (RMSD = 25.8 ppm),

(13)

σ cluster
carboxylic = 187 − 1.03δexp. (RMSD = 4.5 ppm). (14)

The correlation for carboxylic sites has significant scatter
about the correlation line for the case of an isolated-molecule
model. The isolated-molecule model’s RMSD of 25.8 ppm
is substantially larger than the RMSD of 4.5 ppm for the
cluster model. Additionally, the projected reference shift of
202 ppm is substantially different from the 187 ppm of the
cluster model. This latter value is more in line with reference
shieldings derived from other models.

The correlations for aliphatic, aromatic, and carboxylic
carbons in the cluster model are sufficiently close that one
may consider, within uncertainty, that they all follow a single
correlation (Eq. (7)), with a low RMSD of 3.4 ppm. Perhaps
this is the strongest indicator of the importance of incorporat-
ing the extended local structure into any calculations of the
chemical-shielding tensor of a carbon site in the solid state.

It has been noted in GIPAW calculations that distinct
types of carbon species have statistically different sets of
linear-regression parameters.15 This trend is notably absent in
the results presented here, suggesting that symmetry-adapted
cluster models using hybrid functionals provide an alterna-
tive to periodic models for calculation of solid-state NMR
parameters.

F. Analysis of principal chemical-shielding
components

Table VI summarizes the linear-regression parameters for
each principal component of the aliphatic, aromatic, and car-
boxylic carbon species. In every case, the RMSDs of each
principal component of each type of carbon demonstrate that
the cluster model is closer to the experimental value than
the corresponding component calculated with the isolated-
molecule model, except for the σ 11 values of the aromatic
sites. For aliphatic species, deviations fall between 2.0 ppm
(σ 22) and 2.3 ppm (σ 11 and σ 33) for cluster models. However,

TABLE VI. Root-mean-square deviation between calculated and experi-
mental chemical shifts modeled using isolated molecules, clusters, and plane-
wave optimized clusters.

Model All (ppm) σ 11 (ppm) σ 22 (ppm) σ 33 (ppm) σ iso (ppm)

All
Isolated 9.5 7.0 14.2 4.6 3.6
Cluster 3.4 4.0 3.1 3.1 1.6
Cluster, Opt. 3.5 3.9 3.2 3.4 1.7

Aliphatic
Isolated 3.2 3.4 2.9 3.3 3.2
Cluster 2.2 2.3 2.0 2.3 1.4
Cluster, Opt. 2.3 2.3 2.0 2.3 1.6

Aromatic
Isolated 5.1 5.3 5.6 4.5 1.4
Cluster 4.3 5.6 3.6 3.8 1.5
Cluster, Opt. 4.6 5.4 3.8 4.5 1.6

Carboxylic
Isolated 25.9 22.4 38.9 14.9 4.3
Cluster 4.6 4.6 5.4 4.2 3.0
Cluster, Opt. 4.5 4.2 5.5 4.2 3.0
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TABLE VII. Mean-absolute-deviation between calculated chemical shield-
ing of cluster models and isolated-molecule models.

All (ppm) σ 11 (ppm) σ 22 (ppm) σ 33 (ppm) σ iso (ppm)

All 4.2 3.1 6.7 2.9 2.2
Aliphatic 2.3 2.0 1.9 2.8 1.7
Aromatic 3.3 2.0 5.0 2.8 1.4
Carboxylic 20.3 13.3 42.6 4.4 9.6

the RMSDs vary for the principal components of the aromatic
and carboxylic sites. For aromatic carbons, the principal com-
ponents are generally aligned such that σ 11 is along the C–H
bonding axis, σ 22 is perpendicular to the bonding axis and in
the plane of the ring, and σ 33 is perpendicular to the plane of
the ring. Of these values, σ 22 seems to be most strongly in-
fluenced by intermolecular effects. For each carboxylic prin-
cipal component the disagreement between experiment and
calculation is greatly reduced by the inclusion of intermolec-
ular effects, with RMSDs ranging between 4.2 ppm (σ 33) and
5.4 ppm (σ 22). The principal axes at carboxylic sites generally
do not align with the bonding axes, leading to large changes
for each principal component when intermolecular effects are
incorporated. The most shielded element is generally aligned
approximately perpendicular to the bonding axis, resulting in
substantial differences for σ 11 and σ 22 and relatively small
changes for σ 33.

The most significant discrepancies between isolated-
molecule and cluster models are seen for σ 22 values of car-
boxylic carbons. For example, σ 22 of L-alanine differs from
experiment by 62.6 ppm in the isolated-molecule model, but
only by 6.7 ppm in the cluster model. σ 11 and σ 33 also differ
from experiment for L-alanine by 17.0 ppm and 7.1 ppm in the
isolated-molecule model, respectively, whereas in the clus-
ter model there are deviations of only 3.5 ppm and 1.0 ppm,
respectively. This fact further indicates that the isolated-
molecule model does not give even a rough approximation of
chemical shielding caused by the local structure of a carboxyl
group in the solid state. For all cases where intermolecular hy-
drogen bonding is present, we find the same effects as are ob-
served for L-alanine. Calculations on the amino acids employ-
ing isolated molecules predict that the 13C chemical-shielding
tensor for the carboxylic sites have nearly axial symmetry,
whereas in cluster models, the carboxylic sites have nearly
radial symmetry. The observed experimental results suggest
that the radial symmetry is more appropriate.

The mean absolute deviations (MADs) between com-
puted chemical-shielding values for isolated-molecule mod-
els and cluster models are given in Table VII. Deviations
are given for each principal component of the chemical-
shielding tensor. For aliphatic species, the three principal
components deviate between 1.9 ppm and 2.3 ppm, indicat-
ing that no single direction is more highly influence by neigh-
boring molecules than the others, on average. All calculated
principal components agree equally well with experimental
values. For the aromatic species, both σ 11 and σ 33 deviate by
approximately the same amount (2.0 ppm to 2.8 ppm). How-
ever, σ 22 deviates by 5.0 ppm, demonstrating that intermolec-
ular effects tend to affect this particular principal component

more than the others. For carboxylic carbons, the deviations
are much larger, with the largest differences associated with
σ 22. For this principal component, the principal axis for which
lies near the intermolecular hydrogen-bonding axis, the MAD
is 42.6 ppm. A much smaller MAD is seen for σ 33 (4.4 ppm),
the principal axis for which lies perpendicular to the bonding
plane.

G. Effects of plane-wave structural refinement
on shielding

The basis sets employed in this study are sufficiently
large that substantial deviations from experimental values
probably represent defects in the model used to compute
chemical shieldings. The largest residuals calculated in this
study are observed for acetaminophen, adenosine, ibuprofen,
and α-glycine. Most anomalous results arise for the princi-
pal components in the plane of aromatic rings (when present
in the structure). Several residuals are greater than 10 ppm.
Because these residuals are much larger than those for other
materials examined, we hypothesize that they may have arisen
from rovibrational effects in the neutron diffraction structures.

Crystal-structure refinements have been monitored
through agreement between calculated and experimental
chemical-shift tensors.90 Studies have shown that periodic
density plane-wave optimizations produce modest improve-
ments in predicted chemical shieldings over results obtained
from unrefined coordinates determined by neutron diffrac-
tion in some cases. To examine if these effects are signifi-
cant, we determined the effects of plane-wave optimizations
on computed 13C chemical-shielding principal components
of acetaminophen, adenosine, ibuprofen, and α-glycine. The
linear-regression results incorporating the optimized struc-
tures are included in Tables V and VI.

As before, linear-regression parameters are used to as-
sess the fit of the distinct carbon species. The linear-regression
parameters, for the data set comprising all principal compo-
nents, are

σ cluster,opt. = 186.4 − 1.039δexp. (RMSD = 3.5 ppm).
(15)

Likewise, linear-regression parameters were obtained for
the individual carbon species as summarized in Eqs. (16)–
(18):

σ
cluster,opt.

aliphatic = 187.0 − 1.052δexp. (RMSD = 2.3 ppm),
(16)

σ
cluster,opt.

aromatic = 186.2 − 1.038δexp. (RMSD = 4.6 ppm),
(17)

σ
cluster,opt.

carboxylic = 186 − 1.03δexp. (RMSD = 4.3 ppm). (18)

It should be noted that the optimized and un-optimized
are essentially in agreement. The RMSD associated with the
structure where all atomic positions were refined is slightly
higher than the structures where only the hydrogen positions
were refined, except for carboxylic sites, which were mod-
estly improved. Notably, the RMSD of σ 22 values of car-
boxylic sites decreases from 5.5 ppm to 4.9 ppm when opti-
mization is performed. In this case, we attribute the improve-
ment to a better representation of the hydrogen bonds. We
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conclude that the positions of hydrogen sites that do not par-
ticipate in hydrogen bonds can be refined using partial opti-
mizations involving isolated molecules and that introducing
reorientations of the structure around the heavy atoms some-
times degrades the quality of the structural data except in
cases where intermolecular hydrogen-bonding is present.

Some of the largest differences between calculated and
experimental chemical-shift values can be attributed to mo-
tional averaging. Rovibrational effects tend to reduce cal-
culated chemical-shift anisotropies by averaging over many
possible orientations.107 In the majority of cases where large
residuals were encountered in this study, the calculated resid-
uals for σ 11 and σ 33 had opposite signs. It is possible to ad-
dress internal rotations by averaging over a series of single-
point chemical-shielding calculations for structures derived
from either classical or ab initio molecular dynamics (MD)
simulations, whether the intermolecular effects are considered
as part of a microcanonical or a canonical ensemble. The for-
mer method has been employed to study the effects of sol-
vation on the chemical shielding of ions, whereas the latter
has been used to account for motion in crystalline systems
or proteins.107–109 Similar methods were employed by Barich
et al. to study the effects of internal rotations and librations of
phenyl rings in biphenyl.110 In the case of ibuprofen, multi-
point studies have been used to improve the correlation with
experiment by introducing thermal motion in the form of li-
brations in the phenyl ring and bending modes for the C–H
bonds.92

The largest discrepancies between experimental principal
components and calculated principal components using clus-
ter models for carboxylic sites are for the components whose
principal axes lie nearest to the hydrogen bonding axis. These
large deviations can be explained by assuming a dynamic ef-
fect involving the hydrogen atoms. σ 11 values for carboxylic
sites improved substantially following plane-wave geometry
optimizations.

As another example, σ 22 for aromatic carbons cannot be
calculated as accurately as the other two components. It has
previously been suggested that large residuals associated with
σ 22 may result from motion of the C–H bond.94 In nearly
every case, the calculated values of σ 22 are slightly smaller
than the experimental value. Furthermore, the agreement of
calculated σ 11 values for aromatic carbons with experimental
chemical shifts is generally worse when one includes inter-
molecular effects and is only marginally improved by geome-
try optimizations. This observation suggests that rovibrational
effects influence this principal component at least as strongly
as intermolecular effects.

IV. CONCLUSIONS

The inclusion of intermolecular effects on calcu-
lated chemical shielding has been evaluated using density-
functional theory for a representative set of organic materi-
als having well-defined atomic coordinates and experimen-
tal chemical-shift-tensor components. Molecular clusters and
isolated molecules were used to model the solid materials. A
comparison of the calculations for the two models shows that
cluster models, when properly chosen to take into account the

properties of the material, provide systematic improvement
over the results of the isolated-molecule model.

One aspect of the problem which this investigation em-
phasizes is that, with cluster models, one can partition the
model structure into regions with locally dense basis sets and
regions with lesser basis sets. This approximation greatly re-
duces the computational cost without a significant effect on
the calculated chemical shielding. Such a method allows cal-
culations to be performed on larger clusters, which would
otherwise be prohibitively expensive. We find that chemi-
cal shielding is strongly influenced by cluster size but that
shielding tends to converge smoothly when the number of
molecules in the cluster is increased. Clusters that provide
converged or nearly converged results can be handled with
current software capabilities.

Our analysis demonstrates the importance of size and
symmetry considerations when defining a molecular cluster.
Clusters should not be defined arbitrarily so that, for instance,
only molecules participating in direct hydrogen bonds are in-
cluded because this may exclude other important intermolec-
ular interactions. Instead, clusters should be defined so as to
reflect the crystalline space group. Judicious placement of
molecules in a cluster to represent the solid state seems to be
of considerable importance in obtaining quantitative results.

The results here strongly suggest that modelling the solid
state with extended molecular clusters is a viable alternative to
the use of PBCs. Cluster models have several inherent advan-
tages over the latter, including the ability to compare results
to isolated-molecule calculations, the possibility of simplifi-
cation of calculation by using lower basis sets in regions re-
moved from the molecule of interest, general applicability to
non-periodic systems, and the ability to use additional model
chemistries such as hybrid exchange-correlation functionals
and ab initio methods.

The crystal structures of acetaminophen, adenosine,
ibuprofen, and α-glycine appear to be of poorer quality than
the others in this study, based on the frequency of large
residuals between calculation and experiment. However, den-
sity plane-wave optimizations did not improve the quality
of the agreement between experiment and calculation on
these molecules. We note that some of the highest residuals
have been attributed to rovibrational mechanisms in previous
work.94 It may be possible to assess the importance of rovi-
brational effects on chemical shielding by employing a series
of single-point calculations that describe the motion of the
crystalline lattice.
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