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ABSTRACT: Calculations of the principal components of
magnetic-shielding tensors in crystalline solids require the
inclusion of the effects of lattice structure on the local
electronic environment to obtain significant agreement with
experimental NMR measurements. We assess periodic
(GIPAW) and GIAO/symmetry-adapted cluster (SAC)
models for computing magnetic-shielding tensors by calcu-
lations on a test set containing 72 insulating molecular solids,
with a total of 393 principal components of chemical-shift
tensors from 13C, 15N, 19F, and 31P sites. When clusters are
carefully designed to represent the local solid-state environ-
ment and when periodic calculations include sufficient variability, both methods predict magnetic-shielding tensors that agree
well with experimental chemical-shift values, demonstrating the correspondence of the two computational techniques. At the
basis-set limit, we find that the small differences in the computed values have no statistical significance for three of the four
nuclides considered. Subsequently, we explore the effects of additional DFT methods available only with the GIAO/cluster
approach, particularly the use of hybrid-GGA functionals, meta-GGA functionals, and hybrid meta-GGA functionals that
demonstrate improved agreement in calculations on symmetry-adapted clusters. We demonstrate that meta-GGA functionals
improve computed NMR parameters over those obtained by GGA functionals in all cases, and that hybrid functionals improve
computed results over the respective pure DFT functional for all nuclides except 15N.

1. INTRODUCTION

The utility of nuclear magnetic resonance (NMR) spectroscopy
for molecular analysis results from differences in nuclear
transition energies due to variations in the local electronic
magnetic field from site to site in a material.1−3 As such, NMR
parameters, specifically magnetic shielding, are sensitive probes
of a material’s electronic state. Although this connection
between electronic state and NMR parameters has long been
known,1 specifying the relationship by detailed calculations has
often been a difficult task, particularly for solids. With the
advent of numerical techniques using computers to solve
quantum-mechanical problems, such as density-functional
theory (DFT), predictions of NMR properties have become
relatively routine for molecules containing light nuclei such as
13C,4−7 15N,8−10 19F,11−24 and 31P.25−32 However, even with
modern techniques, it is often difficult to compare calculations
with experiment because there still remain quasi-empirical
parameters such as exchange and correlation contributions that
are difficult to define in a way universally applicable to all
chemical systems.33−39

Calculations of NMR parameters for solid materials suffer
from several limitations. The first arises from the neglect of
intermolecular interactions in the solid state when one uses an
isolated-molecule model. The neglected interactions contribute
directly and indirectly to the magnetic shielding. The indirect
contribution arises from changes in the electron density in the
vicinity of the NMR-active nuclei due to interactions with
nearby molecules in the lattice that alter the structure of the
molecule or the electronic wave function (or both) from its gas-
phase structure. In molecular solids, many of the largest
deviations in chemical shifts between solid-state and solution-
state measurements result from intermolecular hydrogen
bonding.40−44 In addition, lattice forces often distort the
structures of molecules in a solid and lower their effective
symmetry, resulting in spectra of solid materials that are more
complex than those of the same molecule in a dilute gas. Many
materials exhibit structural polymorphism, with the material
crystallizing in one of several possible space groups, which leads
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to a variety of possible local geometries readily distinguishable
by NMR spectroscopy. The neglected intermolecular con-
tributions may produce significant differences in the magnetic
susceptibility from electronic currents in nearby molecules. For
a model to have a useful correspondence to experimental
values, these intermolecular effects must be considered
explicitly.
The second major limitation involves the level of theory

employed in the calculation of NMR parameters to make a
problem tractable. Calculated magnetic-shielding parameters
frequently have a strong dependence on the model chemistry.
The limitation is often a practical one, in which one must trade
off accuracy for reasonable computational time. This study
focuses on DFT because of the efficiency of the method, which
allows systems containing hundreds of atoms to be studied.
Compared to post-Hartree−Fock (HF) methods, DFT
typically underestimates magnetic-shielding constants.45,46

This underestimation is often rationalized in terms of a
systematic failure in calculating differences between the Kohn−
Sham energy levels, leading to overestimations of the
paramagnetic contribution to the magnetic shielding. In
particular, the relative performance of various exchange-
correlation functionals in the prediction of magnetic shielding
is of considerable interest.
We discuss two computational schemes to account for the

effects of intermolecular interactions on calculations of NMR
parameters in insulating molecular solids. The first technique
models crystalline solids by using periodic-boundary conditions
(PBCs). The second technique employs a finite cluster of
molecules to represent a local portion of the solid-state
structure.
The gauge-including-projector-augmented-wave (GIPAW)

approach of Pickard and Mauri is useful for calculating NMR
parameters in periodic systems by expanding the wave function
of a crystal in a plane-wave (PW) basis.47 The size of the basis
set is specified by a plane-wave cutoff energy that defines the
basis. The GIPAW approach has only been implemented in
calculations by pure DFT methods. Hartree−Fock exchange is
difficult to implement in plane-wave calculations due to the
appearance of a singularity that slows convergence.48 As such,
calculations employing GIPAW are restricted to pure density-
functional methods, particularly the local-density approxima-
tion (LDA) and the generalized-gradient approximation
(GGA).49 Applications of the GIPAW approach in calculations
of NMR parameters have recently been reviewed.50

Clusters of molecules have been used as models to determine
properties of a solid.6,11,12,51−58 Recent work from our group
has explored the use of clusters in the prediction of magnetic-
shielding constants of nuclei such as 13C, 207Pb, and 199Hg.4,59,60

We have proposed a strategy for systematically designing
clusters that reflect the local lattice symmetry to achieve
significant agreement with experiment. Of all the possible
structures to represent the solid state, symmetry-adapted
clusters (SACs) containing the nontranslational-symmetry
elements in the space group from the perspective of the
central molecule of the cluster provide a geometric model that
retains important structural features of the local environment.
Clusters without these symmetry requirements may not
adequately represent the local environment. For example,
building a cluster with only neighboring molecules that
participate in hydrogen bonding introduces artificial symmetry
constraints. Ensuring proper symmetry usually requires that 11
or more molecules be present in the cluster model. The use of

SACs also tends to produce smooth convergence of NMR
parameters to a limit with increasing cluster size. The level of
theory with which calculations on these symmetry-adapted
clusters can be performed is not limited to pure DFT methods,
as is the case with GIPAW. Calculations on SACs have been
applied to nonperiodic solid or pseudosolid systems such as
biomacromolecules,61 or to systems where the unit cell is very
large.
The purpose of this study is, first, to provide a comparison of

DFT/GIAO calculations45,62,63 of magnetic shielding for
clusters with calculations using the GIPAW method for a
number of different nuclei (13C, 15N, 19F, and 31P) in a variety
of different chemical environments. Second, calculations
performed using more advanced computational models
available with the cluster approach are explored. We show
how the use of modern DFT functionals based on hybrid DFT
or on the meta-generalized-gradient approximation (meta-
GGA) improves agreement between calculation and experi-
ment.

2. COMPUTATIONAL DETAILS
A large series of model compounds was examined. To ensure
that sample set did not unnecessarily introduce uncertainty,
only compounds that met the following criteria were included:
(1) the structure of the material had to be known from high-
quality single-crystal diffraction studies, (2) high-resolution
measurements of the NMR chemical-shift tensors had to be
available for the compound in the same solid phase, and (3) the
chemical shifts must have been assigned unambiguously to their
respective nuclear sites in the crystalline lattice.

2.1. Materials.Materials were selected to encompass a large
variety of chemical environments for 13C, 15N, 19F, and 31P
nuclei. Whenever available, neutron-diffraction structures were
used to define the structure; otherwise, single-crystal X-ray
diffraction provided the structural information.
The database of 13C-containing materials includes naph-

thalene,64,65 durene,66,67 hypoxanthine,68,69 sucrose,70,71 oxalic
acid,72,73 oxalic acid dihydrate,72,74 L-threonine,75,76 squaric
acid,77,78 cyclopropane,79,80 ethylene,81,82 nitromethane,83,84

acetylene,85,86 carbon disulfide,87,88 dimethoxymethane,89,90

pentaerythritol,91,92 dimedone,93,94 norbornadiene,95,96 and
[1.1.1]propellane.97,98 The database of 15N-containing materials
includes adenine trihydrate,8,99 cytosine,8,100 guanine mono-
hydrate,8,101 thymine,8,102 uracil,8,103 pyrrole,9,104 imidazole,9,105

benzamide,106,107 benzimidazole,9,108 nitrobenzene,109,110 (E)-
acetophenone oxime,111,112 pyridine,9,113 pyridine N-oxide,9,114

acetonitrile,115,116 1,4-dicyanobenzene,117,118 cis-azoben-
zene,119,120 trans-azobenzene,121,122 and sulfamic acid.123,124

The database of 19F-containing materials includes fluoroben-
zene,125,126 1,2-difluorobenzene,125,126 1,3-difluoroben-
zene,125,127 1,4-difluorobenzene,125,126 1,3,5-trifluoroben-
zene,125,126 1,2,4,5-tetrafluorobenzene,125,128 perfluoroben-
zene,129,130 perfluoronaphthalene,131,132 2-fluorobenzoic
acid,125,133 4-fluorobenzoic acid,125,134 4,4′-difluorobiphen-
yl,135,136 3-fluorophenol,125,137 4-fluorophenol,125,137 2-fluoro-
toluene,125,138 3-fluorotoluene,125,138 4-fluorotoluene,125,138 p-
fluoranil,125,139 and trichlorofluoromethane.140,141 The database
of 31P-containing materials includes trimethylphosphine
oxide,142,143 triphenylphosphine oxide,142,144 trichlorophos-
phine oxide,145,146 methyldiphenylphosphine oxide,147,148

trimethylphosphine sulfide,142,149 tetramethyldiphosphine di-
sulfide,150,151 tetraethyldiphosphine disulfide,152 trimethylphos-
phine selenide,142,153 urea phosphoric acid,154,155 methylphos-
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phonic acid,147,156 5-phenyl-5H-dibenzophosphole 5-
oxide,157,158 2,4-bis(methylthio)-1,3-dithia-2,4-diphosphetane-
2,4-disulfide,159,160 2,4-bis(4-methoxyphenyl)-1,3-dithia-2,4-di-
phosphetane-2,4-disulfide,159,161 cis-(diphenylimido-2,4,6-tri-t-
butylphenyl)iminophosphine,162,163 chloro-(2,4,6-tri-t-
butylphenyl)iminophosphine,162,164 tricyclohexylphos-
phine,165,166 1,2,3-triphenylphosphirene,167,168 and 1,2,2-tri-
phenyl-3,3-bis(trimethylsilyl)phosphirane.169,170

Altogether, this database contains 393 principal components
of NMR chemical-shift tensors taken from 72 materials. The
subset of 13C NMR measurements consists of 177 principal
components, of which 96 are sp3-hybridized, 75 are sp2-
hybridized, and 6 are sp-hybridized. The subsets of 15N, 19F,
and 31P NMR measurements consist of 99, 60, and 57 principal
components, respectively.
2.2. Geometry Optimizations. Refinements of crystal

structures obtained from diffraction studies sometimes lead to
improvements in calculated NMR parameters.171,39,154 This
consideration is especially important when the material
contains hydrogen atoms because the low electron density in
the vicinity of these atomic sites leads to relatively large
experimental uncertainties in the nuclear coordinates. More
accurate methods such as neutron diffraction may have trouble
locating the positions of hydrogen atoms in stochastically
rotating or librating moieties such as methyl groups, with the
result that unrealistically short bond lengths are observed with
this technique. Thus, refinement of the positions of light atoms
is a necessary prerequisite to calculations in such cases. Studies
of fully optimized structures (including heavy atoms) in the
presence of a periodic lattice suggest that NMR parameters can
be further improved compared to structures where only
hydrogen positions are refined.172 Other studies have found
that calculations of NMR parameters obtained from high-
quality neutron structures are improved by refinement of
hydrogen positions but no significant gain in quality follows
from full geometry optimizations.4

Because of these considerations, we have chosen to perform
fully periodic all-atom plane-wave geometry optimizations on
each of the structures of the 72 crystalline materials.
Optimizations were performed using fixed lattice parameters
because they are generally well-established from experiment.
Refined structures produced by the geometry optimizations
were used in all subsequent magnetic-shielding calculations.
Geometry optimizations were specifically performed with the

CASTEP module of MATERIALS STUDIO 7.0 by Accelrys Software,
Inc.173 The optimizations were carried out at the GGA-PW91/
ultrafine level of theory using ultrasoft pseudopotentials
(USPP) generated on the f ly. At the ultrafine level, the plane-
wave cutoff varied between 390 and 610 eV, depending on the
types of atoms in the lattice. The Brillouin zone was sampled
with a k-point spacing of 0.07 Å−1. The thresholds for structural
convergence were a maximum change in energy of 5 × 10−6 eV
per atom, a maximum displacement of 5 × 10−4 Å per atom,
and a maximum Cartesian force of 0.01 eV Å−1. For diffraction
structures where the hydrogen positions were not published, or
where the hydrogen sites were disordered, a preliminary
optimization was performed using loosened SCF-convergence
criteria to obtain an initial guess for the full geometry
optimization.
2.3. Calculations of Magnetic Shielding. Magnetic-

shielding constants for the plane-wave-optimized structures
were generated using the GIPAW procedure, as implemented
in the CASTEP module of MATERIALS STUDIO 7.0. Plane-wave cutoff

energies between 200 and 600 eV were examined.173

Convergence of computed magnetic-shielding constants was
verified with respect to plane-wave cutoff energy and k-point
spacing. The calculations were performed at the GGA-PW91
level of theory. Ultrafine SCF convergence criteria were used in
all calculations, independent of the plane-wave cutoff energy.
Core orbitals were replaced by USPPs generated on the f ly.
Magnetic-shielding calculations on symmetry-adapted clus-

ters of molecules that replicated a portion of the crystalline
lattice were performed using the GIAO method,45 as
implemented in the GAUSSIAN 09 suite of programs.174 An
example cluster of trimethylphosphine oxide is given in Figure
1. Included in the Supporting Information (Tables S1 and S2)

are descriptions of the clusters used to replicate the extended
lattice structures for the 72 systems in this study. The results
presented in sections 3 and 4 were obtained with the GGA-
PW91 functional. Results in section 5 were obtained using
various DFT methodologies. Our method for calculating
magnetic-shielding constants partitioned the cluster into two
layers, corresponding to the central molecule and to all
peripheral molecules (Figure 1). The low layer (peripheral
molecules) was given a less flexible basis set than the high layer
(central molecule) to decrease the computational cost. For the
central molecule, the basis set cc-pVXZ (X = D, T, Q, 5) was
used.175,176 For the peripheral molecules, cc-pVDZ was used.
The effects of this approximation have been discussed
previously.4

Calculations of magnetic-shielding parameters using the
cluster model were also performed using several other DFT
functionals. We selected the Perdew−Wang-1991 (GGA-
PW91)177 and Perdew−Burke−Ernzerhof (GGA-PBE)49 func-
tionals as representative examples of the GGA class. The hybrid
equivalents of these are B3PW91178 and PBE0, respectively.179

The former (B3PW91) results from the combination of Becke’s
three-parameter exchange functional178 with the GGA-PW91
correlation functional. The meta-GGA functional of Tau,
Perdew, Staroverov, and Scuseria (TPSS)180 was used in this
analysis with the hybrid analog being labeled TPSSh.180 The
functionals PBE0, TPSS, and TPSSh are related, in that they are
modifications of the GGA-PBE functional. To the authors’
knowledge, the TPSS and TPSSh functionals have not been
studied rigorously for their ability to predict principal
components of magnetic-shielding tensors in solids.

Figure 1. Symmetry-adapted cluster model of trimethylphosphine
oxide consisting of 15 molecules in the C2/m space group. The central
molecule of the cluster (ball-and-stick representation) is given the cc-
pVXZ basis set (X = D, T, Q, 5). The peripheral molecules of the
cluster (wireframe representation) are given the cc-pVDZ basis set.
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3. INTERMOLECULAR EFFECTS ON MAGNETIC
SHIELDING

The importance of intermolecular interactions on computed
NMR parameters can be assessed by examining a set of
materials where the structure is simplified by considering only a
single molecule taken in isolation, as if it were in the gas phase.
Such calculations based on isolated-molecule (IM) models
ignore all intermolecular contributions to the magnetic
shielding. Intermolecular effects on computed NMR parameters
can be assessed through calculations using the same plane-wave
or atomic-orbital basis set by calculations with and without
PBCs, as has been done, for example, in calculations of
quadrupolar coupling in titanocene complexes.181 Here, the
results obtained from the IM model are compared with
calculations where lattice effects are taken into account using
(1) the SAC method or (2) the PBC method. Illustrations of
the three computational methodologies are given in Figure 2.

We have presented such calculations for a set of 13C-
containing materials in previous work4 and provide similar
results in the present study for several 15N-containing materials.
All calculations herein were performed using the same plane-
wave optimized structures. A summary of the linear-regression
parameters for the three computational methodologies is given
in Table 1, with computational details provided as a footnote.
Correlation plots of calculated principal components of 15N
magnetic-shielding tensors versus experimental principal
components of 15N chemical-shift tensors illustrating these
results are shown in the Supporting Information (Figure S1).
The scatter is significantly higher for the IM models (RMSD =
28.5 ppm) than is observed for either the SAC (RMSD = 10.8
ppm) or PBC model (RMSD = 11.4 ppm). Of the 51 magnetic-
shielding values, all but eight values are improved over the
isolated-molecule model by the SAC model and all but 12 are
improved by the PBC model. Of the sites not improved by
incorporation of lattice effects, none are significantly worsened.

Furthermore, the slope of −1.15 ± 0.02 in the IM model
deviates from unity much more than for the two models that
incorporate intermolecular effects (−1.03 ± 0.01 for the SAC
model and −1.06 ± 0.02 for the PBC model). There are also
significant differences between the extrapolated reference
shieldings. Only the IM and SAC models can be compared
directly because the PBC model uses a different type of basis
set. The reference of the SAC model is predicted to be more
shielded than the isolated-molecule model by 23 ± 10 ppm.
The similarity in the scatter of the SAC and PBC models
suggests that magnetic-shielding values are most sensitive to the
immediately surrounding molecules in the crystal lattice and
that sufficient agreement with experiment is obtained when
representing solid-state effects with a finite cluster (provided
that the cluster model satisfies the symmetry requirements of
the crystalline space group). It should be emphasized that these
calculations were performed on static structures and that the
incorporation of dynamic effects on computed NMR
parameters may be sizable.182

4. COMPARISON OF GIPAW AND GIAO SAC MODELS
Direct comparison of methods based on different computa-
tional methodologies is difficult. The GIPAW technique
expands the wave function in a plane-wave basis whereas the
GIAO method expands the wave function in atom-centered
functions. Additionally, each basis is generally truncated, which
may lead to errors that affect the quality of the method. The
effects of finite basis sets on computed magnetic-shielding
parameters have been discussed in numerous articles.183−190

For example, Kupka et al. have noted that increasing the
number of basis functions tends to decrease magnetic-shielding
parameters obtained by density-functional calculations.185,186

One method to deal with this problem involves calculating the
magnetic shielding of a suitable reference compound according
to both computational procedures and presenting the results as
a shift relative to the reference.191,192 Another approach is to
converge both calculations to the basis-set limit. The former
method has been employed in calculations of, for example, 14N
quadrupolar coupling constants.193 The latter method has been
employed in the present study.

Figure 2. Three computational methodologies used to model the
solid-state structure of uracil; isolated-molecule (IM) model,
symmetry-adapted-cluster (SAC) model, and periodic-boundary-
condition (PBC) model. In the PBC model, the colored lines
represent the axes of the unit cell.

Table 1. Linear-Regression Parameters for Calculated
Principal Components of 15N Magnetic-Shielding Tensors
versus Experimental Principal Components of Chemical-
Shift Tensors Using Three Computational Modelsa−c

Model m σCH3NO2
(ppm) RMSD (ppm)d

IM −1.15 ± 0.04 −178 ± 10 28.5
SAC −1.03 ± 0.01 −155 ± 3 10.8
PBC −1.06 ± 0.02 −172 ± 4 11.4

aGIAO calculations for the IM and SAC models were performed at the
PW91/cc-pVTZ level; GIPAW calculations for the PBC model were
performed at the PW91/600 eV level. bMaterials are adenine
trihydrate, guanine monohydrate, cytosine, thymine, and uracil with
a total of 51 principal components. cLinear-regression parameters are
given for the correlation line σii

calc = mδii
exp + σref, where (σii

calc)
represents the calculated principal components of magnetic-shielding
tensors, (δii

exp) represents experimental principal components of
chemical-shift tensors, σref is the shielding of the reference compound,
CH3NO2, and m is the slope of a correlation plot of calculated
shielding versus experimental shift. dThe RMSD is defined by RMSD =
[(N − 2)−1∑n = 1

N (δii
calc − δii

exp)2]1/2. Calculated magnetic shielding is
converted to the chemical-shift scale (δii

calc) using the relationship δii
calc

= (σii
calc − σref)/m.
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Using a class of basis sets such as cc-pVXZ allows the basis-
set limit to be reached in a systematic manner for the GIAO

approach. GIPAW and GIAO/SAC methodologies can be
compared meaningfully using NMR parameters extrapolated to

Table 2. Linear-Regression Parameters Obtained from Correlation Plots between GIPAW Calculated Principal Magnetic-
Shielding Values and Experimental Principal Chemical-Shift Valuesa,b

Nucleus Cutoff Energy (eV) m σref (ppm) RMSD (ppm)c Rel. Errorc

Carbon-13 200 −0.833 ± 0.006 188.3 ± 0.8 8.2 1.94
N = 177 300 −1.009 ± 0.005 175.8 ± 0.6 5.0 1.18

400 −1.040 ± 0.005 172.5 ± 0.6 4.9 1.16
500 −1.042 ± 0.005 172.4 ± 0.6 4.9 1.16
600 −1.043 ± 0.005 172.5 ± 0.6 4.9 1.16

Nitrogen-15 200 −0.61 ± 0.01 41 ± 2 22.8 2.01
N = 99 300 −1.01 ± 0.01 −142 ± 2 17.1 1.51

400 −1.08 ± 0.01 −175 ± 3 17.3 1.52
500 −1.09 ± 0.01 −178 ± 3 17.1 1.51
600 −1.09 ± 0.01 −178 ± 3 17.2 1.51

Fluorine-19 200 −0.71 ± 0.01 301 ± 2 8.1 2.60
N = 60 300 −1.03 ± 0.02 179 ± 2 8.6 2.76

400 −1.17 ± 0.02 129 ± 3 8.3 2.66
500 −1.21 ± 0.02 116 ± 3 8.3 2.66
600 −1.22 ± 0.02 114 ± 3 8.3 2.66

Phosphorus-31 200 −1.05 ± 0.03 284 ± 5 29.9 2.77
N = 57 300 −1.11 ± 0.03 268 ± 5 29.2 2.70

400 −1.08 ± 0.02 270 ± 4 23.7 2.19
500 −1.11 ± 0.03 269 ± 5 28.5 2.64
600 −1.09 ± 0.02 271 ± 4 22.0 2.04

aAll calculations were performed at the GGA-PW91 level. bLinear-regression parameters are given for the correlation line σii
calc = mδii

exp + σref, where
(σii

calc) represents the calculated principal components of magnetic-shielding tensors, (δii
exp) represents experimental principal components of

chemical-shift tensors, σref is the shielding of the reference compound, and m is the slope of a correlation plot of calculated shielding versus
experimental shift. cThe RMSD is defined by RMSD = [(N − 2)−1∑n = 1

N (δii
calc − δii

exp)2]1/2. Calculated magnetic shielding is converted to the
chemical-shift scale (δii

calc) using the relationship δii
calc = (σii

calc − σref)/m. Relative error is the ratio of the RMSD to the experimental chemical-shift
range, expressed as a percentage.

Table 3. Linear-Regression Parameters Obtained from Correlation Plots between GIAO SAC Calculated Principal Magnetic-
Shielding Values and Experimental Principal Chemical-Shift Valuesa,b

Nucleus Basis Set m σref (ppm) RMSD (ppm)c Rel. Errorc

Carbon-13 cc-pVDZ −0.948 ± 0.005 186.4 ± 0.7 5.5 1.30
N = 177 cc-pVTZ −1.004 ± 0.005 178.2 ± 0.6 5.0 1.18

cc-pVQZ −1.031 ± 0.005 175.9 ± 0.6 5.0 1.18
cc-pV5Z −1.047 ± 0.005 175.0 ± 0.6 5.0 1.18
CBS −1.056 ± 0.005 174.4 ± 0.6 4.9 1.16

Nitrogen-15 cc-pVDZ −1.01 ± 0.01 −131 ± 2 17.4 1.53
N = 99 cc-pVTZ −1.05 ± 0.01 −158 ± 2 15.5 1.36

cc-pVQZ −1.07 ± 0.01 −168 ± 2 15.4 1.36
cc-pV5Z −1.08 ± 0.01 −174 ± 2 15.3 1.35
CBS −1.09 ± 0.01 −177 ± 2 15.5 1.36

Fluorine-19 cc-pVDZ −1.15 ± 0.02 145 ± 3 10.3 3.30
N = 60 cc-pVTZ −1.18 ± 0.02 132 ± 3 9.6 3.08

cc-pVQZ −1.17 ± 0.02 133 ± 3 9.1 2.92
cc-pV5Z −1.17 ± 0.02 130 ± 3 9.6 3.08
CBS −1.17 ± 0.02 131 ± 3 9.2 2.95

Phosphorus-31 cc-pVDZ −0.96 ± 0.02 377 ± 4 24.1 2.23
N = 57 cc-pVTZ −1.02 ± 0.02 318 ± 3 21.3 1.97

cc-pVQZ −0.99 ± 0.02 330 ± 3 21.6 2.00
cc-pV5Z −1.09 ± 0.02 279 ± 3 20.6 1.91
CBS −1.09 ± 0.02 269 ± 3 21.1 1.95

aAll calculations were performed at the GGA-PW91 level. bLinear-regression parameters are given for the correlation line σii
calc = mδii

exp + σref, where
(σii

calc) represents the calculated principal components of magnetic-shielding tensors, (δii
exp) represents experimental principal components of

chemical-shift tensors, σref is the shielding of the reference compound, and m is the slope of a correlation plot of calculated shielding versus
experimental shift. cThe RMSD is defined by RMSD = [(N − 2)−1∑n = 1

N (δii
calc − δii

exp)2]1/2. Calculated magnetic shielding is converted to the
chemical-shift scale (δii

calc) using the relationship δii
calc = (σii

calc − σref)/m. Relative error is the ratio of the RMSD to the experimental chemical-shift
range, expressed as a percentage.
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the basis-set limit. Calculations were performed by incremen-
tally increasing the plane-wave cutoff energy (PBC method) or
the number of Cartesian basis functions (SAC method), while
maintaining the SCF convergence criteria. For the PBC
calculations, the basis-set limit seems to be approached for a
cutoff energy of 600 eV. Calculations on several systems using
higher cutoff energies did not substantially alter the computed
values found using a cutoff energy of 600 eV. For SACs, the
basis-set limit is given by an extrapolated value obtained by
modeling the change in magnetic-shielding with basis-set
size.185,186

Linear-regression parameters for the correlation between
calculated principal components of magnetic-shielding tensors
and experimental principal components of chemical-shift
tensors are presented in Table 2 for the PBC method and in
Table 3 for the SAC method. An evaluation of the data
presented in these tables reveals several important trends that
are generally consistent among the nuclei. For the first-row
nuclei (13C, 15N, 19F), individual principal components
exponentially approach the basis-set limit. For 31P, individual
principal components approach the basis-set limit either
exponentially or in a damped-oscillatory fashion. Importantly,
both the PBC and SAC methods approach the same reference
shielding within experimental uncertainty at the basis-set limit
for all nuclei except 19F. The linear-regression parameters vary
in a manner that reflects the changes in the individual principal
components. Each increase in the number of basis functions
leads to deshielding of the reference compound.
Plots comparing calculated principal components of

magnetic-shielding tensors with experimental principal compo-
nents of chemical-shift tensors are shown in Figure 3. These
correlation plots demonstrate the equivalence of GIPAW and
GIAO for all nuclides but 19F. At the basis-set limit, in every
case, the slope of the correlation line has a magnitude greater
than unity, indicating that calculations performed at the GGA-
PW91 level of theory overestimate differences in chemical shifts
between nuclear sites and overestimate the anisotropies of
individual sites. It is notable that the data set yielding a slope
closest to −1 is the set of 13C shifts, with the GIPAW method
predicting a slope of −1.043 ± 0.005 and the GIAO method
predicting a slope of −1.056 ± 0.005. 15N yields a slope of
−1.09 ± 0.01 and 31P yields a slope of −1.09 ± 0.02 for both
computational methodologies. The slope of the 19F linear-
regression line depends on the computational methodology,
with the GIPAW method having a slope of −1.22 ± 0.02 and
the GIAO method having a slope of −1.17 ± 0.02.
For calculations of 15N and 31P shieldings, there is no

difference in linear-regression parameters between the two
computational methodologies. Similarly, the differences ob-
served for 13C are small, with a difference in σTMS of 1.9 ± 0.8
ppm and a difference in slope of 0.013 ± 0.007. For 19F, the
reference shielding σCFCl3 for the GIAO value is shielded relative
to the GIPAW value by 17 ± 4 ppm. In addition, the slopes of
the lines differ by 0.05 ± 0.03, with the GIAO method yielding
a result closer to unity. Statistical analysis using the T-test was
used to determine whether these differences observed in the
trend lines represent a significant difference between the two
computational models. This question is equivalent to asking if
the computed results from the cluster method can be modeled
using the trend line obtained by analyzing the GIPAW results.
This can be evaluated by tabulating the RMSDs according to
the two modeling techniques and defining a threshold for

significance. These results are shown in Table 4. At the 95%
level, there is no significant difference between the computed
magnetic-shielding parameters for 13C, 15N, or 31P. However,
there is a statistical difference between the GIPAW and GIAO
cluster methods for computed magnetic shielding of 19F sites.

Figure 3. Calculated principal components of magnetic-shielding
tensors versus experimental principal components of chemical-shift
tensors. Chemical shifts are reported with respect to TMS for 13C
(red), CH3NO2 for 15N (blue), CFCl3 for 19F (green), and 85%
H3PO4 for 31P (orange). Values are computed using the periodic
GIPAW model (left column) and the GIAO SAC model (right
column). For 13C calculations, the correlation lines are given by σii

GIPAW

= (−1.043 ± 0.005)δii + (172.5 ± 0.6) ppm in (a) and by σii
GIAO =

(−1.056 ± 0.005)δii + (174.4 ± 0.6) ppm in (b). For 15N calculations,
the correlation lines are given by σii

GIPAW = (−1.09 ± 0.01)δii + (−178
± 3) ppm in (c) and by σii

GIAO = (−1.09 ± 0.01)δii + (−179 ± 3) ppm
in (d). For 19F, the correlation lines are given by σii

GIPAW = (−1.22 ±
0.02)δii + (114 ± 3) ppm in (e) and by σii

GIAO = (−1.17 ± 0.02)δii +
(131 ± 3) ppm in (f). For 31P, the correlation lines are given by σii

GIPAW

= (−1.09 ± 0.02)δii + (270 ± 4) ppm in (g) and by σii
GIAO = (−1.09 ±

0.02)δii + (269 ± 3) ppm in (h). The insets in (c) and (d) show
calculations for σ33 principal components of azo nitrogens.
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To explore this deviation further, the 19F magnetic-shielding
constants were calculated using Jensen’s segmented polar-
ization-consistent basis set pcSseg-3, which is optimized for
calculations of magnetic-shielding constants.194 Similar results
were obtained using both the correlation-consistent (cc-pVTZ)
and polarization-consistent (pcSseg-3) basis sets, with the
equations of the correlations lines given by

σ δ= − ± + ±‐ ( 1.18 0.02) (132 3) ppmii
cc pVTZ

ii
calc

(1)

σ δ= − ± + ±‐ ( 1.18 0.02) (129 3) ppmii
pcSseg

ii
calc3

(2)

Augmented basis sets such as aug-cc-pVTZ and aug-pcSseg-3
typically altered 19F magnetic shielding no more than 1 ppm.

5. EXAMINATION OF EXCHANGE-CORRELATION
FUNCTIONALS

Computed NMR parameters display a strong dependence on
the model chemistry used in the calculation. Most studies that
have explored level-of-theory effects on NMR parameters have
examined the effects on the isotropic shielding of nuclei in gas-
phase molecules. Highly accurate benchmark magnetic-
shielding constants from coupled-cluster calculations have
been presented for the four nuclei in this study (13C, 15N,
19F, and 31P).7,10,18 NMR parameters obtained from various
DFT methods have been benchmarked against values
computed using ab initio methods such as Hartree−Fock or
MP245,46,195 and against other DFT methods.24,196−201

Considering only the isotropic value of the magnetic-
shielding tensor ignores the significant role that the choice of
functional may have on the computed anisotropy and
asymmetry of the magnetic-shielding tensor. Analyses involving
comparisons of the principal components of magnetic-shielding
tensors are comparatively rare. A study by Sefzik et al.
correlated computed principal components of 13C magnetic-
shielding tensors obtained from IM models with experimental
values obtained in solids.202 Several studies have used the
GIPAW method to compare various GGA function-
als.19,172,203−205 None of these studies found a significant
difference between the GGA functionals.
We have previously explored hybrid DFT functionals for

calculating principal components of 13C magnetic-shielding
tensors.4 Another recent study has also suggested that hybrid
functionals improve the agreement with experimental 13C
chemical shift over GGA functionals.6 This result has not been
generalized to other nuclei, although a preliminary analysis has
found that hybrid functionals can alleviate certain systematic
problems associated with calculations of 207Pb magnetic
shielding.60

We demonstrate that the SAC model can be employed in a
systematic investigation of differences in computed principal
components of magnetic-shielding tensors determined with
different classes of DFT functionals. Linear-regression param-
eters obtained from calculations using six functionals (GGA-
PW91, B3PW91, GGA-PBE, PBE0, meta-GGA-TPSS, and
TPSSh) are summarized in Table 5.

5.1. Discussion of 13C Results. The 13C results in Table 5
demonstrate that, for this nucleus, the GGA functionals (PW91
and PBE) are outperformed by every other class of functional
studied, as indicated by the RMSDs of the various data sets.
Using the scatter as the sole criterion for goodness-of-fit, the
hybrid functionals seem to outperform the others.

Figure 4. Difference between GGA-PBE- and PBE0-calculated 13C
principal chemical-shielding values for sp3-hybridized (red) and sp2-
and sp-hybridized (blue) sites. The trend lines are meant to guide the
eye.

Figure 5. Deviation of the extrapolated magnetic shielding of the
reference compound obtained with least-squares analyses for various
DFT functionals from the accepted literature value. Results are shown
for 13C (a), 15N (b), 19F (c), and 31P (d). The reference compounds
and literature shielding values are TMS at 184.1 ppm (13C),206

CH3NO2 at −135.8 ppm (15N),207 CFCl3 at 188.7 ppm (19F),208 and
85% H3PO4 at 328.4 ppm (31P).209 A finite-basis-set correction was
applied to each calculated value by subtracting 3.8 ppm (13C), 19 ppm
(15N), 1 ppm (19F), and 48 ppm (31P) from calculated values of σref.
The error bars represent both the uncertainty in the calculated and
experimental values and the basis-set correction. Pure DFT functionals
are shown in red, and hybrid functionals are shown in blue.

Table 4. T-Test Statistics for Assessing Differences between
the GIPAW and GIAO/Cluster Methodologies for
Computing Magnetic-Shielding Parametersa

Nucleus N ΔRMSD (ppm) RMSD Cutoff (ppm)

Carbon-13 177 0.08 0.10
Nitrogen-15 99 0.03 0.29
Fluorine-19 60 4.68 2.23
Phosphorus-31 57 0.04 0.47

aDifferences between the computational methodologies are significant
if ΔRMSD is greater than the RMSD cutoff.
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A significant difficulty in the analysis of carbon data arises
because different carbon species tend to group into distinct
subpopulations on the correlation plot. Several studies have
found that the correlation line between calculated magnetic
shielding and experimental chemical shift for distinct carbon
species can differ by a substantial amount.202,5 The differences
appear to be more pronounced when the materials under
consideration are constrained to a well-defined class of
compounds such as carbohydrates or aromatic hydrocar-
bons.202 Our previous work has suggested that hybrid
functionals remove the systematic differences between carbon
subpopulations, resulting in a unique trend line which can
successfully model all carbon species. As above, statistical
analysis was used to determine if the two classes of carbon
species (sp3 and sp2/sp) represent statistically significant
subpopulations at the 95% confidence level (Table 6). We
find that when using pure DFT functionals (GGA-PW91,
GGA-PBE, meta-GGA-TPSS), the two carbon species
represent distinct subpopulations, whereas the hybrid func-
tionals (B3PW91, PBE0, TPSSh) do not result in distinct
subpopulations.
The two carbon subpopulations can be visualized in the

systematic differences between calculated magnetic-shielding
parameters using a GGA functional and a hybrid functional.
Figure 4 shows differences between principal magnetic-
shielding values obtained from the GGA-PBE and PBE0
functionals for carbons in different hybridization. Carbons at sp3

sites behave differently from sp2 and sp sites. For the sp3-

hybridized sites, where the electron density is much more
homogeneous around the nuclear site, the added flexibility of
the hybrid functional has a lesser effect than for the sp2- and sp-
hybridized sites, where the electron density, and therefore the
corresponding current density, varies substantially with
orientation. In Figure 4 one sees that σ11 and σ22 components
for the sp2- and sp-hybridized sites tend to be more affected by
the use of the hybrid functionals than the GGA functionals,
whereas there is a lesser difference for σ33.
Differences between the experimental value for the shielding

of TMS (184.1 ppm)206 and the extrapolated values (as
reported in Table 5) are shown in Figure 5(a) for the six
functionals considered in the present work. Because the

Table 5. Linear-Regression Parameters from Correlations between Calculated Principal Components of Magnetic-Shielding
Tensors and Experimental Chemical-Shift Principal Components Using the Symmetry-Adapted-Cluster Approacha,b

Nucleus Method m σref (ppm) RMSD (ppm)c Rel. Errorc

Carbon-13 PW91 −1.004 ± 0.005 178.2 ± 0.6 5.0 1.18
N = 177 B3PW91 −1.045 ± 0.005 184.9 ± 0.6 4.6 1.09

PBE −1.001 ± 0.005 178.9 ± 0.6 5.0 1.18
PBE0 −1.050 ± 0.005 187.3 ± 0.6 4.7 1.11
TPSS −0.982 ± 0.005 181.2 ± 0.6 4.9 1.16
TPSSh −1.004 ± 0.004 184.3 ± 0.6 4.7 1.11

Nitrogen-15 PW91 −1.05 ± 0.01 −158 ± 2 15.5 1.36
N = 99 B3PW91 −1.11 ± 0.01 −168 ± 2 16.2 1.43

PBE −1.04 ± 0.01 −156 ± 2 15.8 1.39
PBE0 −1.12 ± 0.01 −170 ± 2 16.7 1.47
TPSS −0.995 ± 0.007 −140 ± 2 13.5 1.19
TPSSh −1.026 ± 0.007 −145 ± 2 13.5 1.19

Fluorine-19 PW91 −1.18 ± 0.02 132 ± 3 9.6 3.08
N = 60 B3PW91 −1.11 ± 0.02 158 ± 3 10.2 3.27

PBE −1.18 ± 0.02 131 ± 3 9.6 3.08
PBE0 −1.10 ± 0.02 162 ± 3 10.6 3.40
TPSS −1.13 ± 0.02 145 ± 3 10.5 3.37
TPSSh −1.11 ± 0.02 156 ± 3 10.5 3.37

Phosphorus-31 PW91 −1.02 ± 0.02 318 ± 3 21.3 1.97
N = 57 B3PW91 −1.03 ± 0.02 331 ± 3 20.4 1.89

PBE −1.02 ± 0.02 322 ± 3 20.9 1.93
PBE0 −1.03 ± 0.02 339 ± 3 21.0 1.94
TPSS −0.99 ± 0.02 335 ± 3 21.7 2.01
TPSSh −0.99 ± 0.02 339 ± 3 22.2 2.05

aCalculated values were obtained using the cc-pVTZ basis set. bLinear-regression parameters are given for the correlation line σii
calc = mδii

exp + σref,
where (σii

calc) represents the calculated principal components of magnetic-shielding tensors, (δii
exp) represents experimental principal components of

chemical-shift tensors, σref is the shielding of the reference compound, and m is the slope of a correlation plot of calculated shielding versus
experimental shift. cThe RMSD is defined by RMSD = [(N − 2)−1∑n = 1

N (δii
calc − δii

exp)2]1/2. Calculated magnetic shielding is converted to the
chemical-shift scale (δii

calc) using the relationship δii
calc = (σii

calc − σref)/m. Relative error is the ratio of the RMSD to the experimental chemical-shift
range, expressed as a percentage.

Table 6. Linear-Regression Parameters and T-Test Statistics
for Assessing Differences between sp3- and sp2/sp-
Hybridized Carbon Subpopulationsa

sp3 sp2/sp

Method m
σref

(ppm) m
σref

(ppm)
ΔRMSD
(ppm)

PW91 −1.049 180.2 −1.005 178.9 0.7
B3PW91 −1.031 184.0 −1.046 184.9 0.1
PBE −1.048 181.0 −1.001 179.4 0.7
PBE0 −1.025 185.9 −1.050 186.9 0.1
TPSS −1.018 182.6 −0.985 182.2 0.6
TPSSh −1.012 184.3 −1.006 184.9 0.1

aDifferences in the best-fit lines between sp3 and sp2 carbon species are
statistically significant if the ΔRMSD is greater than 0.2 ppm.
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absolute shielding for TMS is predicted to be more deshielded
when increasing the number of basis functions, we have applied
a finite basis-set correction to the reference shieldings of −3.8
± 0.8 ppm, based on the difference between the reference
values for the cc-pVTZ basis set and the basis-set limit. The
results illustrate that the hybrid functionals more closely predict
the reference shielding than do the pure DFT functionals. The
best results were obtained with PBE0. The meta-GGA
functional (TPSS) results in an improvement in the reference
value, intermediate between the GGA functionals and the
hybrid functionals.
5.2. Discussion of 15N results. In calculation of 15N

shielding, the RMSDs range between 16.8 ppm (PBE0) and
13.6 ppm (TPSSh), as shown in Table 5. Using the scatter
about the best-fit line as the criterion for judging the
functionals, the best class of functionals appears to be the
meta-GGAs (TPSS and TPSSh), whereas the worst class of
functionals is the hybrid GGAs (B3PW91 and PBE0). The
meta-GGA functionals yield slopes closest to unity, ranging
between −0.995 ± 0.007 (TPSS) and −1.027 ± 0.007
(TPSSh). These values represent an improvement over the
predicted slope of −1.04 ± 0.01 for GGA-PBE. The hybrid
functionals have slopes ranging between −1.11 ± 0.01
(B3PW91) and −1.12 ± 0.01 (PBE0), as compared to the
meta-GGA functionals.
The use of GGA and hybrid-GGA functionals in 15N

calculations differs from their use with other nuclei in one
significant way: whereas the reference values of the other nuclei
(13C, 19F, 31P) are predicted to be more shielded (relative to the
pure DFT functional) when using hybrid functionals, for 15N
the use of hybrid functionals yields reference values that are
deshielded. In the most significant case, the reference shielding
for the GGA-PBE functional is −156 ± 2 ppm and the
reference for the PBE0 functional is −170 ± 2 ppm. Figure
5(b) displays differences between the predicted intercept and
the literature value of −135.8 ppm for the bare nucleus.207 As in
the case of carbon, a finite-basis-set correction of 19 ± 3 ppm
has been introduced. Interestingly, meta-GGA functionals are
the closest to the literature value. In each case, using a hybrid
functional increases the deviation from the literature value than
does the pure DFT value.
Figure 6(a) shows the differences in magnetic shielding

between the GGA-PBE functional and the PBE0 functional
versus the GGA-PBE shielding. This plot illustrates that the
quantity σPBE − σPBE0 varies significantly across the range of
computed magnetic shieldings. Similarly, Figure 6(b) shows the
differences in magnetic shielding between the GGA-PBE
functional and the meta-GGA-TPSS functional versus the
GGA-PBE shielding. The most significant changes are seen in
the calculations of σ33 for the 15N nuclei of azide groups,
located around −900 ppm at the GGA-PBE level. In the PBE0
calculations, the azide σ33 is predicted to be deshielded relative
to the GGA-PBE calculations by 67−84 ppm, whereas the
TPSS calculation predicts these sites to be shielded relative to
the PBE calculation by 65−77 ppm. As indicated in Figure 3,
these points deviate from the predicted trend line by a sizable
amount at the GGA level. This deviation is worsened when
using hybrid GGA functionals. When using the TPSS
functional, the points fall along the same line predicted by
the other calculations, suggesting that meta-GGA functionals
improve calculations of highly correlated systems such as those
containing nitrogen−nitrogen double bonds.

5.3. Discussion of 19F results. A frequent feature of
computed 19F NMR parameters is that they are predicted less
reliably than are the NMR parameters of other light nuclei, as is
indicated by the substantial deviation in the slope from unity,
signifying that the errors arise from a systematic flaw in the
calculations. At the basis-set limit, the GIPAW method predicts
a slope of −1.22 ± 0.02 at the PW91 level. Comparable
systematic errors have been reported in calculations performed
at similar levels of theory,24,23 where it has been shown that
altering the computed band gap by applying potentials to
certain molecular orbitals corrects systematic flaws in the
calculations. Such a correction is empirical and the size of the
potential is dependent on the system.
Considering the results in Table 5, the GGA and meta-GGA

functionals overestimate the slope substantially. Hybrid func-
tionals decrease the slope, with the best result of −1.10 ± 0.02
obtained from the B3PW91 functional, and reduce the
magnitude of the discrepancy so that the slope is within the
range of values computed for the other nuclei. This finding
suggests that large changes in the magnetic shielding can be
induced by the method for calculating the exchange energy.
There are two lines of evidence that suggest that the errors in
the calculated values are related to the exchange functional.
Moving from the GGA-PBE functional (0% HF exchange) to
the PBE0 functional (25% HF exchange), the slope of the
correlation line is changed from −1.18 ± 0.02 to −1.10 ± 0.02,
suggesting that increasing the proportion of exact exchange to
around 50% would eliminate deviations in the slope. Jameson
et al. have proposed an absolute reference for 19F where the
shielding of CFCl3 is 188.7 ppm.208 Changing from the PBE
functional to the PBE0 functional changes the extrapolated
reference shielding from 131 ± 3 ppm at the PBE level to 162
± 3 at the PBE0 level, consistent with an ideal functional that
uses approximately 50% HF exchange. See Figure 5(c).

5.4. Discussion of 31P results. The 31P results in Table 5
reveal only small deviations between the different classes of
functionals for calculations of 31P magnetic shielding. In

Figure 6. (a) Differences in computed shielding between the GGA-
PBE functional and the hybrid GGA-PBE0 functional. (b) Differences
in computed shielding between the GGA-PBE functional and the
meta-GGA-TPSS functional.
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particular, the slopes of the best-fit lines are the same, to within
experimental error. The largest deviations between functionals
are seen in the reference shieldings. Jameson et al. suggest a
reference shielding for H3PO4 of 328.4 ppm.209 The results,
shown in Figure 5(d), mirror those obtained for 13C and 19F.
As with those nuclei, use of a hybrid functional always results in
an improvement over the pure DFT functional. In addition,
improvement is found for the meta-GGA-TPSS functional over
the GGA functionals.

6. CONCLUSIONS

Consideration of intermolecular effects is essential when
calculating NMR parameters for crystalline materials. The
periodic GIPAW method, for example, accounts for inter-
molecular interactions that are not predicted by calculations on
isolated molecules (especially in systems containing networks
of intermolecular hydrogen bonds). The use of symmetry-
adapted-cluster (SAC) models yields similar results to those
obtained using GIPAW, showing the importance of inclusion of
intermolecular effects in predicting magnetic shielding in solids.
The use of the GIPAW and GIAO/SAC methods for

calculating the magnetic shielding of 13C, 15N, 19F, and 31P
nuclides in insulating molecular solids demonstrates that one
may systematically model a wide variety of solid-state
environments with either method, if one uses a sufficiently
large basis. This result is demonstrated on a database consisting
of 72 crystalline materials with a total of 131 unique NMR-
active lattice sites. Computed magnetic shieldings extrapolated
to the basis-set limit show that the two methods predict
correlation lines that show no statistical difference at the 95%
level for all nuclei except 19F. In the case of 19F, the correlation
between experimental chemical shifts and calculated magnetic
shielding yields a slope closer to unity with the SAC method.
The effects of various model chemistries on computed

magnetic shielding have been assessed using the SAC model.
Six exchange-correlation functionals have been examined,
representing the GGA, hybrid GGA, meta-GGA, and hybrid
meta-GGA classes. There is essentially no difference in
computed magnetic shielding between GGA functionals
(PW91 and PBE) for any of the nuclides studied here. Hybrid
GGA functionals yield results that are often quite different from
those determined with pure DFT functionals. For 13C, 19F, and
31P, the additional flexibility of using hybrid functionals leads to
improvement of the predicted magnetic shielding with values
determined on established absolute scales. In particular, for 19F
magnetic shielding, the use of hybrid functionals substantially
decreases the slope of the correlation between calculated
shielding and experimental shift from −1.18 when using GGAs
to −1.11. For 19F, we suggest that increasing the proportion of
HF exchange beyond the standard 25% may further improve
agreement with experiment, although this result needs to be
explored in more detail. Calculations of 15N magnetic shielding,
in contrast to the other nuclei, appear to be worsened by the
admixture of exact exchange, as indicated by a slope that is
further from unity and a reference shielding that differs more
substantially from established scales. The use of the meta-GGA-
TPSS functional leads to improvement over the GGA
functionals for all four nuclei.
It is also noteworthy that 13C magnetic-shielding parameters

obtained by pure DFT methods can be grouped into distinct
subpopulations based on the hybridization of the carbon site.
However, use of hybrid DFT functionals does not lead to

distinct subpopulations, allowing all carbon species to be
described with a single set of linear-regression parameters.
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