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Abstract. Studies in psychology show that not all facial regions are
of importance in recognizing facial expressions and different facial re-
gions make different contributions in various facial expressions. Moti-
vated by this, a novel framework, named Feature Disentangling Machine
(FDM), is proposed to effectively select active features characterizing fa-
cial expressions. More importantly, the FDM aims to disentangle these
selected features into non-overlapped groups, in particular, common fea-
tures that are shared across different expressions and expression-specific
features that are discriminative only for a target expression. Specifically,
the FDM integrates sparse support vector machine and multi-task learn-
ing in a unified framework, where a novel loss function and a set of con-
straints are formulated to precisely control the sparsity and naturally
disentangle active features. Extensive experiments on two well-known
facial expression databases have demonstrated that the FDM outper-
forms the state-of-the-art methods for facial expression analysis. More
importantly, the FDM achieves an impressive performance in a cross-
database validation, which demonstrates the generalization capability of
the selected features.

1 Introduction

Facial activity is one of the most important cues to perceive emotion and inten-
tion of a human. Accurate and reliable analysis of facial expressions is imperative
to fulfill the demands of emerging applications, such as online /remote education,
interactive games, intelligent transportation systems, and many other HCI re-
lated applications.

Previous work has shown that not all facial regions but only a few make
contributions for expression analysis [3]. More specifically, the most important
facial features are extracted from the regions like mouth and eyes [3], since the
muscular movements in these regions invoke the expression. These discoveries
indicate that features employed in facial expression analysis are sparse and thus,
it is important to select the features that are the most effective to characterize
facial expressions. To capture the sparsity pattern in features, sparse-coding



2 P. Liu, Joey T. Zhou, Ivor W. Tsang, Z. Meng, S. Han, Y. Tong

____positive samples

positive samples

\\

fear surprise

..:.wl_ l-;
- o Tl *] o«

‘\ /
. E ' u ' negtive samples
I

[ [
feature vector Task?2 -- surprise

( ]
o O o g
\. 5 E Y,
negtive samples

Taskl -- fear

Fig.1. An FDM performs feature selection and disentangling, simultaneously, using
two expressions as an example. Green boxes in the two face images represent the
common features shared across the two expressions (fear and surprise) with the cor-
responding bits (marked by green stars) activated in the feature vectors; blue or red
boxes denote expression-specific features for the target expression (fear or surprise)
with the corresponding bits (marked by blue circles or red triangles) activated. The
bits marked by dark gray in the feature vector correspond to inactivated features for
the target expression. Best viewed in color.

based feature learning approaches [33,8,31,14,16,2,39,32] have been employed to
extract underlying “edge-like” features from facial images.

Furthermore, the evocation of different expressions may involve the muscu-
lar movements from the same facial regions, which could be treated as common
features across different expressions. The existence of common features implies
the relationships between different tasks, i.e., recognizing different expressions.
These relationships cannot be captured in a single-task learning (STL) frame-
work, where each facial expression is recognized individually. In contrast, multi-
task learning (MTL) [29] is more suitable to exploit the potential information
shared between related tasks to enhance the recognition performance for all tar-
get expressions.

Most recently, Zhong et al [40] proposed to divide the sparse features into
two groups, i.e., common features and expression-specific features, through a
two-stage multi-task sparse learning (MTSL) framework and achieved promis-
ing results in facial expression analysis. Specifically, common features that are
active for all expressions are extracted by an MTSL model considering all ex-
pressions; while expression-specific features, learned by a separate MTSL model,
are active in recognizing a specific facial expression and are important for face
verification as well. Since common features and expression-specific features are
learned sequentially and independently, these two groups can be overlapped.

Intuitively, it is desired to disentangle expression-specific features from the
common features. Inspired by the recent work of Sparse Support Vector Ma-
chine (SSVM) [24], which employed a novel feature selection vector to pre-
cisely control the sparsity of the selected features, we propose a unified MTL
framework, named Feature Disentangling Machine (FDM), to simultaneously
select and disentangle common features and expression-specific features. As il-
lustrated in Fig 1, a set of common features represented by green boxes in the
two face images are effective to recognize both fear and surprise expressions;
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while expression-specific features (represented by blue boxes for fear and red
boxes for surprise) are only employed when recognizing the target expression.

Compared with the previous work [40], a novel loss function is proposed in
the FDM together with a set of novel constraints to precisely control sparsity
and naturally disentangle active features into common and expression-specific
groups. Hence, features in any two groups are mutually exclusive. To the best of
our knowledge, this is the first work to achieve this. By utilizing an MTL setting,
FDM is capable of making fully use of underlying commonality between different
facial expressions, which intends to enhance the generalization capability of the
selected features. Furthermore, FDM is a general framework and can be applied
to various multi-task problems.

Extensive experiments on two well-known facial expression databases have
shown that the FDM outperforms the state-of-the-art methods in facial expres-
sion analysis. More importantly, in a cross-database experimental validation, the
features selected for the Extended Cohn-Kanade (CK+) database [10,17] are also
effective in recognizing expressions for the JAFFE database [18].

2 Related Work

As detailed in the surveys [19,35], extensive efforts have been devoted to facial
expression analysis. As detailed in the surveys [19,35], extensive efforts have been
devoted to facial expression analysis. Generally, facial expression recognition can
be performed in three major steps: feature extraction/learning, feature selection,
and classifier construction.

First, features are extracted from static images or videos to capture fa-
cial changes in appearance or geometry, which are related to a target expres-
sion. These features can be human-crafted including Gabor wavelet coefficients
[37,36,25,1], Haar features [27,30], Histograms of Oriented Gradients (HOG) [9.,4],
histograms of Local Binary Patterns (LBP) [38,26,22], or learned in a data-driven
manner including sparse-coding based approaches [33,8,31,14,16,2,39,32,15] and
deep learning framework [21].

As shown in the psychological studies [3], information extracted around nose,
eyes, and mouth is more critical for expression analysis. Moreover, the acti-
vation of facial regions varies among different expressions. Consequently, fea-
tures selected from different facial regions should make different contributions
in expression analysis. To achieve this goal, boosting-based feature selection
approaches, which aim to automatically adjust the weights of features, have
been employed [1,27]. Zafeiriou and Pitas [34] proposed discriminant expression-
specific graphs to select expression-specific facial landmarks. However, these ap-
proaches have been performed in an STL setting, where each target expression
has been treated independently despite the fact that the same set of facial mus-
cles can be contracted when activating different facial expressions [10]. More
recently, Zhong et al [40] proposed a two-stage MTSL framework to sequen-
tially locate common and specific facial patches, which are discriminative to all
expressions and a specific expression, respectively.

Compared with the previous work in feature selection, the proposed FDM
considers the interactions between expression-specific and common features among
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different expressions in an MTL framework. More specifically, our work differs
from the two-stage MTSL-based method [40] in two aspects. First, feature selec-
tion and disentangling are performed jointly in a unified framework, via mini-
mizing a novel loss function. Second, the proposed constraints ensure that there
is no overlapping for any two feature groups.

Given the selected features and a training dataset, a pre-specified classifier
is employed to construct a facial expression recognizer for a target expression.

3 Methodology

In this section, we first give a brief review on SSVM [24], based on which the
proposed FDM is derived. Then, the proposed FDM framework will be presented
together with an efficient algorithm for solving the FDM.

3.1 A Brief Review on Sparse Support Vector Machine

Given a set of N labeled images {xi,yi}fll, where x; € R™ is a feature vec-
tor! extracted from the i'* sample and y; € {£1} represents the expression
label, a linear decision hyperplane with the corresponding weight vector w =

T
[w1, ..., w,] € R™ can be estimated in a linear SVM through minimizing an
objective function as follows:

N

min 2 (||wlp) +7 ) loss(—yiw”x;) (1)
i=1

where v is a positive parameter to balance the complexity of the model and the
fitness of the decision hyperplane. loss(+) is a loss function, where various choices
of loss, such as quadratic loss and 0-1 loss, can be employed. Among them, hinge
loss has been proven to be effective in classification problems, and is adopted
in this work. £2(w) is a penalty term to control the characteristics of w. For
example, [; norm [15] and mixed l5; norm [40] have been employed to model the
sparsity patterns in features.

Recently, Tan et al [24] proposed SSVM, which employed a feature selection

vector d = [dy, - -- ,dm]Te D, where D = {d| Z;n:ldj <r,d; €0, 1}}, to select

a subset of features for classification. Through specifying the value of parameter
T, the sparsity pattern in the data can be well controlled so that

wix=(wod) x=w!(dox) (2)

where d; = 1 when the 4t feature is selected and otherwise dj = 0; “o” denotes
the element-wise multiplication.

! In this work, histograms of LBP features have been employed to represent images,
while other features such as HOG and Gabor wavelet features can be employed as
well. Implementation details of LBP features can be found in Section 4.
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Hence, the objective function (Eq. 1) of SSVM [24] is formulated as:

. gl Z _
min min 2HWHz & —p

(3)

s.t. yi\TvT(xiod)Zp—ei,zzl,---,N.

where € and p are parameters used to generate a soft margin for non-separable
classification problems. Then, the optimal w can be used to construct the clas-
sifier with a subset of selected features specified by d.

The SSVM proposed in [24] has been proven to be efficient and effective in
various classification problems. However, it is in an STL setting and has not
considered the interconnections between related classification problems, while
facial expression recognition has been shown benefiting from MTL by exploiting
information shared between different expressions [40]. By taking advantage of the
underlying shared commonality, we propose an FDM to disentangle expression-
specific and common features by extending the SSVM to an MTL framework.
By introducing a novel joint objective function and novel constraints, the FDM
aims to capture and utilize the interconnections among multiple expressions via
the common features.

3.2 Formulation for the FDM

To simplify the discussion, we only discuss an MTL expression recognition prob-
lem considering two target expressions, denoted as E; and Es, at the same time.

Then, each image sample can be represented by a triplet {xi,yf 1,yf 2} 1=

1,---, N, with two expression labels (yZE ' and yZE *). Specifically, if only one of
the target expressions, e.g., Fq, is activated in the image, yfl =1 and y? =—1,
and vice versa; while if neither F; nor Es is activated, both the expression labels
are set to -1.

In order to select expression-specific features, two expression-specific feature
selection vectors denoted as dE1 and dE2 are introduced for tasks E; and Ej,
respectively. In addition, a common feature selection vector denoted as d” s
used to select common features that are effective and shared in recognizing all
expressions.

Therefore, the objective function in Eq. 3 can be extended to recognizing
both expressions simultaneously in an MTL framework as follows:

min min (||w 13+lw 1) + gﬁ[ D] = (o)

B, By FEq B
{d"1d"2d%cD} (wLw 2 L 2 py, 92}2

By El)T [

s.t. y; (w o(dE1—|—d )}Zm—ﬁi i=1,---,N,

Y (W

Eq EQ)T [

Eo Ec Eo .
o(d +d )]ng—ei i=1,---,N.

(4)
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where the sparsity of features is controlled in the three feature selection vectors
E E Ec .
(ie.,d ' ,d 2, and d ) by three parameters 71, T2, and 7., respectively as follows

Zdjlng Zdj2§7-2 ZdeSTC djlade?deE{()?l} (5)
j=1 ' '

Furthermore, to ensure that there is no intersection between any two sets of
features, i.e., a feature can be selected by at most one subset, we propose a novel
constraint formulated as:

Eq Eqy Ec .

Therefore, by minimizing the proposed joint objective function (Eq. 4) with
novel constraints (Eq. 5 and 6), the FDM framework is capable of simultane-
. . Eq Eo .
ously finding the optimal hyperplanes (represented by w = and w ~ ), expression-
specific features, and common features, for classifying the two expressions. In the
discussion below, we will present an efficient algorithm to solve the FDM.

3.3 Algorithm for Solving Feature Disentangling Machine

To solve the FDM, the Lagrange multiplier method with KKT condition is em-
ployed to transform the original inner problem (Eq. 4) into its dual formulation,
and then the solution to the original problem can be found by solving the cor-
responding dual problem as:

(aFiaP2gEe ) o Ligm1gP2qeey (@ B) =
2
1 By Eq Ee 1
i - ;| (d d ) z:| - —a’
e w3 e (47 +d7)ox] | - 5ata
1 ’ 1
Eg Eg Ec T

N N
s.t. Zaizl, 25121, a; >0, [; >0, fori=1,--- N,
1=1 i=1
{dEl,dEQ,dEC} c D,

where D= {{dEl, dEQ, dEC}

m m m

Eq Eq Ec
§ dj S T1, E dj S T2, E dj S Te,
Jj=1 Jj=1 Jj=1

E,1 By _E.

Eq Ey Ec
a and B are dual variable vectors for the inequality constraints in the inner
minimization problem (Eq. 4).

(7)

d; 6{071}7 fOszl,'-',m}
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The saddle point problem (7) can be lower bounded by:

r(rxl%i {dElglElg,ldEc}L{dEldeQ:dEc}(a”B) -
2
max min L Zaiyfl [(dEl + dEc> o xz} — iO«Touc
o, {dEl’dEQ’dEC} 2 : Y
2
- > (% a™)ox]| - 58

(8)

sty ai=1,) Bi=10a;>0, 8;>0, fori=1,..,N, {d",d" d"}eD

By bringing an additional variable 6, the above optimization problem becomes:

E{ _Eo _E.
gn;})é —0:0 > _L{df{df%dfc}(a, B), v{d, 1, d, 2> d, €D 9)

which is a convex Quadratically Constrained Quadratic Programming (QCQP)
problem.
Define p; > 0 as the dual variable for each constraint in Eq. 9 [24], the
Lagrangian of Eq. 9 can be rewritten as:
—1

. E\T v T 1 Eq
min max— (o o E XX + —-T)(ax o
pEM o8 2 (eroy ™) 7 e v Jeoy™)

—1

1
5 Boy™) (o uXPXP + Ty (Boy"™)
t

T 10
whereX{El:[X1O(dfl+dfc)a'“,XNO(dfl‘f'dfc)] 1o

T

XE = [x1 0 (@ +d5), xy o (a +dF)]
M={pl Y pe=1,p >0}

where Z represents an identity matrix.
Eq. 10 is a Multiple Kernel Learning (MKL) problem, in which the kernel

T T
matrix 3, 1 X X and 3, e X2 X2 are both convex combinations of

|D| base kernel matrices X' X7 ! and X[ XfQT. However, not all constraints
in Eq. 9 are active at optimality. Therefore, the problem can be solved efficiently
and effectively by cutting plane algorithm [11]. The overall algorithm of solving
FDM is described here and summarized in Algorithm 1.

Denote the subset of constraints by C € D. First, the dual variables a; and 5;
are set to % fori=1,---, N for initialization. A combination of feature selection

vectors, denoted as D = {dEl, dEQ, dEC} € D, which violates the constraints (Eq. 5
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and 6) the most, are obtained. Then, two steps, i.e., estimating the new a and
B with MKL and finding the most violated feature selection vectors (D), run al-
ternatively until converge. By introducing constraints for the expression-specific

E E
feature selection vectors (d = and d ~) and the common feature selection vector
Ec

d , it is ensured that the features in any two subsets are mutually exclusive.
This is known as “Feature Disentangling”.

MKL with a subset of kernel matrices Inspired by previous work on SSVM
[24], we apply SimpleMKL [20] to solve the MKL problem defined on the subset
of kernel matrices selected in C. e .

In this step, since the feature selection vectors (d 1, d” andd °) are fixed,
we can solve the MKL problem corresponding to the following primal optimiza-
tion problem:

) E12 i
in ElE—Z—nw 2+

N
E E Z
,UEM,W l,W 27P17p2a ,€ =1
N

S w2 2

-, Z (LSl gD
) (1)
ElT_El Eq Ec ] Eq .
S.t.Z(W ) |y, xio(d  +d )| >p1—¢ Vi=1,---,N
t=1 i i
K
B, T
> (w)

t=1

[ E

y@'QXio(dEQ%—dEc)-Zpg—ef2 Vi=1,---,N

Since d 1, d”’and d"“are fixed here, Eq. 11 actually becomes a combination of
two SSVMs (SSVM ™" and SSVM"?). The problem can be solved by optimizing
the parameters of SSV M "t and SSVM™ in an iterative way. For solving each
sub problem SSVM"™" or SSVM ™, we employ SimpleMKL [20], following [24].

Finding the most violated feature selection vectors by a Knapsack

problem solver To find D= {dEl, dEQ, dEC} € D in Eq. 9, we propose to solve
the equivalent optimization problem:

max %i d +d Z d —|—d)

{d"1d"2d"% yep

Eq Eo
where c; = Z QG YT ¢, = Zﬁiyil'ij
i=1 i=1
m m m
Eq Eq E¢
s.t. Zdj < T Zdj < To; Zdj < Te;
Jj=1 Jj=1 j=1

Eq Eo E. Eq Eq Ee '
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Based on Eq. 12, the problem becomes a binary and linear programming
problem, more specifically, the Knapsack Problem [28]. Various methods such
as dynamic programming and greedy algorithm have been proposed to solve
this problem efficiently and effectively. In this work, we adopt the optimization
toolbox [7] provided by MATLAB to solve the problem.

Initialize «;, B; as % for s =1,---,N; Find the most violated feature
selection vectors D = {dE1 : a” : dEc} and let C = {D};
repeat

Initialize u = [1]7;

repeat

| Find the optimal u, o and 8 by simpleMKL
until convergence;

Find the most violated feature selection vectors D = {dE1 : a” : dEC}
make C = C U {D}
until convergence;
Algorithm 1: Algorithm of Feature Disentangling Machine
Once the optimal solution of feature selection vectors are estimated, we em-
ploy expression-specific features specified by d® or dE2, together with common

features specified by d” to train a classifier to recognize the target expression.
In this work, the LIBLinear software [6] is adopted for constructing classifiers.

3.4 Computational Complexity
As shown in Algorithm 1, in each iteration, two major steps run alternatively:

solving two sub problems of MKL and searching for the most violated feature
selection vectors D. For the first step, linear base kernels are employed; and the
LIBLinear [6], which scales linearly in the number of samples N and the feature
dimensions m, is adopted in solving the two sub problems. Hence, the time com-
plexity of the first step is O(mN). For the second step, we employed the MAT-
LAB function bintprog in our experiments, which uses a linear programming-
based branch-and-bound algorithm with polynomial complexity [7]. Other meth-
ods like dynamic programming could be used to achieve a linear complexity of
O(mT), where 7 is the maximum capacity of the Knapsack problem. For a mul-
ticlass problem with K classes, the overall computational complexity can be
O(K?*m(N + 7)) using an one-versus-all strategy.

4 Experimental Results

In order to evaluate the proposed FDM framework, extensive experiments have
been performed on two well-known facial expression databases: Extended Cohn-
Kanade (CK+) database [10,17] and JAFFE database [18].

Preprocessing Images and Feature Extraction For preprocessing purpose,
the face regions across different facial images were aligned to remove the scale
and positional variance ? and then cropped to 96 x 64. Each cropped face image

% In this work, the face region was roughly aligned based on eye positions detected by
an eye detector.



10 P. Liu, Joey T. Zhou, Ivor W. Tsang, Z. Meng, S. Han, Y. Tong

was further divided into 7 x 7 non-overlapped patches. In this work, a uniform
LBPg ; pattern was employed to compute LBP features at each pixel location.
Then, a histogram with 59 bins were calculated for each image patch. Hence,
each image was represented by a feature vector with 2891(7 x 7 x 59) features.
This preprocessing strategy was adopted for both databases we employed.
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Fig. 2. An illustration of the FDM training procedure.
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Multi-task Learning Configuration and Experimental Setup As shown
in Fig. 2, an FDM is trained to select features for a pair of expressions simultane-
ously. For the FDM, the parameters 7, and 75 are set to 500 and the parameter
T. is set to 250 empirically in all experiments. For recognizing P expressions,
there are a total of (123 ) FDMs needed. 3 As a result, P — 1 sets of features can be
selected and extracted for each expression, from each of which a binary classifier
can be trained. In this work, the Ls-loss Lo-regularized SVM implemented in
the LIBLinear [6] was adopted for constructing the binary classifiers. Given a
testing image, the expression label was estimated using an average rule such that
the final recognition score is an average of the P — 1 classification scores.

4.1 Experiments on the CK+ Database

The CK+ database contains 327 expression-labeled image sequences, each of
which has one of 7 expressions, i.e., anger, contempt, disgust, fear, happiness,
sadness, and surprise activated. For each image sequence, only the last frame (the
peak frame) is provided with an expression label. To collect more image samples
from the database, we selected the last three frames from each image sequence. In
addition, we also collected the first frame from each of the 327 labeled sequences
for “neutral” expression. Through this way, an experimental data set named
CK-DB with a total of 1308 images is built. Then, we employed an 8-fold cross-
validation strategy. The CK-DB was divided into 8 subsets, where the subjects
in any two of subsets were mutually exclusive. For each run, 7 subsets were
employed for training and the remaining one for testing. We performed such 8
runs by enumerating the subset used for testing; and the recognition performance
was computed as the average of the 8 runs.

3 Fy — E5 and E5 — E; are treated as the same combination.
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Performance Evaluation on the CK-DB We first compared the proposed
FDM framework with five baseline methods. The first method, denoted as LOG,
employed an Ly regularized logistic classifier. The second method, denoted as
Lo Lo, employed an Lo-loss SVM with Lo regulation. Both LOG and Lo Lo have
no feature selection ability. The third method, denoted as LsLq, employed an
Lo-loss SVM with L regulation. The fourth method employed the SSVM [24].
The fifth method, denoted as F'DM,,,.¢, only employed the expression-specific
features selected by FDM for recognition. All the baseline methods, except the
LOG, employed the hinge loss. The regulation term is ||w||;, for Ly regularization
and ||w/||;, for Lo regularization.
Quantitative experimental results Classfication Rate
were reported in terms of average o
classification rate, hit rate, false pos- o
itive rate, F1 score, and Area Un-
der Curve (AUC) score. As shown in s e——
Fig. 3, the proposed FDM outper- zf ]
formed all baseline methods drasti- 0 il }IL_-MMD_LJDDLL
cally in terms of the average classi- ! T
fication rate (0.977), the average hit oo
rate (0.978), the average false posi-
tive rate (0.023), the average F1 score ossf
(0.908) and the average AUC score °° ang  ds  fer  hap  sad  sur
(0.989) of the 6 basic expressions, i.e., (mmron S EEoc B m— m———

Hit Rate

Area Under Curve
T

anger, disgust, fear, happiness, sad-
ness, and surprise 4.
From Fig. 3, we can find that the

FDM yielded a significant improve-

Fig. 3. From top to bottom, performance
comparison on the CK-DB in terms of av-
erage classification rate, hit rate, false pos-
itive rate, F1 score and AUC score for 6
basic expressions. Best viewed in color.

ment in F1 score compared to the

methods without feature selection, i.e., LOG (0.818) and LoLo (0.822), which
demonstrated the effectiveness of feature selection and disentangling. Not sur-
prisingly, the FDM outperformed the methods with feature selection in an STL
setting, i.e., LyL; (0.779) and SSVM (0.821) thanks to the multi-task learning;
it also outperformed the one without common features, i.e., F DM, (0.814),
which demonstrates the importance of the common features in expression recog-
nition.

Furthermore, we compared the proposed FDM method with the state-of-the-
art methods evaluated on CK+ or the original Cohn-Kanade database [10] °
including methods without feature selection denoted as PGKNMF [32], select-
ing features by AdaBoost in an STL setting (AdaGabor [1] and LBPSVM [23]),
and selecting and disentangling features sequentially based on MSTL denoted as
CSPL [40]. The experimental results reported in their papers were used directly

* We did not recognize the “contempt” and “neutral” for a fair comparison with the
state-of-the-art methods evaluated on the original Cohn-Kanade database [10].

® Cohn-Kanade database [10] is an early version of CK+ and contains a subset of
CK+ data (i.e., 320 image sequences with expression labels [23]).
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Table 1. Performance comparison on the CK+ database in terms of average classifi-
cation rate for 6 expressions.

CSPL [40]|AdaGabor [1]|LBPSVM [23]|PGKNMF [32]|FDM
0.899 0.933 0.951 0.835 0.977

for comparison. As shown in Table 1, our proposed FDM framework outper-
formed all the state-of-the-art methods in comparison in terms of the average
classification rate (0.977). It is worth to mention that the FDM performed bet-
ter than the MSTL-based method (CSPL) because of the jointly selecting and
disentangling the common and expression-specific features.

0 | 'E'-"'Efl i

Disgust-Surprise

Disgust-Sadness

Fear-Sadness

Fig. 4. An illustration of the selected image patches for recognizing the six basic ex-
pressions in CK+ database. Green boxes represent common features selected for the
pair of expressions; blue or red boxes represent expression-specific features for the tar-
get expressions in the pair, respectively. For example, for the pair of Anger-Surprise,
the features in the green boxes are selected to recognize both anger and surprise; the
features in the blue boxes are only sensitive to anger, while the features in the red
boxes are only sensitive to surprise. Best viewed in color.

Analysis on Patch Selection Results in the CK+ Database To analyze
what information each selected patch provides for expression recognition, a data
analysis on the patch selection results was performed. As shown in Fig. 4, patches
selected through FDM were marked by boxes. Only a few patches are selected
for each target expression, which demonstrates the sparsity in active features.
Specifically, patches enclosed in green boxes were selected as common features for
both expressions in the FDM, while the patches enclosed in red or blue boxes
were selected as expression-specific features for the corresponding expression,
respectively. These selected patches contain the most discriminative information
to characterize the corresponding expression.
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From Fig. 4, we can find that most of the selected common patches are located
around lip, which coincides with the psychological studies [3]. Furthermore, the
expression-specific patches for the target expression are closely related to the
facial Action Units (AUs) [5] that describe the corresponding expression. For
example, the expression-specific patches selected for anger are either located
around the lip (in the middle of the second row in Fig. 4), which are related
to AU23 (Lip tighten), or around the eyebrows (in the middle of the first row
in Fig. 4), which are related to AU4 (Brow Lowerer). AU23 and AU4 are the
primary AUs to describe the anger expression [17]. Similar results can be found
in other expressions.

4.2 Experiments on the JAFFE Database

The proposed FDM framework has been also evaluated on the JAFFE database,
which consists of 213 images from 10 Japanese female subjects. For each sub-
ject, there are 3 or 4 examples of each of the six basic expressions and “neutral”
expression. The experimental results on the JAFFE database are used to demon-
strate the cross-database generalization ability of the FDM.

Cross-database Validation To evaluate the generalization ability, we per-
formed a cross-database validation, where the features were selected and/or the
classifiers were trained on the CK+ database; while the performance was tested
on the JAFFE database. Particularly, we employed two different experimental
settings, namely FDM®” and FDMC. In FDMC®" | the features were selected
by an FDM trained from CK-DB, while the classifiers were trained on JAFFE
database using a leave-one-subject-out training/testing strategy. In FDM®,
we employed the selected features and the trained classifiers from CK-DB to
perform test directly on the JAFFE database ©.

The generalization across database is usually low in previous work. Shan et
al [23] trained selected LBP features using SVMs on Cohn-Kanade database and
tested the trained system on the JAFFE database. An average classification rate
about 41% for 7 expressions (6 basis expressions and neutral) was obtained in
their work [23]. From Table 2, we can find that both FDM¢/ and FDM®¢
performed much better than [23]. Furthermore, even the training was performed
on the CK-DB exclusively in FDM? | the proposed method could achieve sat-
isfactory recognition performance on the JAFFE database. This further demon-
strated that the features selected and disentangled by the FDM captured the
most discriminative information for expression analysis, which can be generalized
across different data sets.

Performance Evaluation on the JAFFE Database In addition, we also
evaluated the FDM trained and tested on the JAFFE database with a leave-
one-subject-out training/testing strategy. To make a fair comparison, we only
compared with the-state-of-the-art methods employing the leave-one-subject-out

6 In order to recognize the neutral expression, feature selection and classifier training
were performed on the CK-DB for FDM®C and FDM®”.
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Table 2. Cross-database validation, trained on the CK+ database and tested on the
JAFFE database, in terms of average classification rate for 7 expressions (6 basis
expressions and neutral). In [23], LBP features were employed and fed into SVM with
three different kernels, i.e., linear, polynomial, and RBF, respectively. In FDM®” | the
features were selected from CK+, but the classifiers were trained from the JAFFE;
while FDM®C employed the selected features and the trained classifiers using CK+.

Ada+SVM(Linear) [23]|Ada+SVM(Poly) [23]|Ada+SVM(RBF) [23]|FDMC’ |FDMCC
0.404 0.404 0.413 0.901 | 0.882

Table 3. Performance comparison on the JAFFE database in terms of average classi-
fication rate for 7 expressions (6 basis expressions and neutral).

SLLE [13]|SFRCS [12]|Ada+SVM(RBF) [23]|FDM 7/
0.868 0.860 0.810 0.897

strategy and recognizing 7 expressions (six basis expressions plus “neutral”). As
shown in Table 3, the FDM”’ outperformed the other methods in comparison.

Note that the performance of the FDM®® shown in Table 2 is similar to
that of the FDM”” trained on the JAFFE Database; and the FDM®" achieved
the best performance among all the methods reported in both Table 2 and 3.
This implies that the FDM can be adopted in a transfer learning framework. It
would be especially useful when the image dataset that was used to train the
original classifiers cannot be accessed. Better recognition performance can be
achieved by employing the features selected by the original classifiers together
with a few labeled images in the new application.

5 Conclusion and Future Work

In this work, we propose a novel FDM framework to perform feature selec-
tion and disentangling simultaneously and jointly through a multi-task learning
framework. Specifically, two types of feature selection vectors are proposed for
common features and expression-specific features, respectively. Furthermore, a
novel loss function and a set of constraints are formulated to precisely control
the sparsity and ensure non-intersection between different feature groups. In this
way, the most discriminative features for recognizing the target expression can
be selected and categorized into non-overlapped groups. As demonstrated in our
experiments, the proposed FDM outperformed all methods in comparison in-
cluding the state-of-the-art techniques evaluated on two public facial expression
databases. More importantly, the FDM yields impressive performance in the
cross-database validation. In the future, we will evaluate the FDM on sponta-
neous facial displays. Furthermore, the FDM will be adopted to recognize facial
action units (AUs), where common features learned by the FDM are expected
to capture correlations among AUs.
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