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1.1 The Fundamental Problems
The majority of commercial drugs being used today in both developed and
developing countries are based on natural products.1 Most of these products
are based upon plants, but research into animal venoms holds great poten-
tial for the discovery of novel medicinally useful natural products.2,3

Knowledge of the evolutionary origins of venom proteins/peptides and the
forces shaping the biodiversity seen today is crucial for efficient biodiscovery.
In addition, efficient utilisation of venom toxins in drug design and devel-
opment cannot be achieved without recognition of the true biochemical,
ecological, morphological, and pharmacological diversity of venoms and
associated venom systems. A major limitation of the use of venom proteins
thus far has been the very narrow taxonomical range studied. Entire groups
of venomous animals remain virtually ignored. Those that have been
examined have apparently been selected due to their medical signicance or
ease of collection, rather than as a result of their ecological or evolutionary
uniqueness.
Venom is dened as “a secretion, produced in a specialised gland in one

animal and delivered to a target animal through the iniction of a wound
(regardless of how tiny it may be), which contains molecules that disrupt
normal physiological or biochemical processes in the victim so as to facilitate
feeding or defence by the producing animal”.4 This denition encompasses
creatures normally considered venomous (e.g., scorpions, snakes, and
spiders) as well as animals that have not been traditionally recognised as such
(e.g., leeches, ticks, and vampire bats). Acknowledgement of the evolutionary
analogy of the recruitment and use of toxins in all these animals increases the
number of known independent occasions in which venom has evolved
independently. In addition, this acknowledgement improves our under-
standing of the factors underlying the evolution of venoms and their associ-
ated proteins while also drawing attention to the vast pool of unstudied
toxins. Venom has been a key innovation in the evolutionary history of an
incredibly diverse range of animals. Even using the traditional denition of
venom, venom systems are believed to have evolved independently on at least
20 occasions in extant lineages (Figure 1.1). Intriguing fossil evidence has also
led to speculation about the possibility of extinct venomous lineages repre-
sented by the theropod dinosaur Sinornithosaurus5 and the extinct pantolestid
mammal Bisonalveus browni.5 If lineages such as ticks, leeches, vampire bats,
etc. are rightfully recognised as venomous, the number of independent
evolutionary events in which venom has arisen increases to over 30.
The evolutionary selection pressure upon defensive venoms (e.g., those of

sh and bees) is largely directed at the development of streamlined venom
that has the primary action of immediate, intense localised pain.6–8 In
contrast, predatory venoms are shaped by a classic co-evolutionary arms race,
where evolving venom resistance in prey and the evolution of novel venom
composition exerts reciprocal selective pressures on one another in a situa-
tion that conforms to the Red Queen hypothesis of Van Valen.9 Powerful



Figure 1.1 Schematic tree of venomous life in the animal kingdom. Coloured
branches indicate lineages that include members with venom
systems. Phylogeny based on the tree of life presented in Pennisi.145

Note that a number of animal lineages have been pruned from the
tree. Adapted from ref. 34.
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purifying selection pressures acting on predatory venoms for millions of
years have resulted in highly complex modern venom arsenals that consist of
potent compounds with exquisite target specicity. Variation in venom
composition is not only observed between different lineages, but also
between the closely related species within a clade.10 Intraclade differences in
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venom composition oen arise as a result of the evolution of prey-specic
toxins in species with specialised diets.11–13 Signicant variation in venom
prole has even been demonstrated within individual species with wide-
spread geographical distributions.14,15 Venom can also vary intraspecically
as the result of numerous other factors, including sibling differences16 and
ontogenic changes in prey preference17 or behaviour. In Sydney funnel-web
spiders (Atrax robustus), juvenile male spiders and female spiders of all ages
have similar insecticidal predatory venoms, whilst sexually mature males
(who stop feeding and leave the burrows in search of females) have a verte-
brate-specic defensive venom.18 It is this adaptive complexity and innova-
tion that makes predatory venoms ideal candidates for the discovery of
therapeutic lead compounds.
The majority of venom components have evolved to target physiological

systems reachable by the bloodstream. In particular, the neurological and
haemostatic systems have been convergently targeted via a myriad of inno-
vative pathways (Figure 1.2).4 A consistent feature of venom proteins is
a stable molecular scaffold of cross-linked cysteines19 (see Chapter 2 for
further details of disulde-rich toxin scaffolds); this characteristic appears to
facilitate modication of non-structural residues, which in turn facilitates
protein neo-/sub-functionalisation. A remarkable degree of convergence exists
not only in terms of toxin molecular scaffolding, but also in target specicity
and bioactivity.4 The superimposition of sequences from functionally
convergent toxins reveals tremendously useful information regarding struc-
ture–function relationships. An example of this is the platelet-aggregation
inhibiting RGD tripeptide motif. This motif has been independently derived
on numerous occasions within a myriad of distinct protein scaffolds, ranging
from snakes (two different occasions: disintegrins and three-nger toxins) to
a wide variety of invertebrate species, including ticks (e.g., Ixodes spp., Argas
spp., Rhipicephalus spp., Amblyomma spp.), tabanid ies (e.g., Tabanus spp.),
true bugs (e.g., Triatoma spp., Rhodnius prolixus), mosquitoes (e.g., Anopheles
spp., Aedes spp., Culex spp.), sand ies (e.g., Lutzomyia spp., Phlebotomus
spp.), leeches (e.g., Macrobdella spp., Placobdella spp.), and worms (e.g.,
Ancylostoma spp.).4,20 This reinforces the fact that biological targets within
prey animals are the primary drivers of the evolution of toxin structures.
Snakes, spiders, scorpions, marine cone snails, and sea anemones repre-

sent the majority of venomous organisms that have been studied, with other
venomous lineages remaining neglected. Moreover, even within these well-
studied lineages, there has been a signicant taxonomical bias. Partly as
a result of the limited taxonomic range studied, themajority of known venom
components remain poorly understood, and it is likely that many more
venom components await discovery. The complex nature of venom makes it
energetically expensive to produce. Hence, most venomous organisms have
evolved a highly sophisticated cocktail that can efficiently aid in predation
and/or defence, even when secreted in very small quantities. The small
amount of venom produced by many venomous organisms was a major
obstacle that impeded venom exploration in the past. Even in snakes, which



Figure 1.2 Convergence of toxin action in the animal kingdom. Sites of
haemotoxic (A) and neurotoxic (B) convergence in animal venoms.
Adapted from ref. 4.
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may produce copious amounts of venom, particularly large amounts (multi-
gram) were necessary for the discovery novel venom components that are
secreted in miniscule amounts. For smaller animals such as spiders, the tiny
amounts secreted made many species impossible to investigate using
protein-based approaches.
Another impediment to venom exploration has been the difficulty of

extracting venom from species that do not store secreted venom in readiness
for delivery, or that have venom delivery systems that are difficult to access or
stimulate. For instance, the venom delivery apparatus of non-front-fanged
snakes is located at the back of the mouth and, unlike those of many front-
fanged snakes, the venom glands do not contain an appreciable lumen for
venom storage, instead only secreting venom as required. Hence, it was very
difficult and time-consuming to obtain sufficient quantities of venom from
such snakes for the “proteome-only” oriented venom research of the past.
Even chemical stimulation of venom secretion (e.g., injection of pilocarpine
into the venom gland) has been unsuccessful in overcoming some of the
aforementioned complications, impeding venom research in a large group of
other organisms (e.g., coleoids, centipedes, non-front-fanged snakes,
spiders, and vampire bats). In some cases, these difficulties have been
overcome through the application of considerable amounts of time and
effort. For example, it took over 200 pilocarpine-stimulated milkings (venom
extraction) of Coelognathus radiatus to obtain 110 mg of crude venom, which
yielded 10 mg of pure a-colubritoxin in the rst study of a three-nger toxin
(3FTx) from a non-elapid snake.21 In other cases, however, the difficulties
described above have proven impossible to surmount.
With the advent of next-generation RNA sequencing, venom exploration

has become more efficient, as researchers can now rapidly construct
transcriptome libraries of entire venom glands, without depending on
proteinaceous venomous secretions directly. While transcriptomics will
rapidly yield full-length precursor sequences, the prediction of propeptide
cleavage sites, other than those that are conventionally dibasic, may be
impossible.22 Moreover, transcriptomics alone cannot unravel post-trans-
lational modications (PTMs), which are oen crucial for the biological
activities of venom components. For example, a sulfo-tyrosine PTM is
required for the bioactivity of lizard venom cholecystotoxin; synthetic
analogues lacking this PTM are completely inactive.23 For these reasons,
a combined proteomic–transcriptomic approach is essential for the most
effective venom exploration (see Chapter 3).
Genome information remains scarce for species other than those routinely

used as model organisms in genetics research. To date, genomes are avail-
able for only a few venomous animals. Knowledge of the location and orga-
nisation of venom-encoding genes can greatly increase our understanding of
their molecular evolutionary history. Availability of genomic information will
facilitate easier amplication of specic venom-encoding genes. Moreover,
this will enable researchers to use small amounts of tissue or other non-
destructive samples for sequencing of venom-encoding genes, not only
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making venom exploration in rare venomous organisms easier and more
sustainable, but also overcoming the difficulties of obtaining permits for
destructive sampling for research.
Another major problem that has affected venom research is the difficulty of

obtaining the venomous animals themselves. Most well-studied venomous
organisms have been those that are locally common in the regions in which
the research was performed. Researchers oen restrict their venom collec-
tion to species represented in local serpentariums or that are available from
other venom suppliers. Samples acquired from third parties in this manner
are oen associated with uncertainties regarding geographical origin and
sometimes even basic taxonomy. For example, the Sigma pharmaceutical
catalogue entry forOxyuranus scutellatus venom (see http://www.sigmaaldrich.
com/catalog/product/SIGMA/V3129) states “This venom may be from subspe-
cies O. s canni (Papuan taipan) or O. s scutellatus (Australian taipan) or
a mixture from both”; with a note that “Physical characteristics are almost
identical”. This is despite the existence of abundant research showing that
venomsmay vary appreciably across a relatively short continuous geographical
range, let alone the sort of variance that may occur between completely
disjunct localities. Considerable differences in toxicity and antivenom
coverage have recently been demonstrated forO. s. canni andO. s. scutellatus,24

which highlights the fact that disregarding the geographical origin of samples
is unacceptable in venom research.
The taxonomical bias in toxinology is starkly evident when sequenced

toxins are mapped against organismal diversity. For example, in elapid snake
venom research, two genera (Bungarus and Naja) account for almost 40% of
all published sequences (Table 1.1). Moreover, almost 40% of all 3FTxs have
been sequenced from Naja alone. Despite the diversity of toxin forms
present, some toxin types are known from transcriptomic studies only.
Similarly, of the 3FTxs known from the non-front fanged snake lineages, the
majority are known from a single transcriptomic study.25 Only three studies
have characterised the bioactivity of fully-sequenced 3FTx from non-
front-fanged snake venoms.26–28 This bias is not unique to snakes, as the
other venomous lineages that have received toxinological attention have
suffered similar levels of taxonomical bias. For example, although scorpion
venoms have received more research attention than the venoms of any other
lineage, only 50 or so of the approximately 1700 species of scorpion recog-
nised today have been examined. The major focus has been on basal families
such as Buthidae, which account for more than 50% of all known scorpion
toxin sequences. These basal families are known to have separated from all
other scorpion families about 350 million years ago,29,30 suggesting that there
is likely to be a plethora of novel venom components that remain undis-
covered in the other families. Similarly, despite spiders being the most
speciose group of venomous animals, represented by �45 000 recognised
species, venom exploration remains primarily restricted to large mygalo-
morph species. For example, tarantulas account for more than one quarter of
all spider toxins isolated to date, although they represent only �2% of the
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taxonomic diversity of spiders.31 Furthermore, it is suggested that the
currently recognised species constitute only �25% of existing species.32

Spiders evolved from the stem arachnid ancestor about 300 million years ago
during the Carboniferous period. Spider venoms contain a range of low
molecular weight peptides and proteins that are neurotoxic, haemotoxic or
cytotoxic in activity. It is likely that the highly complex nature of the venom is
responsible for the tremendous success and diversication of the spiders as
a group. Continuing this theme, the venom has not been thoroughly char-
acterised from a single species of centipede amongst the 3300 species of
centipedes known today. The forcipules, or poison claws, which are modied
front legs used for delivering venom into the prey, have been identied in
centipede fossils dating back to the early Devonian period, 400 million years
ago. This suggests that centipedes, along with scorpions, possess one of the
most ancient venom delivery apparatuses.33 Despite this, centipede venom
research is very much in its infancy.
1.2 The Solutions
The most efficient venom exploration approach is multidisciplinary and
encompasses various elds and techniques, including:

� Organismal selection based upon phylogenetic position and ecological
niche occupied

� Transcriptomics and in silico studies
� Molecular evolution and phylogenetics of toxins
� Proteomics
� Bioactivity testing
1.2.1 Taxon Selection

In order to maximise the efficiency of biodiscovery efforts, researchers
should endeavour to examine the most diverse range of taxa possible. As
highlighted elsewhere in this chapter, toxinological research in the past has
focussed on species that were easy to acquire venom from or that were the
most “medically signicant”, where medical signicance is dened as “the
danger posed to a human by a bite/sting”. This reliance on common species,
or the tiny minority of venomous species that are dangerous to humans, has
resulted in the fact that the vast majority of venomous animals remain
under-researched or completely ignored.
There are two primary drivers of diversity in venom evolution, both of

which should be taken into account. The rst is phylogenetic distance—
species that are distantly related are likely to have more divergent venom
components than species that are closely related. For this reason, researchers
can widen their net in the search for novel compounds by examining
members of as many genera as possible within their chosen clade, rather
than concentrating solely on one genus.
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The second primary driver of venom diversity is ecological distance,
specically differences in prey type, foraging mode and prey-handling
behaviour. The majority of venomous animals use their toxic secretions to
aid in prey subjugation, and hence selection pressures driving the evolution
of venom components originate, in large part, from the prey species.34 It is
likely that different venom components are more suited to subduing
different types of potential prey animals, therefore venomous species, even
those that are closely related, that feed on divergent prey types are likely to
have divergent venom compositions. The foraging mode largely determines
the type of prey available to a venomous animal, but it also determines prey
condition. Prey conditions, such as body temperature, activity level, etc. may
affect the physiological action of toxins; therefore venomous predators that
feed on the same prey types, but feed when the prey is in a different
condition, may have divergent venom compositions. For example, snakes
that forage at night for sleeping diurnal lizards will encounter inactive prey
with a low body temperature and may therefore have less need to quickly
disable prey that are too cold to resist effectively but may also rely on toxins
that have a temperature-independent activity. Snakes that forage for the
same lizard species during the day will encounter active prey with high body
temperatures and may therefore rely on toxins that quickly disable prey to
prevent it escaping or injuring the snake, and may be able to utilise toxin
types that have a temperature-dependent activity. Similarly, prey-handling
behaviour may inuence venom composition. Venomous predators that
strike and release their prey may rely on toxins that rapidly disable motor
functions in order to ensure that prey does not travel far aer envenomation
and is therefore easy to track down. Venomous predators that strike and
hold onto prey may have less need to disable motor functions and may also
have the option of physically subduing prey; that is, they may use
a combined physical and chemical attack (e.g., use of powerful pincers and
venom in scorpions, the use of constriction and venom in snakes, or
harpoon-shaped radulars lled with venom in marine snails). Good
examples of the fact that investigation of atypical subjects of toxinological
research yields “low-hanging fruit” for biodiscovery include recent studies
on organisms as diverse as Antarctic octopods35 and lizards previously
considered “non-venomous”.23,36

Although venom is ubiquitous within the Octopoda, the majority of tox-
inological work on this order has been focussed on the medically signicant
Hapalochlaena sp. (blue-lined octopods) that harbour tetrodotoxin (TTX)
produced by endosymbiotic bacteria.37 Prior to 2010, nothing was known
about the composition of the venom of octopods from the waters of the
Southern Ocean in the vicinity of Antarctica. Inhabiting waters with sub-zero
temperatures has placed extreme selection pressures on the venoms of these
octopods and not only were two new toxin classes not previously known from
octopods identied in their venoms, but the activity of enzymatic toxins
contained therein displayed extreme cold-adaption, with enzymes generally
more active at 0 �C than 37 �C.35
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Although it was previously believed that venom was restricted within
lizards to the two species in the family Helodermatidae, the discovery that
toxin-secreting oral glands are an ancestral trait of toxicoferan squamate
reptiles38,39 vastly increased the number of lizard species of potential interest
to toxinological researchers. Subsequent investigation of the venom systems
of these lizards has not only increased our understanding of the evolution of
venom in squamate reptiles, but has also resulted in the discovery of
a number of new peptide types, including three that affect the cardiovascular
system and are thus of potential interest in drug design and development.40

As investigators continue to widen the scope of their toxinological
research, it is inevitable that many new toxins of interest from a biodiscovery
perspective will be uncovered. Understanding the evolutionary pathways that
venom travels and the evolution and ecology of the whole organism in which
venom evolves serves as an effective guide for biodiscoverers. Through this
understanding they may gain valuable knowledge of the most efficient
directions in which to cast their nets. Indeed, viewing the study of venom
evolution and the search for novel toxins as separate disciplines has become
an outmoded and unconstructive viewpoint. These areas of research are two
sides of the same coin and complement one another to the extent that
a discovery in the eld of venom evolution will almost invariably uncover
a valuable new resource for biodiscovery.
1.2.2 Transcriptomics

With the advent of high-throughput sequencing technologies, scientists can
generate datasets of considerable size. These advances have had consider-
able benet for the eld of toxinology. Recent studies have demonstrated the
effectiveness of applying these technologies to the tasks of identifying novel
toxin components and exploring diverse venom-encoding gene families that
have previously been characterised.37,39–46 Several methods of toxin annota-
tion have been employed for proteomic and transcriptomic datasets, mainly
based on “BLAST gold standards”.47–51 Complementary phylogenetic analyses
of toxin gene families have also revolutionised our understanding of the
origins and evolution of toxins. However, phylogenetic analyses of toxin gene
datasets have been hampered by signicant problems: (i) several toxin types
have very short sequences and consequently few informative phylogenetic
positions are identied on alignments (e.g., conopeptides from cone snails,
crotamines in rattlesnakes); (ii) it has been shown that signal, pro and
mature peptides may adopt different evolutionary pathways, leading to low
statistical support among phylogenies; (iii) some toxin gene families expe-
rience tremendous diversifying selection pressures,52 resulting in a lack of
phylogenetic resolution as each amino acid site experiences multiple
changes, which poses a major problem for multiple sequence alignments;
(iv) performing phylogenetic analyses on large datasets can be problematic if
strong statistical support is needed, especially for maximum likelihood and
Bayesian inferences.
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One way of addressing these issues is to employ genetic-network-based
approaches to unravel the evolutionary histories of toxins. Genetic networks
have been extensively used to study genes that follow reticulate evolutionary
pathways, such as those that experience regular recombination and lateral
gene transfers.53 A genetic network (or a graph) is a mathematical model of
pairwise relations among entities named nodes. The nodes in the network
are linked by edges representing the connections or interactions between
these entities. Building a network allows nodes to be grouped into connected
components. Nodes and interactions can be of diverse nature (directed or
undirected interactions, metabolic pathways, transcriptional regulation
processes, etc.). In the case of toxin gene networks, the nodes represent
amino acid or nucleotide sequences of toxins and the connections are rep-
resented as “% similarity” shared between two sequences. A new soware
called Evolutionary Gene & Genome Network (EGN) has recently been used
for metagenomic analysis54 and is now available to the public.146 This so-
ware, which is written in PERL, has been used for building toxin gene
networks by making use of the manually curated ToxProtDb database.55 It
begins with the comparison of all sequences from a given dataset with one
another using sequence similarity tools such as BLAST or BLAT, which are
implemented in the soware itself. The tabular output generated by the
soware contains parameters such as percent ID, percent similarity, e-value
and score, which are then processed by EGN to generate graphs. The graph
can be further visualised using soware such as Cytoscape56 and Gephi.57 The
primary benet of these analyses is their ability to process datasets generated
with high-throughput techniques.
In order to discuss some of the main advantages of network-based

analyses, we will describe a few examples.
The ToxProtDb dataset includes 5361 manually reviewed toxin sequences.

We rst excluded sequences that were less than 40 residues in length. Out of
the remaining 4339 sequences, we were able to cluster 3071 sequences into
93 toxin groups or connected components (Figure 1.3A) using a BLAST
similarity search (minimal e-value: 1E-05; minimal hit identity threshold:
20%). Using the aforementioned parameters, we were unable to nd any
matching sequences for the remaining 1268 sequences, which were therefore
considered to be “singletons”. Nodes were coloured according to the
taxonomic classication of sequences. Graphical representation of the con-
nected components not only reveals the diversity that exists among these
examined groups (Figure 1.3B), but also the major convergent recruitment
events of different toxins (Figure 1.3C and D). In our analyses, Kunitz
proteases came out as one of the convergently recruited toxins in spiders,
cone snails, insects, and snakes. The discovery of the similarity between U13-
theraphotoxin-Cj1a isolated from the spider Chilobrachys jingzhao and
M-conopeptide isolated from Conus vexillum, however, was more surprising.
As illustrated in Figure 1.3A, this similarity is not restricted to cysteine pattern
alone. To our knowledge, this level of convergence has not been documented
before, and its discovery reinforces the value of network-based analyses.
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Network-based analyses can also be focussed on particular taxa.
Figure 1.3D represents the evolutionary network analysis of snake venom
proteins. Of 1701 sequences available on ToxProtDb, 1351 sequences form 24
different connected components (e-value threshold: 1E-05). This network
perfectly illustrates the predominance of phospholipases and 3FTxs in snake
venoms. The shape of each connected component also shows that some
families such as the metalloproteinases are highly diverse, while others such
as phospholipases are highly conserved.
Network-based analyses can help in processing large datasets quickly.

Further, the network analyses offer numerous statistical frameworks for
comparative purposes. Genetic diversity among each connected component
could be evaluated using simple statistics such as the clustering coefficient,
the sum of edges divided by total number of possible edges, or network
diameter. Highly sophisticated parameters concerning whole network shape
or individual nodes could also be estimated (degree distributions, neigh-
bourhood connectivity, between-ness centrality, etc.) using the Cytoscape and
Gephi plugins. A basic representation of comparative diversity is illustrated
in Figure 1.3C. The most compact connected component includes highly
similar sequences as shown by the Weblogo consensus.58 A more diverse
connected component is represented as well, with the sequences exhibiting
a low level of similarity outside cysteine residues.
To summarise, network-based approaches offer several advantages when

applied to toxin datasets. They: (i) allow efficient annotation of toxins in large
datasets; (ii) efficiently process comparative analyses using previously identi-
ed toxins; (iii) help in identicationof closest relatives for furtherphylogenetic
analysis; (iv) signicantly improve multiple sequence alignments and clus-
tering; and (v) facilitate visualisation of reticulate evolutionary pathways that
cannot be represented using bifurcating phylogenetic trees (nodes could have
numerous connections instead of the usual tree nodes with only one parent).
1.2.3 Sequence Retrieval and Alignment

Newly sequenced toxins may be identied by comparison with previously
characterised sequences using search programs such as BLAST59 imple-
mented in various public sequence databases like the UniProtKB protein
database (http://web.expasy.org/blast) and NCBI (http:/ncbi.nlm.nih.gov/).
This is oen employed to retrieve additional homologous sequences, already
deposited in the aforementioned databases, so as to increase the number of
sequences in the dataset. Resultant sequence sets are aligned using
programs such as CLC Main Workbench, CLUSTAL,60 MUSCLE,61 etc.
1.2.4 Phylogenetic Analyses

Phylogenetic analyses are performed to reconstruct the molecular evolu-
tionary history of each toxin type. Datasets are analysed with methods such
as Bayesian inference implemented in MrBayes62 or maximum-likelihood
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implemented in various applications such as PhyML,63 Randomized
Axelerated Maximum Likelihood (RAxML),64 etc. Although both the afore-
mentioned methods can generate accurate phylogenetic trees, the Bayesian
methods are widely preferred.
1.2.5 Test for Recombination

Recombination is a process in which two different molecules of DNA, usually
homologous, exchange genetic material with one another. Recombination
can mislead phylogenetic interpretations.65 Hence it becomes essential to
identify and eliminate recombinant sequences from datasets before con-
ducting phylogenetic analyses. All of the contemporary algorithms that are
designed to detect selection pressures assume the absence of recombination
in the dataset. Moreover, the variations that result from recombination
events may resemble those that result from adaptive evolution,66 and the
process also leads to apparent substitution rate heterogeneity.67 Thus,
recombination can have an impact on evolutionary selection analyses as well.
One could either remove identied recombinant sequences from datasets
altogether or allow the recombinant sequences to have independent phylo-
genetic histories while estimating selection pressures. The former can be
done by employing various programs such as SIMPLOT,68 RDP,69 TOPALi,70

etc. while the latter is achieved through methods such as Single Breakpoint
algorithm (SBP) and Genetic Algorithm for Recombination Detection
(GARD), implemented in the HyPhy package71–73 Potential breakpoints can be
Figure 1.3 Network analysis of toxin genes. (A) The convergence between O-
superfamily Conus venom peptide and typical spider-venom peptides.
These two large groups of toxins (based on ToxProtDb data) are
connected through the toxin U13-theraphotoxin-Cj1a from the
tarantula Chilobrachys jingzhao and conopeptide VxVIA from the
venom of Conus vexillum. They share an identical cysteine framework
(C–CC–C–C) and similar residues in the mature toxin sequence. (B)
The convergent recruitment of various toxin groups. Some groups are
exclusively found in a given taxonomic group (e.g., huwentoxins in
spiders) while highly similar cysteine-rich secretory proteins (CriSPs)
are found in various taxa such as cone snails, bees, scorpions,
spiders, and lizards. (C) Demonstration that gene network analysis
also facilitates the characterisation of genetic diversity for a given
family. The shape of the network shows the intrinsic diversity within
each group. The M-conotoxin group from cone snails includes
sequences with a low degree of conservation outside the cysteine
framework, giving rise to a dispersed network shape, whereas snake-
venom nerve growth factors are highly similar, giving rise to
a compact shape. (D) The composition and the diversity of snake
venom protein families. PLA2s and three-nger toxins are the largest
groups of snake venom proteins studied so far. This may reect the
composition of snake venom and/or a biased interest of scientists for
certain types of toxins.
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detected using the small sample Akaike information Criterion (cAIC) and
sequences can be compartmentalised before conducting phylogenetic or
evolutionary analyses.
1.2.6 Identifying Evolutionary Selection Pressures

It is essential to recognise the evolutionary selection pressures that shape
venom components, including those that act on different regions of the same
venom component. This not only reveals the functional importance of
different toxin domains but also provides a wealth of information for drug
design and development. Many essential genes that exist in single copy
within the genome evolve through the regime of negative selection, whereby
a single non-synonymous mutation in the functional domain can lead to the
death of the organism (lethal mutations), resulting in the elimination of such
mutations from the population. By contrast, the genes that encode immu-
noglobulins are required to incorporate variation to combat the diversity of
pathogens the body encounters. Similarly, predatory venomous organisms
benet from producing a variety of toxin forms to stay ahead in the chemical
arms race with their prey. Thus, negative selection eliminates mutations that
have harmful effects on the tness of the organism, while positive selection
generates mutations/variations that increase the tness of the organism.
Parallel to these two mechanisms, neutral evolution causes non-functional
synonymous and non-synonymous mutations to accumulate in equal
proportions in neutral alleles (those that do not affect the tness of the
organism). It is worth noting that the neutral theory of molecular evolution
considers neutral mutations to be far more common, and thus have more
impact on sequence composition, than positive selection.74

Venomous predators stay ahead in the chemical arms race with their prey
as a result of the rapidity with which toxins accumulate variations. Formation
of toxin multigene families is one of the primary ways in which venom-
encoding genes diversify. Recurrent duplication events result in the formation
of new copies of venom-encoding genes, which evade pre-existing negative
selection pressures. Following duplication, they are reinforced through
positive selection and may be neofunctionalised to produce a myriad of
different peptides with novel biochemical properties. Identifying regions that
accumulate variation is not only important for understanding the evolu-
tionary history of the toxin, but is also useful for novel methods of antivenom
production. It is logical to target regions that are under the constraints of
negative selection, and hence are least likely change over short periods of
time, rather than targeting regions that accumulate tremendous variation and
are thus less likely to cross-react with antibodies raised against other
isoforms, limiting the usefulness of antivenoms based on these epitopes.
Historically, positive selection has been detected as a ratio (u) of non-

synonymous (Ka or dN or a) to synonymous (Ks or dS or b) substitutions.
Synonymous substitutions are considered neutral in terms of selection, as
they do not change the amino acid sequence, while non-synonymous
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substitutions are considered a function of selective pressure on the protein
since they change the primary structure and may affect function as well.
Negative selection pressure will reduce the accumulation of deleterious non-
synonymous mutations, effectively reducing the u value (dN/dS) to less than
1. By contrast, positive selection will increase non-synonymous mutations
relative to synonymous mutations, increasing the u value to more than 1. If
the protein evolves neutrally, it will accumulate synonymous and non-
synonymous mutations in equal proportions, resulting in an u value of 1.
Sophisticated likelihood models of coding-sequence evolution,75,76 imple-
mented in CODEML of the PAML77 package, have been popularly utilised to
evaluate selection pressures. Lineage-specic models can be utilised to
identify selection pressures acting across lineages in a phylogenetic tree. The
two-ratio model is oen employed for identifying selection pressures across
different lineages. However, this model requires the branches evolving under
positive selection to be dened a priori, which is oen not possible. More-
over, the lineage-specic models fail to identify regions in proteins that
might be affected by episodic selection pressures, and hence they can
underestimate the strength of selection. Hence, site-specic models are
employed that estimate positive selection statistically as the non-
synonymous-to-synonymous nucleotide-substitution rate ratio (u), where
a ratio of signicantly greater than 1 indicates positive selection. While
lineage-specic models estimate sites under positive selection across
lineages and site-specic models along sites, the branch-site models identify
codon sites under selection across lineages and along sites, making them
valuable tools for estimation of selection pressures. However, similar to the
lineage-specic branch models (two-ratio model), the branch-site model also
requires the a priori denition of lineages under selection.
Unlike the lineage-specic branch and branch-site models, the GA-Branch

Test implemented in the HyPhy78 package does not require the foreground
and background branches to be dened a priori. The algorithm works on the
principle that there could be many models that t the data more closely than
a single a priori hypothesis. Separating lineages into foreground (positively
selected) and background (negatively or neutrally evolving) groups a priori
leads to high rates of false positives and false negatives, especially when the
mode of evolution of the background branches is different from the
modelling assumptions. To overcome these limitations, a branch-site
random effects likelihood (REL) model has been proposed, which estimates
variations over sites and branches within the REL framework.79
1.2.7 Structural Analyses

Domains under selection can be depicted by mapping mutations over the
structure of the protein as determined using X-ray crystallography and
nuclear magnetic resonance (NMR) spectroscopy. Because of the lack of
structural information for most toxins, one may construct homology models
using various servers such as the Swiss-model,80–82 Phyre 2,83 etc. Several
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webservers are also available for automatically measuring selection pressures,
employing various models of estimating selection, and furnishing homology
models with mapped evolutionary conservations and variations.84–86
1.2.8 Proteomics

The search for novel toxins and other bioactive compounds in organisms
other than those routinely used as model organisms in genetic research has
traditionally been an onerous task involving activity-guided purication fol-
lowed by partial sequencing from the N-terminus by Edman degradation. Full
toxin sequences were either obtained by proteolytic digestion of pure proteins
and sequencing of puried fragments or rapid amplication of cDNA ends
(RACE) from venom gland RNA using primers designed from N-terminal
partial protein sequences, followed by sequencing of the amplied product
using Sanger sequencing. Although these methods of obtaining toxin
sequences are time-consuming and inmany ways “out-dated”, the coupling of
transcriptomic and proteomic techniques nevertheless remains one of the
most powerful approaches for investigation of venoms and their components.
High-throughput proteomics is heavily reliant upon the existence of

sequence templates, with the sequencing of entirely novel peptides and
proteins still requiring substantial manual interpretation. Similarly, most
bioinformatic pipelines for the processing and annotation of the ever
growing next-generation sequencing (NGS) datasets still rely on sequence
homology to tease out toxin sequences. While there are algorithms available
for identication of putative toxin sequences without the use of homology
searches, the physical presence of the predicted mature toxin in the venom
cannot be conrmed without proteomic evidence. Furthermore the presence
of PTMs, which can have a signicant effect on activity and specicity of
toxins,25 is generally not reliably deduced from sequence information alone
and must be conrmed by examination of the pure native toxin.
The ability to rapidly attain information on toxin sequences and PTMs is

also useful beyond high-throughput description of venoms. For example, it
is useful in identifying hits from activity screens, a process that could
otherwise quickly become expensive and time consuming. By using tran-
scriptomic data as a sequence template, the interpretation of top-down
proteomic data can be largely automated and toxin identication, along with
post-translational cleavage sites and any modications, can generally be
obtained within short time.
Thus, in isolation, both approaches are prone to becoming laborious when

dealing with novel samples, but in disparate ways; one requiring a sequence
template and the other requiring sequence validation.With the advent of NGS
and the continuing development of faster, more sensitive mass spectrome-
ters, a complementary approach allows for high-throughput verication of
mature venom component sequences from transcriptomic data, including
those of entirely novel toxins and any PTMs (see Chapter 3 for further details).
The number of soware suites (e.g., Tandem, PEAKS, ProteinPilot) available
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means that integration of the two datasets is largely automated, maintaining
the high-throughput rate all the way through to data interpretation. Further
investigation of sequences from the resulting venomic library can then be
pursued on the basis of novelty, biochemical and structural properties, or
homology to previously identied bioactive compounds.
1.2.9 Bioactivity Testing

Venoms have evolved over millions of years to target vital physiological
processes within prey and predators with exquisite specicity and potency.
The vast pharmacological cornucopia contained in venoms has: (i) contrib-
uted substantially to our understanding of human physiology and the
pathophysiology of disease; (ii) provided important pharmacological modu-
lators and tool compounds; and (iii) most importantly, led to the discovery of
new drugs that have had signicant positive impact on human health.
As we begin to appreciate the full complexity of venoms, with several

hundreds to thousands of bioactive molecules contained in the venom of
a single spider or cone snail,87,88 understanding and delineating the biolog-
ical activity of venoms and venom components becomes increasingly
important. However, determining the molecular targets of venom compo-
nents or isolating specic molecules with particular activity from venoms has
proven challenging, as discussed in further detail in Chapter 4.
Early studies focussed on delineating the physiological and pharmacolog-

ical effects of venoms resulting from in vivo administration to animals. Such
studies were able to provide immediate insight into the physiological conse-
quences of envenomation and led to the discovery of some of themost notable
examples of drugs derived from venoms. For example, conotoxin GVIA was
isolated following the observation that intracerebroventricular administration
of venom to mice caused a shaking phenotype.89–91 This was determined to
occur as a result of inhibition of neuronal calcium channels, in particular
Cav2.2,92 and a related Cav2.2-selective conopeptide, MVIIA (ziconotide or
Prialt�), was subsequently developed as a novel treatment for intractable
pain93,94 (see Chapter 9 for further details). Similarly, the observation that
injection of venom from a Brazilian viper (Bothrops jararaca) caused amarked,
sudden drop in blood pressure mediated through inhibition of angiotensin-
converting enzyme (ACE), led to the development of modern antihypertensive
ACE-inhibiting drugs (see Chapter 5 for further details).95–97

However, depending on the site of administration, such in vivo assays can
produce false negative results. This was the case initially for several peptides
from Conus geographus venom, which produced no effects aer intraperito-
neal injection in mice, but elicited profound behavioural changes aer
intracerebroventricular administration.89 Similarly, in vivo studies are
unlikely to detect biological activity that is not associated with overt behav-
ioural or physiological changes. In addition, such studies may be no longer
ethically acceptable, are time-consuming, low-throughput and clearly ill
suited to large-scale screening of venoms for specic biological activity.
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As an extension to in vivo studies, ex vivo (organ bath or isolated tissue
preparation) experiments have been used for many years to characterise the
physiological and pharmacological effects of venoms and venom components
(see Chapter 4 for further details). Ex vivo preparations facilitate detailed
pharmacological interrogation of the mechanisms of action underlying the
biological activity of venom components. Exemplifying this strategy is the
discovery of the c and r classes of conotoxins from the venom of Conus tulipa
and Conus marmoreus, which displayed inhibition and prolongation of elec-
trically excited contractions, respectively, for r-TIA and c-MrIA in a rat vas
deferens tissue preparation98 (see Chapter 9 for further details).
However, like in vivo studies, bioactivity testing in ex vivo tissue prepara-

tions is time-consuming and not compatible with high-throughput identi-
cation of venom components with specic action at selected therapeutic
targets. Thus, in order to accelerate drug discovery efforts, high-throughput
approaches are increasingly being applied to the isolation of bioactive
components from venoms.
Taking advantage of the rich chemical diversity present in venom, high-

throughput activity-guided fractionation has been used as an alternative
strategy for thediscovery and isolationof novel venomcomponents. Theaimof
high-throughput screening (HTS) is to systematically isolate and characterise
bioactivemolecules from the complex mixture of peptides, proteins and small
molecules present in venoms. This approach relies on the establishment of
specic assays to examine the effect of novel compounds on a particular
pharmacological target of interest, usually in cell lines heterologously
expressing this target (see Chapter 4 for further details). As a minimum, it
requires highassay sensitivity, accuracy, robustness, and reproducibility, oen
dened by a high Z0 score.99 Assays developed for and amenable to HTS are as
varied as the potential therapeutic targets themselves, and are able to assess
activity ofG-protein-coupled receptors, ligand- and voltage-gated ion channels,
enzymes, or transporters, to name a few. Accordingly, the repertoire of HTS
assays available now expands on more traditional approaches such as elec-
trophysiological recordings and radioligand binding studies to include assays
based on the detection of absorbance, bioluminescence, uorescence, uo-
rescence polarisation, uorescence-resonance energy transfer (FRET), and
bioluminescence-resonance energy transfer (BRET) as well as label-free tech-
nologies and image-based high content screening (reviewed in ref. 100). The
ability to miniaturise such assays, allowing the assessment of activity in 96-,
384- or 1536-well format, enables screening of activity from venom samples
that are only available in very limited quantities, including venoms from cone
snails, spiders, centipedes, and scorpions. In combination with tran-
scriptomic approaches, thus circumventing the need for time-consuming and
resource-intensive sequence analysis,HTShas thepotential to vastly accelerate
the discovery of novel venom components with dened biological activities.
Indeed, high-throughput Ca2+ assays have recently been reported to have been
instrumental in the discovery, isolation and characterisation of bioactive
peptides from snakes and cone snails.101–103
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In addition to technical limitations inherent to HTS assays,100,103 the most
notable disadvantage of this strategy for discovery of novel bioactive venom
components lies in the high specicity of these assays for their intended
molecular target. A lack of activity in such assays does not necessarily imply
lack of biological activity, but rather incomplete knowledge of the evolutionary
role and thus putative molecular target of such compounds. Accordingly,
amultidisciplinary approach, incorporating transcriptomic, evolutionary, and
pharmacological analysis will likely be needed to guide the discovery and
characterisation of novel venom components with biological activity.
1.3 Case Studies
The multidisciplinary approach described above can yield a wealth of
information regarding the evolution of various venom encoding genes. Here,
we illustrate this fact with a few examples (Figure 1.4).
1.3.1 Differential Evolution of Psammophis mossambicus
SVMP Domains101

Most viper venoms are haemotoxic in nature, disrupting homeostasis
through destruction of red blood cells, coagulation of blood, necrosis,
oedema, haemorrhage, etc. This results in severe localised and systemic
tissue damage and/or organ failure. A subfamily of zinc-dependent matrix-
metalloproteinases called the snake venom metalloproteinases (SVMPs) is
largely responsible for these pathological effects of viperid snake enveno-
mation. Since the present-day antivenom fails to neutralise these rapidly
developing symptoms effectively, a focus of venom research in the recent
past has been on studying the effects of SVMP-induced inammatory
reactions.
Snake venom metalloproteinases belong to the reprolysin subfamily of the

M12 family of proteinases. They are grouped into three major types based on
their domain organisation:104 (i) P-I SVMPs have only the metalloproteinase
domain; (ii) P-II SVMPs contain a disintegrin-like domain in addition to the
former; and (iii) P-III SVMPs have an additional cysteine-rich domain. The
P-III class of SVMPs have been demonstrated to be more potent in causing
haemorrhage than the P-I and P-II classes.104,105 Hence it is hypothesised that
the additional cysteine-rich domain absent from both P-I and P-II SVMPs but
present in the P-III SVMP is responsible for the increased potency of the
latter. SVMPs have been demonstrated to destroy blood vessels by the
degradation of basement membrane proteins and to impair coagulation
through brinogenolysis. However, several SVMPs devoid of haemorrhagic
activity have also been isolated.
The multidomain, multiproduct SVMP gene exhibits some fascinating

characteristics such as the selective expression of domains. The selective
expression of the disintegrin-like domain from P-II SVMP is well known
in viper venoms. Recently, a similar phenomenon was also described in



Figure 1.4 Molecular evolution of diverse venom components. (A) Basal snake
lectins; (B) Iguania crotamines; (C) Crotalinae crotamines; (D) Elapidae
CRiSPs; (E) Homelopsidae vecolins and (F) Vampire bat (Desmodus
rotundus) plasminogen activator. The homology models show the
locations of positively selected sites in red (Model 8, PP $ 0.95, Bayes-
Empirical Bayes approach), along with the site-model 8 computed u
value and the number of positively and negatively selected sites
detected using the HyPhy integrative approach [Single Likelihood
Ancestor Counting (SLAC), Fixed-Effects Likelihood (FEL), Mixed
Effects Model Evolution (MEME): 0.05 signicance; Random Effects
Likelihood (REL): 50 Bayes factor; Fast, Unconstrained Bayesian
AppRoximation (FUBAR): 0.9 posterior probability].
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Psammophis mossambicus, in which the P-III SVMP propeptide was shown to
be selectively expressed.41 We have shown that this has put the pre-protein
domain under signicant selection pressure in these lamprophiid snakes. As
a result, the prepro domain of Psammophis SVMP has accumulated a pool of
mutations at a rapid frequency. Positive selection pressure was found to have
inuenced evolution of the Psammophis monodomain SVMP prepro region
more than that of the highly lethal Echis coloratus multidomain SVMPs.
However, a few species of Echis that express similar pre-pro only domains
also express the regular multidomain SVMPs. Hence, they do not require
similar variations like the Psammophis. As a result, they do not accumulate
similar variations in the pre-pro region, which remains non-functional.
Evolutionary selection analyses conducted on different domains of Echis
multidomain SVMPs also indicated that the peptidase domain, hypothesised
to play a major role in haemotoxicity, accumulates more variations than the
disintegrin and cysteine-rich domains. Bioassays revealed that some of the
Psammophis pre-pro SVMPs inhibit the post-synaptic a7 nicotinic acetyl-
choline receptor in a similar manner to the a-neurotoxins of Elapidae. Thus,
our multidisciplinary approach involving transcriptomics, proteomics,
bioassays and bioinformatics allowed us to identify various interesting
evolutionary aspects of the Psammophis venom arsenal.
1.3.2 Evolution of Vampire Bat Venom106

With a level of infamy that extends far beyond the boundaries of science,
blood-sucking vampire bats (Chiroptera, Desmodotinae) have been the
subject of folk tales, superstitions and stories associated with the legendary
Count Dracula for centuries.107,108 All three species of vampire bat are
conned to Central and South America and typically live in caves, tree
hollows, and abandoned mines.109 The relatively rare hairy-legged vampire
bat (Diphylla ecaudata) feeds exclusively on avian hosts, while the white-
winged vampire bat (Diaemus youngi) thrives on both mammalian and avian
blood, but most likely favours the latter.107,110 By contrast, the common
vampire bat (Desmodus rotundus) feeds exclusively on mammals and has
established itself in large colonies over an extensive, and apparently
widening, distribution.107,111,112 The expanding population of these bats is
attributed to the increasing human population and the associated large
number of domesticated animals and livestock, which provide a constant,
high-density food supply.109,112

All three species of vampire bat are highly specialised for a haematopha-
gous lifestyle. In order to facilitate blood feeding, the vampire bats must be
capable of interfering with their prey’s natural haemostatic response during
both feeding and digestion.113,114 A typical haemostatic response produces
a brin clot within minutes of the iniction of a wound, preventing further
blood loss. The response commences with the constriction of blood vessels,
restricting blood ow to the wound, and is followed by the adhesion of
activated platelets to the site of injury and the conversion of brinogen to
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insoluble brin, forming a blood clot.114 In contrast to this normal response
to injury, bleeding from a wound induced by vampire bats may be prolonged
from minutes to hours, ensuring a constant ow of blood for the bat to feed
upon.114 The submaxillary gland of vampire bats has been shown to secrete
venom that has strong anticoagulant and proteolytic activities.115 The venom
delays the onset of blood clotting by interfering with brin formation or
acting upon brin as it is converted from brinogen. In addition it has
a strong proteolytic action that breaks up any blood clots that may form. This
proteolytic action is accomplished through activation of the host’s brino-
lytic system, which converts plasminogen to plasmin, solubilising and
removing brin clots to prevent excessive brin build-up at the site of the
wound.
We recently elucidated the evolution of some of the common vampire bat

venom encoding genes.106 By utilising a combined proteomic, tran-
scriptomic, bioinformatics, and phylogenetic approach, we not only discov-
ered a much richer suite of secreted proteins than had been previously
recognised, but also unravelled interesting aspects of venom evolution in
these majestic ying mammals. For example, it was previously unclear
whether the anterior and posterior lobes of the Desmodus rotundus
submaxillary glands were evolving on different evolutionary trajectories, or if
they remained under shared genetic control. Recovery of identical transcripts
from the cDNA libraries in this study provides the rst evidence that they
remain a single expression system. Multiple transcripts of the majority of
each protein type were recovered from the cDNA libraries, a pattern
consistent with accelerated diversication in toxin multigene families as
observed in other venoms.19,116,117
1.3.3 Evolution of the Venom Apparatus and Peptide Toxin
Characterisation in Terebrid and Turrid Marine Snails

While the progress made in characterising cone snail venom is signicant, it
is only the tip of the iceberg when considering the extensive biodiversity of
venomous marine molluscs. The 700 known species of cone snail are a rela-
tively small component of the biodiversity of venomous molluscs in the
superfamily Conoidea, which includes sister groups of the family Terebridae,
�400 species, and Turridae, >10 000 species.118,119 However, unlike cone
snails and their venom, the Terebridae and Turridae have not been as
extensively characterised. Recent investigations to characterise tere-
brid120–122,147 and turrid123–125 venom as well as their phylogeny126–130 suggest
that the peptide toxins found in terebrids and turrids, termed teretoxins and
turritoxins, respectively, are similar to conopeptides in molecular structure.
Namely, teretoxins and turritoxins are expressed as a gene product
comprising a signal sequence and an intervening pro-region followed by
the mature disulde-rich peptide toxin. Despite their gene organisation
similarity there are several notable differences in size and PTMs between
conopeptides, teretoxins, and turritoxins. Teretoxins and turritoxins are
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generally larger in size compared with conopeptides. Conopeptides are
typically 10–40 amino acid residues long, whereas terebrids and turrids can
range up to 70–80 amino acid residues in size. In this respect, teretoxins and
turritoxins are similar to peptides toxins from snakes and scorpions. Analysis
of terebrid and turrid venom and cDNA transcriptome data further enhance
the diversity from conopeptides (Table 1.2). With regard to PTMs, unlike
conopeptides and turritoxins, teretoxins do not appear to be extensively post-
translationally modied apart from the formation of disulde bonds. The
recent biochemical characterisation of turritoxin cce9a from the turrid
species Crassispira cerithina revealed a distinctive age-dependent behavioural
phenotype when it was injected intracranially into mice.125 Similar to con-
antokin G from Conus geographus, turritoxin cce9a caused lethargy in mice
12–14 days old and hyperactivity in mice older than 16 days, suggesting that
cce9a may target the N-methyl-D-aspartate (NMDA) subtype of glutamate
receptors. However, bioassays of cce9a on NMDA receptors were negative,
indicating that while the phenotypic behaviour induced by cce9a is similar to
that of conantokin G, the molecular mechanism of action is different. This
result is indicative of what has been observed generally in the character-
isation of terebrid and turrid venom. While cysteine patterns similar to
conopeptides are present in teretoxins and turritoxins, it is not a general
indicator for comparative function. Even the disulde connectivity can vary
between homologous toxins from these different Conoidea families. For
example, Tv1 from the venom of Terebra variegata has an M-like conopeptide
arrangement of CC–C–C–CC, but it has a disulde connectivity unlike any M
conopeptide previously described.147

Although there are striking similarities to conopeptides, teretoxins and
turritoxins have a divergent story to tell in terms of venom composition and
functional targets in the nervous system, as is evidenced by the fact that
unlike cone snails, not all species of terebrids and turrids hunt prey using
a venom apparatus.120,130 Molecular analyses based on cytochrome c oxidase
subunit I (COI) and ribosomal 12S, 16S and 28S genes, combined with
anatomical morphometric data, revealed a correlation between the appear-
ance of a venom apparatus and clade delineation in the Terebridae. The
Terebridae appear to have lost the venom gland at least eight times during
their evolution. The foregut anatomy in the family Terebridae is as varied as
the range of variability within the entire superfamily Conoidea. Assuming the
diversity of foregut structures in the Terebridae is linked to the diversity of
feeding types and prey, it follows that the species diversity of the Terebridae
could be linked to the prey diversity, suggesting that terebrids have adapted
to dietary changes that may have resulted from predator–prey relationships.
As terebrids are largely worm hunters, while cone snails hunt sh, worms,
and other molluscs, variations in predator–prey relationships may account
for the differences in conopeptides and teretoxins.
The complexity of terebrid and turrid venom is a compelling tale to

enhance what has been discovered from cone snails. The possibilities for
discovering novel bioactive compounds with unique molecular targets from
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terebrid and turrid snails is a promising scientic exploration that requires
an integrated approach. A strategy combining genomic, proteomic, and
transcriptomic data is not only a promising way to identify the factors that
led to diversication of the Terebridae and Turridae, but it also advances the
characterisation of terebrid and turrid peptide toxins with novel function and
potentially new therapeutic applications.
1.4 Signicance of the Combined Approach
1.4.1 Mutation of the Surface Chemistry

Bioinformatics and evolutionary analyses have shown that most of the muta-
tions that accumulate within venom components affect changes on the
molecular surface (Figure 1.5).131–133Mutation of the surface chemistry ensures
that the enzymatic activity, when present, is conserved while variation is still
generated in residues responsible of interaction with different target cells and
receptors in the prey. This results in the generation of exquisite variation,
Figure 1.5 Surface accessibility of venom components. A depiction of locations of
positively selected sites in different toxins and their surface
accessibility: (A) Caenophidian snake CRiSPs; (B) Crotalus oreganus
helleri L-amino-acid oxidase; (C) Vampire Bat (Desmodus rotundus)
kunitz protease inhibitor domain I and (D) Coleoid serine protease.
Total number of positively selected sites (#PS) detected by PAML
(Model 8, Bayes Empirical Bayes approach, Posterior probability $
0.95), total number of exposed and buried positively selected sites are
also indicated.
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utilising the existing venom arsenal. Identication of such phenomena asso-
ciated with toxin evolution is extremely important in drug design and anti-
venom production. Antivenom can be targeted at the conserved structural
residues, thus efficiently neutralising the severe effects of envenomation.
1.4.2 Alternative (Differential) Splicing

Alternative splicing is a post-transcriptional process that involves the
modication and rearrangement of exons, resulting in multiple protein
products (isoforms) encoded by the same genetic sequence. It is the most
common phenomenon through which eukaryotes generate proteomic
complexity and diversity. Alternative splicing can reduce the maintenance
cost associated with multiple-gene families and at the same time increase the
genetic potential for encoding complex proteomes. For instance, the
Drosophila melanogaster DSCAM gene alone can code for a hypothetical
maximum of approximately 38 106 peptides utilising the same stretch of
nucleotides.134 Molecular evolution research has shown that several venom-
encoding genes adopt alternative splicing to generate an array of toxin types,
without increasing the number of copies of the gene itself.135,136 These iso-
forms can target a wide range of cells and receptors137 and could potentially
acquire completely different biochemical functions from one another.
1.4.3 Post-Translational Modication

To further increase the variation of the venom arsenal, many venom
components undergo PTMs such as glycosylation, phosphorylation, disulde
bridge formation, proteolysis, etc. PTMs are also important for achieving
a functional state, stabilisation, proper folding of the mature protein,
protection from lytic enzymes of the target animal thatmay disrupt the venom
component’s function, and exposure of hidden residues that could enable the
recognition of new biological targets. PTMs are essential for the modulation
of biochemical activities. For instance, glycosylation of the Naja kouthia 3FTx
decreases its cytotoxicity and expression by two-fold, relative to the unglyco-
sylated form.138 PTMs can only be detected through proteomic analyses.
1.5 Concluding Remarks
The last two decades has seen a surge in projects exploiting the extraordinary
biological potency of venom components to develop novel drugs and diag-
nostics for human diseases, or as probes to study cells and their recep-
tors.3,139 Encouraged by the substantial medicinal and scal success of the
Bristol-Myers Squibb angiotensin-converting enzyme inhibitor, captopril,140

many pharmaceutical companies have invested in venom-based drug
discovery programs.3 The majority of the currently approved products were
developed from snake venom proteins with distinct cardiovascular specic-
ities, particularly those that target thrombin, brinogen, and integrin
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receptors.3,141 Rapid advances in proteomics, genomics, and transcriptomics
have since resulted in affordable technology platforms100,142–144 that enable
mining of venom proteins/peptides for drug discovery from species which,
unlike snakes, produce venom in very small quantities. For example, the toxin
repertoires of spiders are estimated to contain more than 10 million
compounds available for bioprospecting.142 These reports illustrate that venom
peptides, particularly those enriched with the molecular stability imparted by
extensive disulde bonds, are driving the development of, amongst other
things, new analgesics, anti-tumour agents and even insecticides. Drug bio-
prospecting activity is likely to continue to rise as largely unstudied venomous
animal lineages are exploited for discovery of novel lead compounds. Venoms
are now beginning to receive a great deal of attention as natural sources of
novel diagnostic and therapeutic compounds.140 The venom pool studied to
date, oen with particular focus on certain toxin types through selective
assaying, represents an innitesimally small representation of the true
diversity available. An understanding of the evolutionary and ecological
biology of different venomous animal lineages is therefore fundamental to
the optimal selection of biological targets for future drug discovery programs.
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