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Textural equilibrium controls the distribution of the liquid phase in many naturally 
occurring porous materials such as partially molten rocks and alloys, salt–brine and ice–
water systems. In these materials, pore geometry evolves to minimize the solid–liquid 
interfacial energy while maintaining a constant dihedral angle, θ , at solid–liquid contact 
lines. We present a level set method to compute an implicit representation of the liquid–
solid interface in textural equilibrium with space-filling tessellations of multiple solid 
grains in three dimensions. Each grain is represented by a separate level set function and 
interfacial energy minimization is achieved by evolving the solid–liquid interface under 
surface diffusion to constant mean curvature surface. The liquid volume and dihedral angle 
constraints are added to the formulation using virtual convective and normal velocity 
terms. This results in an initial value problem for a system of non-linear coupled PDEs 
governing the evolution of the level sets for each grain, using the implicit representation 
of the solid grains as initial condition. A domain decomposition scheme is devised to 
restrict the computational domain of each grain to few grid points around the grain. The 
coupling between the interfaces is achieved in a higher level on the original computational 
domain. The spatial resolution of the discretization is improved through high-order spatial 
differentiation schemes and localization of computations through domain composition. 
Examples of three-dimensional solutions are also obtained for different grain distributions 
networks that illustrate the geometric flexibility of the method.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

Textural equilibrium determines the solid–liquid topology in many natural materials, such as partially molten rocks [1], 
ice–water systems [2], salt–brine systems [3] and alloys [4], see [5] for a recent review. Textural equilibrium is the state of 
thermodynamic equilibrium where the interfacial area has evolved to minimize the solid–liquid surface energy density, γsl
[6], and hence to constant mean curvature, κ , if the pressure is hydrostatic and the grains are isotropic. In these materials 
the topology and geometry of the pore network is controlled by the dihedral angle, θ , which is a function of the surface 
energies of the mineral grains and the pore fluid [5]. The basic theory of textural equilibrium in two-phase materials has
been introduced by Smith [4,7] in the context of partially molten alloys. Texturally equilibrated pores are common in porous 
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Fig. 1. (a) Wireframe of three truncated octahedron grains with a texturally equilibrated grain edge porosity of 1%. (b) Cross section of a grain-edge channel 
illustrating the definition of dihedral angle, θ . Images from Ghanbarzadeh et al. [5] used with permission from the American Physical Society.

materials with fast solid–liquid kinetics or in cases where long equilibration time scales are available, therefore they are 
common in geological systems. In most cases, solid–solid interfaces can be considered stationary on the timescale required 
to reach textural equilibrium of the pore network [1,5], so that the solid–solid surface energy density, γss , is not minimized. 
Fig. 1(a) illustrates how these pre-existing grain–grain boundaries impose a lattice on the pore space and introduces contact 
lines along which solid–liquid and solid–solid interfaces meet at sharp angles (Fig. 1(b)). In a two phase material with 
isotropic surface energies, mechanical equilibrium at the contact line requires that

γss = 2γsl cos (θ/2) (1)

where θ is the dihedral angle, γss and γsl are solid–solid and solid–liquid surface energy densities, respectively [6].
The physical principles of textural equilibrium are similar to standard wetting problems [8]. The most important dif-

ference between textural equilibrium and standard wetting problems is the role of the solid. In typical wetting problems 
the solid geometry is given and does not evolve. In the problems considered here the solid has a dual role. The solid–solid 
grain boundaries and edges do not evolve and provide a static lattice for fluid percolation. The solid–liquid grain boundaries, 
however, do evolve and determine the topology percolation of the pore space.

A characteristic of texturally equilibrated porous media is that the pore network percolates at any porosity for θ ≤ 60◦
while a percolation threshold exists for θ > 60◦ [9]. This property is specially important in comparison with the percolation 
theories in granular porous media where a porosity of 3% is required for connectivity of the pore space [10]. This ability 
of texturally equilibrated pore networks to percolate at very low porosities provides an elegant explanation for several 
geological observations [11,12,2]. For example, the small dihedral angle between basaltic melt and olivine explains the near 
instantaneous extraction of partial melts beneath mid-ocean ridges that was inferred from a number of indirect observations 
[9,1,13–15]. The decrease of the dihedral angle between rock salt and brine with increasing pressure and temperature [3,16]
can explain how rock salt that is generally impermeable at shallow depth [17] can become permeable and stained by oil at 
greater depth [12].

The first models which calculated the three-dimensional shape of pore networks in textural equilibrium were developed 
by [18] and [1]. The former was based on interfacial surface energy minimization and the latter was developed based on 
the idea that at equilibrium, chemical potential of components in different phases is constant. Both models eventually reach 
to same essential condition for texturally equilibrated pores

κ = const (2)

where κ is mean curvature of the solid–liquid interface for a two-phase system under hydrostatic pressure and with 
isotropic surface energies. Later, the model developed in [1] was reproduced to study the seismic wave velocities of 
partially molten rocks [19] and their electrical properties [20]. Recently, Wimert and Hier-Majumder [21] developed a 
three-dimensional micro-geodynamic model to solve for grain-melt geometry in an isotropic unit cell comprised of rhombic 
dodecahedral grains balancing pressure, surface tension, and viscous deformation forces.

A closed surface which minimizes the area subject to a fixed enclosed volume must have constant mean curvature, κ
[22]. Therefore, in textural equilibrium, solid–liquid interface is a minimal surface subject to dihedral angle condition at 
boundaries. Considering a solid–liquid interface given by z = f (x, y), mean curvature can be defined as

κ = (1 + f 2
y ) fxx + (1 + f 2

x ) f yy − 2 fx f y fxy

2(1 + f 2 + f 2)
3
2

= const (3)

x y
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which should be constant at textural equilibrium problem and simultaneously, solid–liquid interfaces need to satisfy dihedral 
angle condition (Eq. (1)) at boundaries. In order to close the problem with additional unknown of κ = const, Eq. (3) should 
be solved with volume constraint

V f =
∫
�

f (x, y)dx dy. (4)

The system of equations presented in Eqs. (3) and (4) subject to Neumann boundary conditions is a free boundary problem 
in Cartesian coordinate system. This equation should be solved coupled with systems representing other disconnected pieces 
of solid–liquid interfacial surfaces in medium. This results in very complex system which requires topology tracking and 
changing computational domains. Also free boundary nature of the problem makes it more complicated to be solved in 
systems with complex grain configurations. Current three-dimensional computational models [including [18,1,23,24]] are 
therefore limited by symmetry assumptions in grain geometry resulting in unrealistic pore shapes which do not link up to 
a network in three-dimensions.

Despite extensive studies and the common occurrence of materials with texturally equilibrated pores, first order ques-
tions have not been resolved. Of particular importance, is the presence of percolation path and wetted grain faces and 
their effects on the physical properties of these porous media [25,19,26] in both isotropic and anisotropic crystal lattices 
[5]. To address this problems we propose a novel level set model to determine an implicit representation of liquid dis-
tribution in textural equilibrium with realistic and complicated polycrystalline solids. This model is verified comparing the 
two-dimensional results with solutions to minimal surface problem. Two-dimensional representation of Eq. (3) in cylindrical 
coordinate system, r = f (�), is given by

κ = r2 + 2r′ 2 − rr′′(
r2 + r′ 2

) 3
2

= const (5)

which removes the free boundary nature of problem. Here r′ and r′′ are first and second derivatives with respect to �.
The level set method [27,28] is a numerical technique that tracks a surface by representing it as a zero level set of a 

hypersurface, ϕ . This allows propagating the interface by solving an initial value problem for the evolution of ϕ governed by 
a Hamilton–Jacobi equation. In this setting, curvatures and normals may be evaluated easily and topological changes occur 
in a natural manner [29] and thus it is a good choice for modeling the behavior of complex surfaces. As the method uses 
a fixed Cartesian grid, extension to any number of dimensions is straightforward. The level set function, ϕ , separates the 
interior and exterior region of an interface by its sign and evolves by general equation of the form

ϕt + v · ∇ϕ = 0, (6)

where v is the interface velocity and includes the physics of problem discussed in Section 2. While a level set function 
undergoes the evolution with appropriate velocities, it is important to keep the magnitude of its gradient (|∇ϕ|) bounded 
to ensure the numerical stability, convergence and accuracy. To do so, the level set function is replaced by a signed distance 
function in a process called reinitialization that does not move the interface position. To reinitialize ϕ , we solve

ϕt + sign(ϕ) [|∇ϕ| − 1] = 0 (7)

every few time step [30]. This process diffuses the interface in sub-resolution scales and corrections to the method exist in 
[31]. The gradient magnitude of the steady-state answer to Eq. (7) is one in computation domain.

The incorporation of solid–liquid contact angle is an important application in multiphase flow simulations [32–34]. Most 
of these studies consider a flow of single droplet on flat surfaces and the contact angle condition is applied by local 
reconstruction of level set function during reinitialization. Jettestuen et al. [35] extended the level set formulation of the 
critical displacements of fluids during drainage and imbibition in porous media [36] to include the solid–liquid contact 
angle. They combined the fluid equation of motion in the pore space [36] and fluid contact angle term at the solid phase 
[37] into a single evolution equation over the entire computational domain.

In this work we follow a similar procedure to include the dihedral angle on solid–liquid contact lines. But here we need 
two level set functions for each grain, i, one representing solid grain, ψi , and one representing liquid phase around the same 
grain, ϕi . Surface diffusion happens in many film growth problems and the steady-state solution to interface motion driven 
by surface diffusion is a constant mean curvature surface [38,31]. Therefore, in order to obtain constant mean curvature 
surface, the solid–liquid interface evolves with surface Laplacian of curvature as interface speed. This evolution is volume 
conservative so the desired volume of liquid (porosity) is achieved by adding a normal velocity term to the equation that 
inflates or deflates ϕ . The dihedral angle condition is added to the formulation in form of normal and convective velocity 
terms, which adjust the interface on solid–liquid contact lines. The solid–liquid contact line forms in places where two 
adjacent solid grains and their associated liquid level sets meet.

The resulting system of non-linear PDEs is solved explicit in time with an implicit representation of grains as initial 
guess. The simulation performance is optimized by computational domain decomposition for each grain (�i ) and evaluat-
ing coupling terms on the original computational grid (�). The domain decomposition is used to limit the computational 
domain size of each grain to the region outside and close to the interface. The method is tested by demonstrating a narrow 
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distribution of mean curvature on solid–liquid interface and comparing the distribution of steady state dihedral angles with 
the prescribed angle. Unlike previous methods [1,18] the developed method is not limited by grain geometry constraints. 
The geometric flexibility of the method is demonstrated by presenting pore geometry in isotropic and anisotropic textures 
with equal and unequal grains as simulation examples.

2. Level set formulation

Assuming hydrostatic pressure and isotropic surface energy densities, the solid–liquid interface must satisfy both con-
ditions stated in Eq. (1) and (2) simultaneously [1,9]. Surfaces of constant mean curvature are given by the steady-state 
solutions to interface motion driven by surface diffusion [38,31]. The velocity of an interface moving with surface diffusion 
is the surface Laplacian of curvature, 	sκ . Then the evolution equation takes the form

ϕt + 	sκ |∇ϕ| = 0 (8)

in which ϕ is a level set function and the interface is given by its zero level-set. The interface given by steady-state answer 
of Eq. (8) is a constant mean curvature which preserves the volume [31]. The surface Laplacian of curvature is given by

	sκ = ∇s · ∇sκ (9)

where

∇s = (∇ − �n (�n · ∇))
, (10)

and �n is the outward normal and κ is the mean curvature

κ = ∇ · �n = ∇ ·
( ∇ϕ

|∇ϕ|
)

. (11)

Function ϕ separates the domain (�) to interior (�−) and exterior (�+) regions. Mathematically, we represent this by 
smoothed Heaviside function

H(ϕ) =
⎧⎨
⎩

0 ϕ < −ε
1
2 + ϕ

2ε + 1
2π sin

(πϕ
ε

) −ε ≤ ϕ ≤ ε

1 ϕ > ε

(12)

where 1.5	x ≤ ε ≤ 3	x is a tuning parameter. The interface can be identified by δ(ϕ) function which is the derivative of 
H(ϕ).

In the method presented here, each grain, i, is represented by two level sets, one representing the solid–solid interfaces of 
the grain, ψi , and another representing the solid–liquid interfaces of the grain, ϕi . The level-set for the stationary solid–solid 
grain boundaries does not evolve in time and provides a reference frame for the solid–liquid contact lines. To compute the 
solid–liquid interface with constant mean curvature, the ϕi level set evolves by surface diffusion. Due to computational 
difficulties and instability from unbounded values of 	sκ [38], we only consider surface diffusion close to interface, in 
the region where δ(ϕ) is nonzero. Then, in a polycrystalline material with N grains, the liquid level set of the i-th grain 
undergoes evolution with

(ϕi)t +
[
δ̂(ϕi)H(−ψi)

]
	sκi |∇ϕi | = 0 (13)

The term δ̂(ϕi) = 	xδ(ϕi), where 	x is the grid size, avoids large values of the delta function (δ ∝ 1/	x). The term H(−ψi)

ensures that the diffusive motion is occurring inside and close to interface of each individual grain.
The other constraints of the problem, the desired porosity and the dihedral angle on solid–liquid contact lines, must 

be added to formulation as additional terms to Eq. (13). In each time step, the global implicit function representing the 
solid–liquid interface as its zero level set, 
, on the original computational domain (�) is computed as union of ϕi ’s by


 = min (ϕ1,ϕ2, . . . ,ϕN) , (14)

because ϕi is positive outside the i-th grain. The liquid volume in each time step is then calculated using

V f =
∫
�

H(−
)dV (15)

which results in O(	x) volume accuracy regardless of the integration method used [28]. The relative error between current 
and desired volume, v̂ , can then easily be evaluated. In order to adjust the porosity, a normal motion is added to the 
evolution equation of the level set representing the solid–liquid interfaces, ϕi . This motion causes the liquid phase to expand 
or shrink by moving the level set function in a normal direction. The velocity of normal motion is proportional to v̂ and 
is scaled by factor of 	x−2ev̂ , by trial and error, in order to be comparable to other terms in Eq. (13). This velocity term 
vanishes as porosity of medium converges to desired value. Eq. (13) then can be rewritten as follows
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Fig. 2. Two-dimensional description of the dihedral angle, dihedral edge, liquid and solid level sets. While the two corresponding liquid level sets, ϕi and 
ϕ j , meet with the angle θ , their normals make the angle π − θ with each other.

(ϕi)t +
[
δ̂(ϕi)H(−ψi)

]
	sκi |∇ϕi | +

[
v̂

	x2
ev̂

]
|∇ϕi | = 0 (16)

The other constraint of the problem which must be satisfied is the mechanical equilibrium condition along the liquid–
solid–solid contact lines. The liquid region is defined by the intersection of the outside of all liquid level sets associated 
to each solid grain (ϕ), mathematically represented by Eq. (14). As can be seen in Fig. 2, two liquid level sets (ϕi and ϕ j ) 
intersect with dihedral angle θ on corresponding grain faces and the normals to interface make the angle π − θ with each 
other [35]. Satisfying the dihedral angle condition[�ni · �n j − cos (π − θ)

] [
δ̂(ϕi) δ̂(ϕ j)

][
δ̂(ψi) δ̂(ψ j)

]
= 0. (17)

The term δ̂(ϕi) ̂δ(ϕ j) ensures that the dihedral angle condition is only active where two level set meet and term δ̂(ψi) ̂δ(ψ j)

keeps the intersection point on grain–grain contact between grains i and j. Substituting the definition of the interface 
normal, �n = ∇ϕ/ |∇ϕ|, Eq. (17) can be expressed as[∇ϕi · ∇ϕ j − |∇ϕi ||∇ϕ j| cos(π − θ)

] [
δ̂(ϕi) δ̂(ϕ j)

][
δ̂(ψi) δ̂(ψ j)

] [
S(ϕi) S(ϕ j)

] = 0 (18)

in which S(ϕ) is the sign function suggested by Peng et al. [30] and S(ϕi)S(ϕ j) term enforces the dihedral angle to spread 
away from adjacent level sets and secures the numerical stability [35]. Eq. (18) contains two velocity terms for the motion 
of i-th level set, one normal and one convective, that move the interface at liquid–solid–solid edges to satisfy dihedral angle 
condition. The final equation for evolution of the i-th level set is obtained by combining Eq. (16) and (18), so that

(ϕi)t +
[
δ̂(ϕi)H(−ψi)

]
	sκi |∇ϕi |

+
[

v̂

	x2
ev̂ − cos(π − θ) δ̂(ϕi) δ̂(ψi) S(ϕi)

j 	=i∑
j=1:n

{
δ̂(ϕ j) δ̂(ψ j) S(ϕ j)

∣∣∇ϕ j
∣∣}]

|∇ϕi |

+
[
δ̂(ϕi) δ̂(ψi) S(ϕi)

j 	=i∑
j=1:n

{
δ̂(ϕ j) δ̂(ψ j) S(ϕ j)∇ϕ j

}]
· ∇ϕi = 0 for i = 1 . . . N (19)

where N is the number of grains and Eq. (19) needs to be solved for each grain, thus it represents a system of N coupled 
non-linear PDEs. Textural equilibrium is achieved once the steady-state solution to Eq. (19) is obtained. In steady-state, 
the constant mean curvature of the solid–liquid interface will result in zero values for 	sκ δ̂(φi), the term v̂ will be zero 
and satisfaction of Eq. (17) returns normal and convective velocities which cancel out each other. In order to keep the 
level set a signed distance function and preserve numerical stability, one needs to solve Eq. (7) every few time steps. As 
the intersection of level sets creates the actual liquid distribution, final level set representing texturally equilibrated pore 
network with dihedral angle, θ , and porosity, φ, is then given by Eq. (14).
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3. Implementation

The numerical discretization of Eq. (7) and Eq. (19) is implemented in MATLAB® utilizing the Level Set Toolbox developed 
by Mitchell [39]. The toolbox is modified to handle any number of level sets with structure data type, generate grid optimally 
and evaluate the required velocity terms. Surface Laplacian of curvature (κss) is approximated with forth order (O(	x4)) 
central differences while convective and normal terms are discretized using fifth order (O(	x5)) Hamilton–Jacobi Weighted 
Essentially Non-Oscillatory (WENO) scheme [28]. Explicit time integration requires a very restrictive CFL condition, 	t <

C	x4, due to the fourth order spatial derivatives in Eq. (19). The constant C is determined in a real-time manner. High-order 
discretization schemes enable us to use large grid sizes while reducing truncation error. In addition to decreasing memory 
usage, larger grid size results in larger time step required for stability (	t ∝ 	x4).

All the boundary conditions are set to bi-linear extrapolation, and numerical discretization on boundaries is done by 
adding one stencil to computational domains, � and �i , in each direction. Time variable in Eq. (19) does not have a physical 
dimension, θ and v̂ are dimensionless, and delta, Heaviside and sign functions return non-dimensional values. As all the 
parameters in Eq. (19) are dimensionless, the grid size, 	x, does not have a physical meaning and it should be compared 
to grain size. Therefore, 	x in simulations is set in a way that a certain number of grid points (Ngrid) span characteristic 
length of the grain (lc ). All level set functions are also signed distance functions and their values are relative to the grain 
size.

For each liquid level set function (ϕi ), simulation starts with implicit representation of the corresponding grain (details 
in Section 3.1) and solution is advanced explicitly in time. All the derivatives and coupled velocity terms are calculated from 
last time step, then all ϕi ’s undergo evolution with corresponding updates. The simulation continues until the required 
conditions for textural equilibrium, Eqs. (1) and (2), are satisfied and final porosity is equal to the desired porosity. As the 
value of mean curvature in final answer is unknown, the error in the curvature is measured by standard deviation in values 
of curvature while the porosity and dihedral angle are the problem’s input and the error in each time step is evaluated as an 
absolute error. We investigate the validity of these conditions once the steady state answer is reached. An array representing 
the mean curvature of solid–liquid interface corresponding to grain i is given by

κ i = κϕi δ̂(ϕi)H(−ψi) |∇ϕi |
δ̂(ϕi)H(−ψi) |∇ϕi |

where δ̂(ϕi)H(−ψi) 	= 0 (20)

At the end of each iteration, uniformity of mean curvature can be examined by the value of standard deviation (σ ) in 
distribution of κ i for all grains satisfying

σ(κ i) ≤ εκ for i = 1 . . . N (21)

in which εκ is tolerance for variation in value of mean curvature in nodes close to solid–liquid interface. The second 
condition that needs to be satisfied is mechanical equilibrium at the dihedral edges given by Eq. (1). The error in dihedral 
angle on solid–liquid contact lines is calculated via

eθi =
∑ j 	=i

j=1:N Aij δ̂(ϕi)δ̂(ϕ j) |∇ϕi |∑ j 	=i
j=1:N δ̂(ϕi)δ̂(ϕ j) |∇ϕi |

where
j 	=i∑

j=1:N
δ̂(ϕi)δ̂(ϕ j) 	= 0 (22)

where

Aij = ∇ϕi

|∇ϕi | · ∇ϕ j∣∣∇ϕ j
∣∣ − cos(π − θ) (23)

where eθi is an array containing error in dihedral angle. We assume Eq. (1) is satisfied on solid–liquid contact lines once∣∣∣∣eθi

∣∣∣∣∞ ≤ εθ for i = 1 . . . N (24)

is valid. Here 
∣∣∣∣ . . . ∣∣∣∣∞ denotes infinity norm and εθ is the acceptable tolerance for error in dihedral angle.

3.1. Initialization

The numerical method requires level set representation for each grain (ψi ) as input. Solid grains can have arbitrary shape 
and size, but grain–grain contact is necessary to establish solid–liquid contact lines to apply the dihedral angle constraint. 
Initial grain representation can optimally be constructed from pore-scale micro-tomographic images of synthesized or natu-
ral samples. To do this, a watershed algorithm should be applied to segmented images to separate the grains. Then signed 
distance function can be calculated to establish implicit representation of grains. Because the grain separation of the differ-
ent solid grains is not a trivial process, in this work we have built level set representation of space-filling tessellations in 
three-dimensional space using signed distance of grid points from grain faces.

In order to create a level set representation for liquid phase corresponding to each grain (ϕi ), we initialize ϕi with ψi , 
then evolve the liquid phase level set (ϕ) with curvature and normal motion terms to round the initial flat liquid interface, 
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Fig. 3. Two-dimensional schematic of domain decomposition. Computational domain of each grain, �i , is a subset of main computational domain, �. 
Coupling terms between PDEs, which initiate from dihedral angle constraint, are calculated on � and then mapped on �i .

establish solid–liquid contact lines instead of contact plains, and to initiate porosity in domain. Therefore, the following 
evolution equation should be solved establish initial guess for ϕi

(ϕi)t + ((vn)i − κi) |∇ϕi | = 0 i = 1 . . . N (25)

which needs to be reinitialized (Eq. (7)) every few time steps. In this work, the reinitialization processes are done every 
5 time steps. The final answer also undergoes reinitialization to establish initial condition of Eq. (19) as a signed distance 
function. Normal velocity (vn) and final time to stop evolution in Eq. (25) are trivial and κ is curvature given by Eq. (11). If a 
series of simulations with same grain network configuration is being done for a set of φ or θ values, this initialization from 
the grain geometry is only necessary for the first case. Computations can continue using results of previous simulations as 
initial condition.

3.2. Domain decomposition

The system of non-linear PDEs given by Eq. (19) is coupled though the normal and convective velocities arising from 
the dihedral angle constraints. The desired porosity is set by a normal velocity which is calculated on entire domain by 
Eq. (15) and the term which initiate from mean curvature constraints is evaluated independently for each grain. As we are 
interested in behavior of solid–liquid interface (zero level set), the solution domain can be decomposed for each grain to 
just include the grain, solid–liquid interface and few grid points away from interface. The coupling between grains can be 
established on the original computational domain, �. To do so, implicit representation of each grains can be separated to 
inside and outside with logical operations then we can extend the computational domain of each grain to a number of grid 
points around the grain faces. In this study, we extended the domain from grain faces by 5	x in all directions. Fig. 3 shows 
how initial representation of each grain on �, is reduced to smaller sub-domains, �i . This method can be applied to any 
signed distance function representing the grain interface as its zero level set.

At each time step, the coupling velocity terms, originating from the dihedral angle constraint, are re-evaluated on �
and then mapped yo �i . Localization of computations and domain decomposition reduces the computational cost by orders 
of magnitude and enables us to solve large complex system presented in Eq. (19) very efficiently, even with a desktop or 
notebook.

3.3. Mesh refinement for visualization

Using large grid size with high-order discretization schemes to decrease the numerical error results in low quality visual-
ization of the results. The visualization problem is more severe in three-dimensional simulations due to surface triangulation 
in the marching cube algorithm [40]. In order to overcome this problem, a mesh refinement scheme is applied to steady-
state answer of Eq. (19) and the final level set, representing the liquid–solid interface given by Eq. (14), is interpolated onto 
a refined grid using a spline gridded interpolation function for each liquid level set, (ϕ).

Fig. 4 shows the effect of mesh refinement on visualization of the final results in a network of truncated octahedron 
grains for two dihedral angles θ = 30◦ and 90◦ . Figs. 4(a) and 4(d) represent the zero-isosurface of the final level set, 

, with unrefined grid, Ngrid/lc = 20. On the coarse computational grid the triangulation of the interface generated by the 
marching cube algorithm is not smooth. Figs. 4(b) and 4(e) present the zero level set of refined 
 with two-times refinement 
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Fig. 4. Comparison of visualization of final level set results with different mesh refinement levels for a case of truncated octahedron grain with φ = 2%. 
Original simulation is done with Ngrid/lc = 20. (a–c) θ = 30◦ and Ngrid/lc = 20, 40 and 100 from left to right, (d–f) θ = 90◦ and Ngrid/lc = 20, 40 and 100
from left to right.

Table 1
Final porosity and error between target and obtained porosity with original grid size, Ngrid/lc = 20 and mesh 
refinement with Ngrid/lc = 40 and 100. Final results are plotted in Fig. 4. The target volume in all the cases is 2%.

θ 30◦ 90◦

Ngrid/lc 20 40 100 20 40 100

φ (%) 2.45 2.12 1.99 2.31 2.25 2.14
error (%) 22.5 5.93 0.7 15.3 12.5 6.93

(Ngrid/lc = 40) and Figs. 4(c) and 4(f) are generated with five-times refinement (Ngrid/lc = 100). Mesh refinement can also 
improve the accuracy of volume calculation (Eq. (15)). Table 1 summarizes the obtained porosity at the end of simulation 
for visualized cases in Fig. 4. In all simulations, relative error between current and target liquid volume (v̂ , used in Eq. (19)) 
is calculated using refined 
 with Ngrid/lc = 100.

4. Model verification

The accuracy of the proposed level-set method for textually equilibrated liquid–solid interface is demonstrated by com-
parison with analytic solutions in two-dimensions. In three dimensions no analytic solutions are available, instead we 
demonstrate that the numerical solution satisfies the constraints on curvature, dihedral angle, and porosity.

4.1. Two-dimensional simulation

In two dimensions the problems simplifies greatly, because all constant curvature surfaces are segments of either circles 
or lines. The results of proposed method can therefore be compared to the solution of Eq. (5). This equation is essentially 
a non-linear ODE and is solved on one-dimensional grid with high-order Newton–Raphson method. Figs. 5(b)–5(c) show 
the equilibrium geometry of a single two-dimensional pore at a symmetric triple-junction at constant φ for increasing θ
obtained from the proposed level set method and interfacial area minimization. Matching of results verifies the validity 
of constraints in steady-state answer of the developed numerical method. Fig. 5(d) compares the mean curvature of the 
solid–liquid interface obtained from both method. The level set method simulations are done for four dihedral angle values 
and gray shaded area shows the standard deviation in values of mean curvature near the interface. Comparison between 
the computed shapes in Figs. 5(b)–5(c) and the standard deviation of the curvature in Fig. 5(d) shows that the standard 
deviation does not reflect the accuracy of the interface. The distribution in curvatures is mostly due to sampling a curvature 
in a finite region around the interface.
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Fig. 5. Effect of θ on the equilibrated geometry of a two-dimensional single pore. Calculations are done using level set method and interfacial area mini-
mization. (a) θ = 10◦ , (b) θ = 30◦ , (c) θ = 90◦ . (d) Comparison of mean curvature of the solid–liquid interface obtained from level set method and interfacial 
area minimization. The porosity is 10% in simulations.

Fig. 5 confirms that the developed level set model converges to semi-analytical solution in two-dimensions. The error in 
mean curvature value and dihedral angle is very small in two-dimensions and the statement is true even with less number 
of grid points per grain. In this work all the simulations are done with Ngrid/lc = 20, where lc in all the cases is kept 2 and 
	x = 0.1.

4.2. Three-dimensional simulation

No analytic solution for texturally equilibrated pores is available in three dimensions. Similarly the comparison with 
previous work is difficult because the source codes are not available. The validation of the three dimensional results is 
therefore limited to demonstrating that the computed interface has constant curvature and that the constraints on the 
dihedral angle and porosity are satisfied.

Fig. 6 presents the equilibrated pore geometry in least symmetric sub-volume element in a texturally equilibrated ma-
terial comprised of truncated octahedron grains. Close inspection of Fig. 6 shows that the 4-grain junctions formed by 
truncated octahedron does not have tetrahedral symmetry that is assumed to simplify the computations in previous works 
[1,18,19]. For isotropic and near isotopic network of grain, change of dihedral angle from 0◦ to 60◦ has moderate effect on 
shape of pores. Furtherer change in dihedral angle (>70◦) flips the sign of curvature on solid–liquid interface and changes 
the geometry of the equilibrated pore space dramatically.
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Fig. 6. Effect of θ on the equilibrium pore geometry at a junction formed at the intersection of four truncated octahedral grains. The visualized pore space 
is cut from a network of 6 × 6 × 6 grains, with 3% porosity (a) θ = 10◦ , (b) θ = 30◦ , (c) θ = 90◦ .

Normalized distribution of mean curvature near solid–liquid interface for five conditions with same porosity (φ = 3%) 
and different dihedral angles are plotted in Fig. 7(a). The data is collected from a network of 6 × 6 × 6 isotropic truncated 
octahedron grains. As the total number of grid points near interface is different in each case, the distribution is normalized 
by the total number of data points and a Gaussian fit is plotted along with data. The situation is very similar to curva-
ture measurements from experimentally detected liquid–liquid interface data [41]. Fig. 7(a) also shows the distribution of 
curvature near solid–liquid interface for an anisotropic network of grain, with φ = 3%, θ = 10◦ and f = 1.5. Here f is 
the elongation factor, by which the grains are stretched in z-direction in order to construct anisotropic grains from initial 
truncated octahedron grains.

Fig. 7(b) shows distribution of dihedral angle for similar case studies in Fig. 7(a). In all cases the mean of the dihedral 
angle distribution is within 2◦ of the prescribed angle. Figs. 7(c)–7(e) show the equilibrium interface for cases corresponding 
to letters (c), (d) and (e) in Fig. 7(a). The solid liquid interface is colored by interpolated curvature value which illustrates 
that the curvature at the equilibrium interface is essentially uniform. Figs. 7(f) and 7(g) present the effect of grid size on 
distribution of curvature and dihedral angle for a case study with φ = 2% and θ = 30◦ . Refinement reduces the distribution 
of the values but does not affect the mean values. This suggests that even computations with the coarsest grid give the 
correct interface. Error bars in Figs. 7(f) and 7(g) are derived from standard deviation of fitted Gaussian curves to normalized 
distribution of curvature and dihedral angle data. As time step required for stability of numerical simulation reduces with 
using smaller grid size (	t ∝ 	x4), simulations for studying the grid size were limited to four grains.

5. Simulation performance

Fig. 8(a) shows the memory usage for two-dimensional simulation comparing memory intensity of interfacial area mini-
mization and the level set method presented here. The computation domain consist of a network of 10 × 10 grains. Fig. 8(b) 
presents the CPU time for same simulations with different grid sizes. Simulation times are orders of magnitude larger for 
level set method. CFL condition for stability of explicit integration requires 	t < C	x4 and naturally simulation time grows 
with slope at least 4 on log–log scale. We were not able to finish simulation with Ngrid/lc > 100.

A comparison between Eq. (5) and Eq. (19) reveals that in two-dimensional simulations, Eq. (5) is an ODE but in the 
level set method, we solve a non-linear system of PDE in two-dimensions in order to get one-dimensional interfacial curve 
(zero-level set). This makes the level set method computationally expensive. Although application of Eqs. (3) and (5) to 
minimize the interfacial area subject to dihedral angle boundary condition reduces computational cost, tracking topological 
changes, specially in 3-D, is not trivial. The level set method takes advantages of an implicit form, allowing explicit time 
integration of highly non-linear terms on a fixed Cartesian grid. In this work, all computations are performed on a single 
processor (Intel(R) Xeon(R) CPU E3-1270 @ 3.50 GHz and with 32 GB RAM).

6. Simulation examples and discussion

In this section we present three-dimensional simulation results in polycrystalline materials comprised of uniform and 
non-uniform grains. First set of simulations are done on a network of 6 × 6 × 6 symmetric truncated octahedron grains. 
Fig. 9 shows the distribution of liquid on grain boundaries for different dihedral angles and porosities. As can be seen, 
liquid phase is connected along the grain edges when θ < 60◦ . Increasing dihedral angle to values above 60◦ will result in 
negative solid–liquid interface curvature and liquid resides in disconnected pockets on grain corners.
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Fig. 7. (a–b) Distribution of mean curvature (κ ) and dihedral angle (θ ) around solid–liquid interface in three-dimensional simulations. A normal distribution 
function (Gaussian) is fitted to each data set for statistical analysis (median and variance). In simulations, the porosity is kept 3% and Ngrid/lc = 20. Solid 
network is comprised of 6 × 6 × 6 truncated octahedron grains. (c–e) Visualization of solid liquid interface colored with mean curvature for cases marked 
in (a). The interface color and color bar show curvature is almost constant in all cases. (f–g) Effect of grid size on mean value and error of κ and θ . Due 
to time intensity of simulations, only four grains are considered in simulations. Finer grid size makes the standard deviation of data smaller but doesn’t 
change mean values. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 8. Effect of grid size on (a) memory usage and (b) CPU time for both level set method and interfacial area minimization problem with identical 
two-dimensional network of grains. As shown, level set model, by orders of magnitudes, is more computationally expensive.

Fig. 9. Texturally equilibrated pore networks in a polycrystalline solid with an isotropic fabric. Solid network is comprised of 6 × 6 × 6 uniform truncated 
octahedron grains.

In the second set of simulations, we present the distribution of liquid phase in textural equilibrium with a medium 
comprised of unequal grains. The chosen polycrystalline lattice is a cantitruncated cubic honeycomb which is a uniform 
space-filling tessellation in three-dimensions comprised of truncated cuboctahedra, truncated octahedra, and cubes in a 
ratio of 1:1:3. The results presented in Fig. 10 show the complexity and richness of texturally equilibrated pore networks 
and confirm that the pore network is percolating in all directions even for very small porosities when θ < 60◦ . In the case 
of θ = 10◦ and φ = 4% (Fig. 10(b)) the liquid spreads wider on smaller grain boundaries (square faces) and grain boundaries 
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Fig. 10. Texturally equilibrated pore networks in a polycrystalline solid with unequal grains. Grain configuration is a cantitruncated cubic honeycomb lattice. 
Results show that the developed model can deal with arbitrary geometries. Displayed images are selected from a domain of 900 grains.

are wetted at smaller porosities in comparison to polycrystalline materials composed of equal grains. Consequently, grain 
boundary wetting is likely to be more common in polycrystalline materials with disordered or unequal grains. An increase in 
the dihedral angle at constant porosity reduces the wetting tendency of the liquid and texturally equilibrated pore networks 
form channels along the grain edges in case of θ = 60◦ (Figs. 10(c) and 10(d)). Further increase in dihedral angle results in 
negative curvature of the solid–liquid interface and the liquid resides in disconnected pockets on grain corners (Figs. 10(e) 
and 10(f)). Simulation results for a cantitruncated cubic honeycomb lattice show that the level set method is able to handle 
the simulation on a polycrystalline solid comprised of grains with arbitrary geometry, as long as the input geometry is space 
filling and there are two-dimensional solid–solid contact between grains.

7. Conclusion

In this work we presented a novel level set model to compute the liquid–solid interface in a porous medium at textural 
equilibrium. The geometric flexibility of the level set method overcomes the difficulties posed by the complex topology of 
the interface and allows the simulation in realistic geometries. The computational cost of the numerical method is much 
higher than previous methods based on explicit computation of the interface. To reduce the cost of the level set method 
we have introduced the domain decomposition while calculating coupling terms on original computational domain. This 
results in enormous improvement in computational cost, enabling us to run the simulation for almost 1000 grains on 
desktop/notebook computer. While high-accuracy numerical discretization allows computations on relatively coarse grids 
the results have to be interpolated to a fine grid for subsequent visualization. Three dimensional simulation results are 
presented show the level set approach developed here is applicable to polycrystalline materials comprised of grains with 
arbitrary shapes.
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Nomenclature

Notation Description Notation Description

φ porosity (%) θ dihedral angle (◦)
κ mean curvature ϕ liquid phase level set function
ψ solid phase level set function γss surface free energy of solid–solid interface
γsl surface free energy of solid–liquid interface �n normal pointing outward
	sκ surface Laplacian of curvature � polar angle

 azimuthal angle, final level set δ(φ) smeared-out delta function
	x grid size ε interface bandwidth tuning parameter
ε1 error threshold for mean curvature ε2 error threshold for dihedral angle
Ass solid–solid interfacial area Asl solid–liquid interfacial area
Dψi computational domain for level set i f elongation factor
H(φ) smeared-out Heaviside function lc characteristic length
Ngird number of grid points r radial distance
S(φ) sign function t pseudo time for evolution of level set
V computational domain volume
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