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Existence of positive solutions to a Laplace equation with nonlinear boundary condition

C.-G. Kim, Z.-P. Liang and J.-P. Shi

Abstract. The positive solutions of a Laplace equation with a superlinear nonlinear boundary condition on a bounded domain
are studied. For higher-dimensional domains, it is shown that non-constant positive solutions bifurcate from a branch of
trivial solutions at a sequence of bifurcation points, and under additional conditions on nonlinearity, the existence of a
non-constant positive solution for any sufficiently large parameter value is proved by using variational approach. It is also
proved that for one-dimensional domain, there is only one bifurcation point, all non-constant positive solutions lie on the
bifurcating curve, and for large parameter values, there exist at least two non-constant positive solutions. For a special case,
there are exactly two non-constant positive solutions.
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1. Introduction

Reaction—diffusion equations are mathematical models for describing various physical and biological phe-
nomena. For a well-posed reaction—diffusion problem, boundary conditions are required to obtain proper
solutions. Normally boundary conditions are linear functions of the values or normal derivatives of the
solutions on the boundary, but in recent studies, an increasing number of models require nonlinear bound-
ary conditions [3,4,8,9,11,12,23,24,41,48].

In this article, we consider a Laplace equation with a nonlinear boundary condition as follows:

—Au =0, T €,

9u = Mr(z) f(u), x € 09, (1)

where € is a smooth bounded domain in RY, N > 1, n is the unit outer normal to 92, and X is a
nonnegative parameter. The weight function r(z) satisfies

(r) r:09 — R is of class C*?(9Q) for 6 € (0,1);
and the growth function f(u) satisfies

(f) f:R — Ris asmooth function satisfying f > 0 in (0,1), f < 0in (—o00,0) U (1,00), f(0) = f(1) =
0, f/(0) > 0 and f'(1) < 0.
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The equation (1.1) is the steady state equation for the diffusive boundary reaction equation:

uy — DAu =0, t>0, x €,
% = Ar(x)f(u), t>0, x € o, (1.2)
u(z,0) = up(z), x €.

The system (1.2) is a variation of the classical reaction—diffusion model in which the reaction occurs in
the interior of the reactor Q. In the system (1.2), the function w(z,t) is the concentration of a chemical of
interest, and the chemical molecules make random walk in the reactor; hence its movement is governed
by a diffusion equation. On the other hand, a chemical reaction involving this chemical occurs on the
boundary of the reactor, and it generates a location-dependent flux r(z)f(u) as a boundary condition.
The nonlinearity f(u) satisfying (f) is usually called logistic type function as the prototypical example
f(u) = au—bu? (a,b > 0) appears in logistic growth model or Fisher-KPP model in genetics studies. The
weight function r(x) plays an important role in the structure of the solutions to (1.1). Previous work (see
[32]) shows that (1) when r(x) is positive, then for all A > 0 the only nonnegative solutions of (1.1) are
the constant ones u = 0 and u = 1; (2) when r(z) is sign-changing, [ r(z)ds < 0 and f”(u) < 0, then

o
there exists a critical value A\; > 0 such that only when A > A;, (1.1) has a unique non-constant solution
win H={ue HY(Q):0<u<1ae x€Q}, and all non-constant solutions in H for A > \; are on a
curve bifurcating from (\,u) = (A1, 0).
We study (1.1) for the case of negative r(z) in this paper. Our main results for spatial dimension
N > 2 can be summarized as follows:

1. there are a sequence of bifurcation points A\, — oo such that non-constant positive solutions of (1.1)
bifurcate from the branch of trivial solution u =1 at A = Ag;

2. with some more conditions on f(u), (1.1) possesses a non-constant positive solution for any suffi-
ciently large A > 0.

The first result is established by using bifurcation theory, and the second one is proved via variational
method (see Sect. 3). It is a bit surprising that the result for N = 1 is different. Indeed, we also prove
that when N = 1, there is only one bifurcation point A\; > 0 for the positive solutions from the trivial
branch v = 1, and all non-constant positive solutions lie on the bifurcating curve. Moreover, we show
that for A > A1, there exist at least two non-constant positive solutions, and with more restrictive f(u),
we show that there are exactly two non-constant positive solutions for each A > A, and A\ # A\;, where
A« is a saddle-node bifurcation point satisfying A\, < Ay (see Sect. 4).

It is interesting to compare equation (1.1) with its more well-known counterpart with reaction occur-
ring in the interior with zero flux boundary condition:

—Au = Mr(x)f(u), x €,
0 1.3
Zh z € 0. (1.3)
on

Here f again satisfies (f). The structure of the nonnegative solutions of (1.3) is

1. If r(x) is positive, then the only nonnegative solutions of (1.3) are v = 0 and w = 1 from the
maximum principle.

2. If r(x) is sign-changing, fQ r(z)de < 0 and f”(u) <0, then there exists A1 > 0 such that only when
A > A, (1.3) has a unique non-constant positive solution, and all non-constant positive solutions
{(\,u) : A > A1} are on a curve bifurcating from (\,u) = (A1,0) (see [20]).

3. If r(x) is negative, then there are a sequence of bifurcation points A& — oo such that non-constant
positive solutions of (1.3) bifurcate from the branch of trivial solution u = 1 at A = X, and when
A — 00, there are solutions exhibiting spiky pattern (see [25,26,42,49]).
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Hence the results for the boundary reaction equation (1.1) and interior reaction equation (1.3) are very
similar. But note that the results above for (1.3) and negative r(x) also hold for N = 1, which is different
from the one for (1.1). This subtle difference can be attributed to the fact that any positive solution of
(1.1) achieves its any local maximum/minimum on the boundary (see Lemma 2.2), while the solutions
of (1.3) can have “interior peak” solutions [18,19]. Note that (1.3) with positive or sign-changing r(x)
appears in the studies of migration—selection genetics models [28-30,34,35], while (1.3) with negative
r(x) appears in the studies of pattern formation PDEs and chemotaxis systems [6,7,26,36,37].

In recent years, the existence, multiplicity, and uniqueness of positive solutions of nonlinear elliptic
equations with nonlinear boundary conditions have been considered by many authors. For example, the
bifurcation of positive solutions of diffusive logistic equation with nonlinear boundary condition has been
studied in [8-10,17,45,47], and other types of nonlinear boundary conditions have been also considered
in [14,16,44]. On the other hand, nonlinear elliptic equations with nonlinear boundary condition defined
in half space have been considered in [12,22,31,38,50].

We review some preliminaries of the linear eigenvalue problem, results for positive and sign-changing
r(x) and bifurcation theory in Sect. 2. The main results for dimension N > 2 are stated and proved in
Sect. 3, while the results for N = 1 are proved in Sect. 4. The proof of Lemma 3.4 is given in Sect. 5.

2. Preliminaries
2.1. Linear eigenvalue problem

First we recall some results for the following eigenvalue problem

A¢ =0, x €8,
% = As(x)o, x € 01, (2.1)

where  is a smooth bounded domain in RN, N > 1, X is a nonnegative parameter. For the higher-
dimensional domain €, the following basic result is well known (see, e.g. [5,46]).

Proposition 2.1. Suppose that Q is a smooth bounded domain in RN with N > 2, and s : 0Q — R is of
class C12(0Q) for 6 € (0,1). If there exists a measurable subset Qo of O such that || > 0 and s(z) > 0
for x € Qq, then there exists a sequence of eigenvalues {\,}52 1 of (2.1) such that 0 = Ag < A1 < Ag <
<A, <o and Ay, — 00 as n— 00. Moreover,

1. If ¢; and ¢; are eigenfunctions corresponding to eigenvalues \; and Aj;, respectively, and N\; # A;,
then

[ V0@ V6,0 = [ sa)sa)sy(wpas =0
Q o0

2. If s(x) is a sign-changing function satisfying

/ s(2)dS < 0, (2.2)
o0
then the eigenfunction ¢y corresponding to A1 can be chosen as positive; if s(x) is positive for all
x € O or s(x) is sign-changing but does not satisfy (2.2), then all eigenfunctions ¢;(x) (i > 1) are
sign-changing in €.

It is clear that the eigenvalue Ao = 0 corresponds to the eigenfunction ¢g(x) = 1. The result for the
principal eigenvalue was proved in [46, Theorem 2.2]. We also remark that for the case that s(z) < 0 for
all x € 9Q and N > 1, 0 is the only nonnegative eigenvalue of (2.1).
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On the other hand when N = 1, equation (2.1) becomes the following two-point boundary value
problem

—6(0) = Asod(0), (1) = As16(1), @3)

where sp and s; are nonzero constants. Then, by direct calculation, the problem (2.3) has only two
So + S1 S1

{¢"(a;) =0, z€(0,1),

eigenvalues A\g = 0 and \; =

, and the eigenfunction associated with Ay is ¢1(z) = © —

5051 So+s1
When sy and s; are both positive, A\; > 0 and ¢; is sign-changing, and when sgs; < 0 but sg + s1 <

0, A1 > 0 and ¢; can be chosen as positive.

2.2. Results for positive and sign-changing potential functions

In this paper, we consider (1.1) for the case that the potential function r(z) is negative. The cases of r(x)
is positive or sign-changing have been considered previously, and in this subsection, we will review these
results. First we prove a maximum principle for a Laplace equation with a general nonlinear boundary
condition as follows:

—Au =0, x € Q,
ou (2.4)
% —g(.’L‘7’LL), l’eaﬂ,

where Q is a smooth bounded domain in RY with N > 1 and g € C(952 x R). From the strong maximum
principle and Hopf’s lemma for the elliptic equations, we have the following lemma.

Lemma 2.2. Suppose that u € C*(Q) N C(Q) is a non-constant solution of (2.4). If u achieves a local
mazimum at © = xo € Q, then o € 0Q, and g(xo,u(xg)) > 0. Similarly, if u achieves a local minimum
at © = xg € Q, then xo € 09, and g(xp,u(xg)) < 0.

Proof. Assume on the contrary that u € C?(2) NC(Q) is a non-constant solution of (2.4), and it achieves
a local maximum at x = xy € Q. Then there exists an open ball Bs(z¢) C Q with radius 6 > 0 and center
xo such that u(xg) > u(z) for all z € Bs(xg). From the strong maximum principle, we have u(z) = u(wo)
in Bs(zo). We can proceed to prove that u is constant in 2, but that is a contradiction to the fact
u is a non-constant solution. Thus xzy € 92, and there exists an open ball B containing zo such that
u(zo) > u(z) for all z € BN Q. It follows from Hopf’s lemma that

Ju

— >0,

on (o)
which implies that g(zo,u(x)) > 0. In the same way, if u achieves a local minimum at = = x¢ € Q, then
xo € 09, and g(xg, u(xg)) < 0. O

From Lemma 2.2, we have the following result directly.

Theorem 2.3. Suppose that r(z) satisfies (r), and f(u) satisfies (f). Assume in addition that r(x) > 0
for all x € 9Q. Then for any X > 0, the only nonnegative solutions of (1.1) are u =0 or 1.

On the other hand, Madeira and do Nascimento [32] studied the problem (1.1) with an indefinite
weight r(x) and the results are as follows.

Theorem 2.4. Suppose that r(x) satisfies (r), and f(u) satisfies (f). Assume in addition that r(z) is a
sign-changing function with/ r(z)dS < 0 and f"(u) <0 foru € [0,1]. Then (1.1) has only the constant

solutions w = 0 and w = 1 when A < A1, and (1.1) has a unique non-constant solution uy € H for each
A>N. Here H={uc H(Q):0<u <1 ae x&Q}, and \; is the positive principal eigenvalue of
(2.1) with s(x) =r(x)f(0).
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We comment that the above results hold for both the cases of N > 2 and N = 1. Apparently
Theorem 2.3 classifies all nonnegative solutions of (1.1) when r(z) is positive and Theorem 2.4 classifies
all nonnegative solutions in H when r(x) is sign-changing. We shall consider the case when r(z) is negative
in this paper.

2.3. Bifurcation theory

Our main analytic tool in this paper is the bifurcation theory, and in this subsection, we review some
abstract bifurcation theorems which will be used. Nonlinear problem can often be formulated in the form
of an abstract equation

F(A\u) =0,

where F': Rx X — Y is a nonlinear differentiable mapping and X, Y are Banach spaces. In the following,
we use F, as the partial derivative of F' with respect to argument u, and we use (-, -) as the duality pair
of a Banach space X and its dual space X*. We say that 0 is a simple eigenvalue of F, (Ao, up) if the
following assumption is satisfied:

(F1) dimN (Fy(Xo,up)) = codimR(F, (Ao, up)) =1, and N(Fy, (Ao, u0)) = span{o:},

where N(T') and R(T') are the null space and the range space of linear operator T, respectively. Crandall
and Rabinowitz [13] proved the following celebrated local bifurcation theorem from a simple eigenvalue.

Theorem 2.5. (Transcritical and pitchfork bifurcations, [13, Theorem 1.7]). Let U be a neighborhood of
(Mo,up) in Rx X, and let F' : U — Y be a twice continuously differentiable mapping. Assume that
F(A\ug) =0 for (M ug) € U. At (Ao, uo), F satisfies (F1) and
(£2) Fxu(Ao,uo)[¢1] & R(Fu(Xo,uo)).
Let Z be any complement of span{¢1} in X. Then the solutions of F(A,u) = 0 near (Ao, uo) different
from (A, ug) form a curve {(A(s),u(s)) :s € I = (—€,€)}, where \: I =R, z: I — Z are C* functions
such that u(s) = ug + s¢1 + sz(s), AM0) = Ng, 2(0) =0, and
L, Fyu (Ao, )
N(0) = {l, Fuu(Xo, uo)[¢1 ¢1}>7 (2.5)
2(1, Fxu (Ao, uo)[¢1])
where 1 € Y* satisfying N (1) = R(Fy(Xo,uo)). If F satisfies
(FS) Fuu(>\07 uo)[d)lv (bl] ¢ R(Fu()‘O; UO));
then A'(0) # 0, and a transcritical bifurcation occurs. If F satisfies
(£'3") Fuu(Ao,uo)[¢1, ¢1] € R(Fu(Xosuo0)),
and in addition F € C3, then N'(0) =0 and
N(0) = — (1, Fuwu(Xos uo) @1, @1, ¢1]) + 3{L, Fuu (Ao, uo)[¢1, 6])
3(1, Fxu(Xo, uo)[¢1]) ’

where 0 satisfies Fy, (Ao, uo)[P1, 1]+ Fu(Xo, uo)[0] = 0. A pitchfork bifurcation typically satisfies X" (0) #
0.

We will also use a secondary bifurcation result which was first proved in [13, Theorem 1], and Liu,
Shi and Wang [27] extended it as follows.

Theorem 2.6. (Secondary Bifurcation Theorem [27, Theorem 2.7]). Let W and Y be Banach spaces, let
Q be an open subset of W and let G : Q@ — Y be twice differentiable. Suppose that

G(wo) =0, dimN(G'(wg)) = 2, codimR(G' (wg)) = 1.
Then
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1. if for any ¢(# 0) € N(G'(wp)), G"(wo)[¢]* & R(G'(wy)), then the set of solutions to G(w) = 0
near w = wq is the singleton {wp}.

2. if there exists ¢1(# 0) € N(G'(wp)) such that G"(wo)[$1]?> € R(G'(wyg)), and there exists ¢ €
N(G'(wg)) such that G" (wo)[p1, 2] & R(G'(wo)), then wo is a bifurcation point of G(w) = 0 and
in some neighborhood of wq, the totality of solutions of G(w) = 0 form two continuous curves
intersecting only at wo. Moreover, the solution curves are in form of wo + sw; + s6;(s), s € (=96,9),
0;(0) = 0/(0) = 0, where ¥; (i = 1,2) are the two linear independent solutions of the equation
(I1,G" (wo) [, ¥]) =0 and Iy € Y* satisfying N(l1) = R(G'(wp)).

Finally we recall the following global bifurcation theorem due to Shi and Wang [43] which is essentially
based on almost the same conditions of Theorem 2.5, and it is also a generalization of the classical
Rabinowitz global bifurcation theorem [39].

Theorem 2.7. Let V' be an open connected subset of R x X and (Ao, up) € V, and let F be a continuously
differentiable mapping from V into Y. Suppose that

1. F(X\ug) =0 for (A, up) €V,

2. the partial derivative Fy, (A, u) exists and is continuous in (A, u) near (Mo, uo),

3. Fu(Xo,ug) is a Fredholm operator with index 0, and dimN (Fy,(Xo,up)) =1,

4. Fyy|wo] € R(Fu(Xo,up)), where wy € X spans N(Fy, (Ao, up))-

Let Z be any complement of span{wo} in X. Then there exist an open interval I = (—¢,€) and
continuous functions A : I — R, ¢ : Iy — Z such that \(0) = Ao, ¥(0) =0, and if u(s) = uo+swo+sy(s)
for s € Iy, then F(\(s),u(s)) = 0. Moreover, F~1({0}) near (\o,uo) consists precisely of the curves
u=ug and I' = {(A(s),u(s)) : s € I1}. If in addition F,(\ u) is a Fredholm operator for all (\,u) € V,
then the curve T is contained in X, which is a connected component of S, where S := {(\,u) € V :
F(\u) =0,u+#ug}, and either ¥ is not compact in 'V or ¥ contains a point (A, ug) with A # Ag.

3. Existence for higher-dimensional domains

In this section, we consider the existence of positive solutions to (1.1) for a bounded domain Q@ C R¥
with N > 2 and under the condition

r(z) <0, for all = € 9. (3.1)
Clearly (1.1) has two lines of trivial solutions:
Top:={(A0): A>0} and Ty:={(A\1): >0}, (3.2)
and also
Too :={(0,u) : u € R, u>0}. (3.3)

If (3.1) is satisfied, and u(z) is a non-constant solution of (1.1), then by Lemma 2.2, u is a positive
solution of (1.1) such that

max u(z) = max u(z) > 1
zeQ z€dQ

and

0 < minu(x) = min u(zr) < 1.
zeQ €N

To consider the solutions of (1.1) in a functional setting, we define X = W?2P(Q) and Y = LP(Q) x
Wl_%’p(ﬁfl), where p > N. Define a nonlinear mapping F': R x X — Y by

F(\u) = <Au, g—z — Mr(2) f(u)) . (3.4)
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We prove the existence of positive solutions of (1.1) by using bifurcation theory for the bifurcation
of positive solutions from the line of trivial solutions I'y. We first determine possible bifurcation points
along the lines of trivial solutions T'g, 'y and Tgg. We say that (A, 1) is a bifurcation point on the line
of trivial solutions I'; = {(\, 1) : A > 0} if there exists a sequence (A", u™) of solutions to (1.1) such that
u™ # 1, A" — A\, and ||[u™ — 1||x — 0 as n — oco. And a bifurcation point on the line I'y or I'gy can be

defined similarly.
Lemma 3.1. Suppose that r(x) satisfies (r) and (3.1), and f(u) satisfies (f).

1. If (A, 1) with A > 0 is a bifurcation point of (1.1) on the trivial branch T'y, then X is an eigenvalue of

(2.1) with s(z) = f'(1)r(z).
2. There is no bifurcation point of (1.1) on the trivial branch To for X\ > 0.
3. If (0,u) is a bifurcation point of (1.1) on the trivial branch Tog, then u =0 or 1.

Proof. 1. Suppose that (A, 1) is a bifurcation point on I'y, then there exists a sequence {(A™, u™)} such
that u™(# 1) is a solution of (1.1) with A = A" and
A" u") — (A1) in RxW2P(Q) as n — oo.
Thus u™ — 1 in H'(Q) as n — oo. Setting
n . u™ —1
= lae)
there exists a subsequence of {v™}, still denoted by {v"}, and vy € H'(Q)\ {0} such that as n — oo,
v =y in HY(Q),
v — vy in L*(09),
" —wy ae. in O0.

On the other hand, v™ satisfies

Av™ =0, x € Q,
n n_ 1 n 1

o _ )\”r(x)f(Hu e @™ + ), x € 09,

on lu™ — 1|5 ()

and thus, for all ¢ € H(Q),
n 1 1 n 1
/Vv - Vodz = )\n/ (2) f([u" =1 @™ +1) ds

[u™ = 1z (a)

[5}9)

_an /r(x) <f’(1)v" s 1”H1(Q)”n)) $dS

um = m (o)

[5}9)
— A" /r(l’) (f’(l) + 0(;”_11)) V" $dS.
19}
Here o(s) means that o(s)/s — 0 as s — 0. Consequently,
/VU)\ Vodxr = /\/ DvpepdS

for all ¢ € H'(), which implies that ) is an eigenvalue of (2.1) with s(x) = r(z)f'(1).

2. Suppose that (A, 0) is a bifurcation point on I'y, then the same arguments as in part 1 show that A
is an eigenvalue of (2.1) with s(z) = r(x)f’(0). From (3.1), we have s(z) < 0 for all x € 99, then
from the remark after Proposition 2.1, (2.1) has no positive eigenvalue, and hence such bifurcation
point does not exist on I'y.
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3. Suppose that (0,u) is a bifurcation point on I'gg. By integration of the equation (1.1), we obtain

)\”/r(x)f(u")dS: Q/Au"dx =0,

o0

which implies that f(u) = 0; thus we must have u = 0 or u = 1 from the condition (f).
d

From the part 3 of Lemma 3.1, we have two possible bifurcation points (0,0) and (0,1) along I'yg. But
indeed only the trivial solutions on 'y and I'y bifurcate from these two points. We make this fact clear
by using the secondary bifurcation theorem (Theorem 2.6) as follows.

Lemma 3.2. Suppose that r(x) satisfies (r) and (3.1), and f(u) satisfies (f). Then,

1. (A u) = (0,1) is a bifurcation point of (1.1) such that totality of the solutions of (1.1) near (0,1)
consists precisely of the curves C; = {(\,u) = (0,¢) :c€ (1 =6,14+0)} and Ca = {(M\u) = (N\1): A€
[0,8)} for sufficiently small 6 > 0.

2. (\,u) = (0,0) is a bifurcation point of (1.1) such that totality of the solutions of (1.1) near (0,0)
consists precisely of the curves C; = {(A,u) = (0,¢) : ¢ € (=6,0)} and Ca = {(A\,u) = (A\,0) : A € [0,6)}
for sufficiently small § > 0.

Proof. Define a nonlinear mapping G : R x X — Y by
ou
G(w) = | Au, o Ar(@)f(u) ), w=\u)eRxX.
n

and let wg = (0,1). Then N(G'(wy)) = span{(0,1),(1,0)} and R(G'(wg)) = N(l1), where

<ll7 hl,hg /hldxf/thS

Q

Since
Gll(wo)[(()? 1)7 (07 1)]) = (07 O) € R(G/(’wo))
and

G (wo)[(0,1), (1,0)]) = (0, —r(2) f'(1)) & R(G'(wo)),

then applying Theorem 2.6, we obtain that (0, 1) is a bifurcation point of (1.1) and totality of the solutions
of (1.1) near (0,1) forms two continuous curves intersecting only at (0,1). The case (0,0) can be proved
in a similar manner. 0

The results in Lemma 3.1 and Lemma 3.2 show that the only non-trivial bifurcation points from the
set of trivial solutions are the eigenvalues of (2.1) with s(x) = f/(1)r(x). From Proposition 2.1, let {\,} be
the sequence of eigenvalues of (2.1) with s(z) = f/(1)r(z) such that 0 = Ao < Ay < Ag <+ <A, < ey
and A\, — oo as n — oo. The following local bifurcation result can be proved by using Theorem 2.5.

Theorem 3.3. Suppose that r(x) satisfies (r) and (3.1), and f(u) satisfies (f). Assume that for some
k € N, the eigenvalue A, of (2.1) with s(x) = f'(1)r(x) is simple with an associative eigenfunction ¢y.
Then the solution set of (1.1) near (A, u) = (A, 1) consists precisely of the curves I'y and

Sk = {(A(t), u(t)) : t € I = (=, i) C R},
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where A\p(t) = g + tAL(0) + t2F(t) and uk(t) = 1+ toy + tz5(t) are continuous functions such that
2F(0) =0, i = 1,2. Moreover, if f is C? near u = 1, then the curve Sy, is C*, and

/ Ner(@) /" (6RdS A (1) / ou| Ve Pda
o0 o 9 )

N,(0) = — - - (3.5)
2 [ r@fWetds  rQ) [ [VePds
a0 Q
Proof. We verify all the assumptions in Theorem 2.5. We prove it in several steps:

1. Since )\ is assumed to be simple, then dimN(F,(A\g,1)) = 1 and N(F,, (A, 1)) = span{ oy }.
2. Let (h1,h2) € R(F, (Mg, 1)) and let w € X satisfy

Aw = hy, z € 1,

ow (3.6)

P Mer(z) f'(Dw = he, € 0.

Multiplying the equation in (3.6) by ¢ and integrating on 2, we obtain

/mhldx:/qubkda:—&—/ ¢ka—w— 991 45
on on
Q Q o0
= /¢kh2d57
o

which shows that (hi, hs) € R(Fy, (A, 1)) if and only if

/qﬁkhldx - /d)khgdS = 0.
Q o0

In the following, we define [ € X™* by
(1. ha)) / fulnda - / Brhads.

Consequently, R(F, (A, 1)) = N(1), and codsz( ()\k, 1) =1.
3. Since

F)\u(>\k7 1)[¢k] = (07 _T(m)f/(1)¢k)v

then we have

(L, PO D)) = / r(@) f(1)§2dS > 0,
oN

and Fy, (Mg, 1)[ék] & R(Fy(Mk,1)). Thus the proof is complete in view of Theorem 2.5, and (3.5)
can be obtained by using (2.5).

O

We remark that the simplicity assumption on the eigenvalues of (2.1) is not restrictive, as the simplicity
is generically true with respect to perturbation of the boundary, see, for example, Henry [21] Chapter 6.
On the other hand, in the case of a higher multiplicity eigenvalue A = Ay, the bifurcation of non-constant
solutions still occurs due to the variational structure of (1.1) so a bifurcation theorem of variational
problem (see Theorem 11.4 of Rabinowitz [40]). Here we will not give the details of that approach, and in
the last part of this section, we use variational method directly to prove the existence of positive solutions.

Theorem 3.3 shows that non-constant positive solutions bifurcate from the line of trivial solutions
u = 11in the (\, u) space. The global bifurcation theorem (Theorem 2.7) can be applied to obtain a global
picture of the bifurcation diagram, but we will need a critical a priori estimate for the positive solutions
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of (1.1). To prove the boundedness of solutions of (1.1), we make use of the blow-up method (see, e.g.
[15,26]). The following lemma can be proved in a similar way as the proof of [26, Theorem 3|. For the
sake of completeness, we present its proof in Sect. 5.

Lemma 3.4. Suppose that r(z) satisfies (r) and (3.1), and f(u) satisfies (f). In addition, we assume that
f(u) satisfies that

(f1) Let f(u) =u—g(u). Then g(u) satisfies

lim 9() =0, lim &5) = A, (3.7)

u—0 u u—oo U
for positive constants Ay and p € (1,p*). Here, p* = N/(N —2) if N >3, and p* = o0 if N = 2.

Then there exists M > 0 independent of X such that if u(z) is a positive solution to (1.1) with A € (0, 00),
then u(x) < M for all x € Q.

Now we give a main result of global bifurcation of positive solutions of (1.1) with negative r(z).

Theorem 3.5. Suppose that all conditions in Theorem 3.3 are satisfied, and f(u) also satisfies (f1). Let
V= {(\u) € (0,00) x X : u(z) >0, x € Q}. Then the curve Sy in Theorem 3.3 is contained in Ay,
which is a connected component of S, where S := {(A\,u) € V : F(\,u) = 0,u # 1}, and either Ay, is
unbounded in the A-direction or Ay contains a point (A, 1) with A\ # \i.. Here A\, is another eigenvalue

of (2.1) with s(z) = f'(1)r(z).

Proof. Since F,(\ u) is a Fredholm operator for all (\,u) € V, it follows from Theorem 2.7 that the
curve S in Theorem 3.3 is contained in Ay, and either A is not compact in V' or A contains a point
(A, 1) with Ay # Ag. If Ag contains a point (A, 1) with A\, # Mg, by Lemma 3.1, \* is an eigenvalue
of (2.1) with s(x) = f/(1)r(z). On the other hand, if A, does not contain a point (A, 1) with A. # A,
it follows from Lemma 2.2, Lemma 3.1, and Lemma 3.2 that Ay N JV is an empty set, and thus Ay is
unbounded in the A-direction by Lemma 3.4. O

The global bifurcation result in Theorem 3.5 shows the existence of non-constant positive solutions
for A-values at least near the bifurcation points. But it is possible that A; = A; for 4,5 € N and 7 # j.
Hence Theorem 3.5 cannot guarantee the existence of non-constant positive solutions for all large A. In
the last part of this section, we prove the existence of a non-constant positive solution of (1.1) for large
A > 0 by using the mountain pass theorem of Ambrosetti and Rabinowitz [2].

Similar to the setting in (f1), let f(u) = u — g(u) for u € R, and we make the following hypotheses
on g(u) following [26]:

(91) ¢g: R — R is locally Hélder continuous, g(u) = 0 for all w < 0, and g(u) > 0 for all u > 0.
(92) g(u) = o(u) asu%OandMHooaSUHoo.
U
(g3) There exist positive constants ¢q,ce, and p € (1,p*) such that
g(u) < e¢p + cou?  for u >0,

where p* is the constant defined in (f1).
(94) There exist g > 2 and € > 0 such that

0 < pG(u) <ug(u) for u > e,
where G(s) = [ g(t)dt.
0

(g5) 522{2_1112 — G(u)} >0, where Z = {u > 0: g(u) = u}.
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Note that Z # 0 by (g1) and (g2).
In the remaining part of this section, let X denote the Sobolev space W12(2) with norm

1

2

lullx = /|Vu|2dx - )\/T(x)uzdS ,
Q

o0

which is equivalent to the usual norm in W12(Q) because of (3.1). We define a functional F : X — R by

;/Wm%x&/m@<;ﬁG@0d& u€X.
Q o0

Since the embedding X «— L*(0Q) is compact if k € [1,p* + 1), then by standard arguments, we have
the following lemma (see, e.g. [33, Lemma 4.2]).

Lemma 3.6. Suppose that r(x) satisfies (1), and (g1) and (g3) hold. Then E is well defined on X, and
E € CY(X,R) with

u)p = /Vu Vodr — / () (u—g(u)pdS  for all u,¢ € X.
o0

Now we verify that the conditions in the mountain pass theorem are satisfied.

Lemma 3.7. Assume that r(x) satisfies (r) and (3.1), and (g1) — (g4) hold. Then

(1) w=0 is a strict local minimum of E,

(2) given v € X with v # 0 on IR, there exists pg > 0 such that E(pov) < 0;

(3) E satisfies the Palais—-Smale condition, i.e., let {u,} be any sequence in X such that |E(u,)| is
uniformly bounded and E’'(u,) — 0 as n — oo, then {u,} has a convergent subsequence.

Proof. (1) In view of (¢92) and (g3), given 6 > 0, there exists Cs > 0 such that
1
G(s) < S0ls]” + ColsI”™, s €R,

which implies that

1
B0) > lulf = O (Gl + ColllEon))

for some Cy > 0. Since the embedding X « L¥(9Q) is compact if k € [1,p* + 1), one can choose §
so small that

E(u) > 0 = E(0)

for all u with 0 < |Ju||x < € and for some sufficiently small ¢; > 0.
(2) By (g1),(g3) and (g4), there exist positive constants ¢ and d such that

G(s) > cls|t —d, seR,
which implies
1
Bw) < gl ~ Callull gy + Cs
for some Ca, C5 > 0. Given v € W2(Q) with [|v||Lu(a) > 0,
B(pv) < L[] — Ol ooy + Cs — —o0 a5 p oo,

Thus there exists pg > 0 such that E(pyv) < 0.
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(3) Let {u,} be a sequence such that |E(u,)| < Cy for all n € N and for some constant C;y > 0, and
E'(up) — 0 as n — oo. Then, for all n sufficiently large, one has

B (un)un] < |lunllx,
which implies
1 1
E(u,) — —E'(up)un < Cy + —|Jun| x-
[ 1
Consequently, by (g4),
11 , 1
5= = ) lunllx = C5 < Ca+ —|lun| x
(33 ) Il o

for some constant Cs > 0, and ||u,||x is bounded. By standard arguments, E satisfies the Palais—

Smale condition (see, e.g. [33, Proposition 4.3]).
O

Now we are able to prove the following existence result for non-constant positive solutions of (1.1) for

all large . Let B(p,0) := {x € RN : |z — p| < 6} and B(J) := B(0,6).
Theorem 3.8. Suppose that N > 2, r(x) satisfies (r) and (3.1), and (g1) — (¢5) hold. Then (1.1) has a
non-constant positive solution for all sufficiently large A > 0.
Proof. Let xg € 092. Assume that there exist an open neighborhood U of xq, B(d1) and a diffeomorphism
U : U — B(61) such that

(1) ¥(xp) =0 and D¥(zg) =1,

(2) Y(UNQ)=RYNB(S) and ¥(9QNT) = ORY N B(61).
Let A > 1/62 and V = U1 (B(A\~2)). Define a test function

M=), <A

0, ly] > Az,

ex(y) =

Define éx(z) = ex (¥~ (y)). Then, éy € Wy *(RY). By straightforward computation, we have

/|Vé,\|2dx < /|Vé,\|2da: <0y / [Vea|2dy < c1A 7, (3.8)
@ v B(A" %)
where C7,c; > 0 are constants independent of A. Furthermore, there exist C, co also independent of A
such that
/é,\dS - / 6248 < Cy / e2ds=co\ 7 . (3.9)
29 aQnv

ORNNB(31)NB(A™ 2)
Set h(t) := E(téy) for t € [0,00). By Lemma 3.7 (1) and (2), there exists tg > 0 such that h(tp) = 0 and
h(t) > 0 for all t € (0,%p). Let ' = {l € C([0,1], X) : 1(0) = 0, I(1) = tpéx}. Then

= inf E(l 0
o iy PUe) >

is a critical value of E in view of the mountain pass theorem of Ambrosetti and Rabinowitz [2]. Thus E
has a critical point uy € X \ {0} with E(uy) = ¢x > 0.
On the other hand, we show that ¢y = O(A*Z") as A — oo. By [26], there is a unique o € (0,1)

depending only on N such that
1
/eidx =3 / esde, (3.10)

So ORYNB(61)
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where S, = {z € ORY N B(61) : ey > U)\¥}. Set S, = U~1(S,). From (g2), it follows that for any
R > 0, there exists Mg > 0 such that g(s) > Rs for all s > Mg. Given ¢t > MRU_l)\_%, let

S = {y € ORY NB(51) : ely) > ]\iR}, S =0"Y9).

Then S, € S. Put M = né%x(fr(x)) and m = rgsiln(fr(z)). For A > 1/6%, by (3.8),(3.9) and (3.10) and
noting that r(x) < 0 for z € 92, we have

B (t) = ¢ /|Vé,\|2da:—)\/r(x)é?\d5 —I—)\/r(x)g(té,\)é,\dS
Q o0 oQ

<cetAT + MtA/éids — m\ / g(té)éxdS
oQ oans

< etAT 4 Mteph 2 — Cgm)\/g(teA)e,\dS
So
N N+1 2
< ctA? + Mteod™ 2 — RtCsm | exdS
So

L1
— AT & Mtep) 3 — 5 RiCsm / e2ds

ORY NB(51)

N+1

Ny ]
+ Mtco X 2 —iRth;m)\ 2

1 1
=tA 2 (A2 + Mcg — 5R03m)
1 1
S tANTJr (6151 + MCQ - 2RC3T)’L> 5
where c¢3,C3 > 0 are constants independent of A. Choosing R = R; large enough such that c;0; +

Mey — $Rycsm < 0, we see that A'(t) < 0 provided ¢ > t1 := Mp,o='A="2" . Since, for any ¢ € [0, c0),
G(téx(z)) > 0 for all x € 99, and it follows from (3.8) and (3.9) that

t2
h(t) < 5 & A2 (abr + Mes),

t2
AN (cl)\_% +Mcz) <5 M

which implies that

t2 N1
< E(téy) < h(t) < 222 o+ M
S B IS S B0 S 9A T (hirae)
1 _
= 5M12a10'72>\32N (6151 -+ MCQ) .

If w is a constant positive solution of (1.1), then it follows from (¢5) that E(w) > cA, where ¢ =

- ian{Qflu2 - G(u)}/ r(z)dS > 0. Since N > 2 and ¢, = O()\%) as A — 0o, then we can conclude
ue o0
that uy is not a constant positive solution or zero solution but a non-constant positive solution of (1.1)

for sufficiently large A > 0. g
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Define a function f(u) = u — §(u) for u € R, where §(u) = 0 for u < 0 and §(u) = g(u) for u > 0. If
f(u) = u— g(u) satisfies (f) and (f1), then g(u) satisfies (g1) — (¢3) and (¢5). Hence, by Theorem 3.8,
we have the following corollary:

Corollary 3.9. Suppose that (r), (f), (f1), and (g4) hold. Then (1.1) has a non-constant positive solution
for sufficiently large A > 0.

We comment that if, in addition, g(u)/u is strictly increasing, then we can show that a least energy
positive solution of (1.1) exists under the conditions of Theorem 3.8 or Corollary 3.9, following similar
arguments in [37].

4. Existence and exact multiplicity for one-dimensional domain

When N =1, (1.1) becomes the following two-point boundary value problem

u'(x) =0, z€(0,1), 1)
—u/(0) = Arg f(u(0)), /(1) = Aryf(u(1)), '
where A is a nonnegative parameter, and f(u) satisfies (f). Here we assume that 79 < 0 and 7 < 0. In
this section, we also assume that f(u) satisfies
(f2) There exists a unique u; € (0,1) such that f'(u) > 0 for u € [0,u1), f'(u1) = 0 and f'(u) < 0 for
u € (u1,00), and lim f(u) = —o0.
uU— 00

If u is a solution of (4.1), u is a linear function, i.e., u(z) = Az + B, for some A, B € R. We can still

use the bifurcation approach in Sect. 3 to consider the solutions of (4.1), which we briefly discuss without

detailed proof. Define X; := W2P(0,1) and Y; := LP(0,1) x R x R, where p > 1, and define a nonlinear
mapping H : R x X; — Y7 by

H(\u) = (", —u'(0) = Ao f(u(0)),u' (1) — Ary f(u(1))). (4.2)

Then similar to Lemma 3.1, the only possible bifurcation points from the lines of trivial solutions are
(A, 1) where X are the eigenvalues of the following eigenvalue problem:

{gb”(x) =0, z€(0,1), (4.3)
—=¢'(0) = Aro f'(1)9(0),  ¢'(1) = A1 f'(1)o(1),

o+ 11
ror1 f'(1)

. Similar to Theorem 3.3, we can show a local bifurcation from I'y

From the results in Sect. 2.1, we have only one positive eigenvalue \; = > 0 with a correspond-

ing eigenfunction ¢1(x) =z —

occurs at (A, u) = (A1, 1).

ro+ 11

Theorem 4.1. Assume that f(u) satisfies (f), and r; <0 fori=1,2. Then the solution set of (4.1) near
(M1, 1) consists precisely of the curves I'y and

Y= {(A(t)au(t)) tel= (77)377) C R}v
where A\(t) = A\ + 21(t) and u(t) = 1+ tdy +tz2(t) are continuous functions such that z;(0) =0, i = 1, 2.
Moreover, suppose that f is sufficiently smooth near u =1,
1. if ro <7y and f(1) <0, then N (0) < 0;

2. if ro >r and (1) <0, then N (0) > 0;
3. ifro =11 and —f'(1) f" (1) + 3(f"(1))? > 0, then N'(0) = 0 and \"(0) > 0.
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The proof of Theorem 4.1 is similar to that of Theorem 3.3. We only point out that if f € C? near
u=1,
(r1 —r0)f"(1)
2rori(f'(1))
and if rg = 71, then X'(0) = 0 and if f € C? near u = 1, then
" —f' ()" (1) +3(f7(1))?
A7(0) = TEENE .
6ro(f'(1))
For the N =1 case, by using the fact that any solution u(x) must be a linear function, we can obtain
a more precise global bifurcation diagram. For that purpose, we set a solution u(x) of (4.1) to be

N (0) =

u(z) = (C - B)x+ B=Czx+ B(1 —x), (4.4)
where B = u(0) and C' = u(1). Then the boundary conditions become
B—-C=Myf(B), C—B=Mrf(C). (4.5)

Hence a solution (A, u) of (4.1) is equivalent to a solution (A, B,C) of (4.5). Any non-constant solution
u(x) of (4.1) satisfies C' # B, while B=C =0 and B = C = 1 give the two trivial solutions v = 0 and
u =1 for any A > 0, and B = C > 0 gives the trivial solution for A = 0.

Adding the two equations in (4.5) implies that B and C must satisfy a relation

rof(B) +r1f(C) = 0. (4.6)
Since f(u) satisfies (f) and (f2), then the relation of B and C' can be further determined as follows:

Lemma 4.2. Suppose that f(u) satisfies (f) and (f2), ro <0 and r1 < 0. Then

1. For any fized 0 < B < 1, there exists a unique C = C1(B) > 1 such that (4.6) holds; moreover,
the function Cy : (0,1) — (1,00) is smooth such that C1(B) > 0 for 0 < B < uy, C{(B) < 0 for
uy < B <1, and

Jim Ci(B) = lim C1(B) = 1. (4.7)

2. There exists B, > 1 such that for any B > B,, there is no C > 0 such that (4.6) holds; for any fized
1 < B < By, there exist exactly two C = Co(B),C5(B) € (0,1) such that C2(B) > uy > C3(B), and
(4.6) holds for (B,Cy(B)) and (B,Cs(B)); moreover, the functions C; : (1,Bs) — (0,1) (i = 2,3)
are smooth such that C4(B) < 0 and C4(B) > 0 for 1 < B < By, and

I B)=1, Ii B)=0, Ii B) = i B) = uy. 4.
Jim, Co(B) =1, lim Cy(B)=0, lim Cy(B)= lim_ C5(B)=u (4.8)

Proof. The relation (4.6) implies that
r
1€)== 21(B). (4.9)
Since B,C > 0, then B € (0, 1) implies that C' > 1, and B > 1 implies that C' € (0,1). We first assume

that B € (0, 1), then there exists C' > 1 such that (4.9) holds since f(1) =0 and f(u) — —0co0 as u — o0
from (f2), and such C is unique since f’(u) < 0 for u > 1. We denote this C' by C(B), and we have

F(C1(B)) = —:—jﬂB). (4.10)
By differentiating (4.10) in B, we obtain that
F(CL(B)C}(B) = —%f’(B), (4.11)

which implies that C{(B) > 0 for 0 < B < uy, C1(B) < 0 for uy < B < 1. The limits in (4.7) is clear
from (4.9) and the fact that f(B) — 0 as B — 07 or B — 17. The case of B > 1 can be proved similarly,
by observing that the graphs of (B, C;(B)) and the inverse function of (B, C3(B)) and (B, Cs(B)) have
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1.4

120 ]

0.8 .

0.6 .

0.2} -

FIG. 1. The graphs of C = Cy(B) (i = 1,2,3) when f(u) = u — u? and r9 = 71 = —1. Here the arc between (0,1) and
(1,1) is C1(B), the one between (1,1) and (Bx,0.5) is C2(B), and the one between (Bx,0.5) and (1,0) is C3(B), where
B. = (1++2)/2

the same structure (see, e.g. Fig. 1). Here B, > 1 can be determined uniquely by 7o f(Bx) + 71 f(u1) =0
since f'(u) < 0 for u > uy. O

The structure of C;(B) (i = 1,2, 3) given in Lemma 4.2 indicates that the solutions of (4.1) can be
classified as follows:

Corollary 4.3. Suppose that f(u) satisfies (f) and (f2), ro0 < 0 and r1 < 0. Then any non-constant
solution u(x) of (4.1) is a linear function in form of (4.4), with either
1. 0< B <1, C=C(B)>1, and the corresponding u(x) is increasing; or
2. 1< B<B,, C=03B) e (0,1) or C=C3(B) € (0,1), and the corresponding u(z) is decreasing.
It remains to determine the parameter A from B and C. From (4.5), we obtain that

>\—/\l—(B)—B7;fC(’jB(>B), i=1,2,3. (4.12)

Here the domain of \;(B) is same as the one for C;(B), (i = 1,2,3).
Now we are ready to state the global bifurcation result for (4.1).
Theorem 4.4. Suppose that f(u) satisfies (f) and (f2), ro <0 and r1 < 0. Define
3
=%, where % ={(\(B),B):Be€ I}, (4.13)
i=1
I =(0,1), and Iy = I3 = (1, B,] where B, is defined in Lemma 4.2. Then
1. If (A u) is a positive solution of (4.1), then there exists i € {1,2,3} and B € I; such that u(x) =
Ci(B)x + B(1 —x) and A = X\;(B) which is defined in (4.12).
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2. ¥ is a smooth curve in Ri satisfying

) = +y_ ot _ 1Y —
A(17) = Aol )_romf’(l) = A, A(17) = 25017,
Ao(By) = A3(By), M\y(By) = M5(B;), (4.14)

BILII&+ M (B) = BIE?Jr A3(B) = oc.

3. Let A\« = min Elgrelg Xi(B). Then 0 < A\ < A1. For each A > A, and A # A1, (4.1) possesses at least

two non-constant positive solutions, and when X\ > A1, (4.1) possesses at least one increasing positive
solution and one decreasing positive solution.

Proof. If (A, u) is a positive solution of (4.1), then from arguments given above, u(z) = Cx + B(1 —
x), (C, B) satisfies C' = Cy(B) and B € I; from Lemma 4.2. Hence the set of positive solutions of (4.1)
is equivalent to X. The continuity of \;(B) and N\;(B) at B = 1 and B = B, can be easily established
from the smoothness properties of C;(B) and f(B). The limits of A\;(B) can also be easily shown from
properties of C;(B) in Lemma 4.2.

From (4.14) (especially the infinite limits), one can see that 0 < A, < A1, and for each A > A\, A =
Ai(B) is achieved at least twice on ¥ except when B = 1 and A = Aq, and thus (4.1) possesses at least
two non-constant positive solutions for each A > A, and A # A;. For A > Ay, (4.1) has at least one
positive solution on X7 (which consists of increasing solutions), and another on X5 U X3 (which consists
of decreasing solutions). O

As A\ — o0, (4.1) has two positive solutions with (B, ') approaching to (1,0) or (0,1), which implies
that the two solutions with patterns u$°(z) = = and u$°(x) = 1 — x respectively. In general, A = A,
is a saddle-node bifurcation point, while A = A; is a transcritical bifurcation point. From Theorem
4.1, \x < Ay when rg # r1. When rq = rq, it is likely A, = Ay and two bifurcation points merge to
create a pitchfork bifurcation. For f satisfying more restrictive convexity condition, it is possible to show
that for each A > A, and A # Ay, (4.1) possesses exactly two non-constant positive solutions. Here we
only point out that for the prototypical f(u) = u — u?, the exact multiplicity results holds. Indeed, for
f(u) =u—u? C;(B) and \;(B) can be explicitly solved as

Cu(B) = 1+\/1+427“2(B—B2), M(B) = B—Cl(B))

Cat) = EVIEREER) o) - 2O pen) (4.16)
)
)

/T irm(B_B%)
Cg(B):1 1+ 4r4(B — B?)

2 )

A3(B) = —— oy

where

ro _1—1-\/1—1-7“2_1 (418)

2= r 2
The exact multiplicity of solutions for this case can be easily deduced from the explicit form above. Figure
2 shows the bifurcation diagrams of (4.1) with f(u) = u—u?. One can see that a saddle-node bifurcation
occurs in the portion ¥y when ry < ry < 0, and it occurs in the portion X5 when ry < rg < 0. In all
three diagrams in Fig. 2, the bifurcation point is at Ay = 1.5, but when r; # rs, there is a saddle-node
bifurcation point A, < A1 such that two non-constant positive solutions also exist for A € (Ay, A1).



3078 C.-G. Kim, Z.-P. Liang and J.-P. Shi ZAMP

r,=-1.0,r,=-20 ro=r,=-4/3 r,=20,r=10
15 15 15
.
1 1 F i
m 2] “\ m |
05 0.5 h 05
0 0 0
1 15 2 25 3 35 4 45 5 1 15 2 25 3 35 4 45 5 1 15 2 25 3 35 4 45 5
A A A

FiG. 2. The bifurcation diagrams for (4.1) when f(u) = u — u?. The horizontal azis is \, and the vertical awis is B. Left:
ro = —1 and r1 = —2; maddle: 7o =1 = —4/3; right: 7o = =2 and r = —1

5. Proof of Lemma 3.4

Proof of Lemma 8.4. Fix € > 0, we first prove that positive solutions of (1.1) with A € [¢, 00) are uniformly
bounded. Note that

||U||L°o(n) = HUHLoo(aQ)

by Lemma 2.2. Assume on the contrary that there exist a sequence {\*} with \¥ € [e, 00), a sequence of
non-constant solutions {uy} of (1.1) for A = A¥, and a sequence of points {P;} on 99 such that

M, := maxug(v) = up(Py) — oo, P, — P €09,
e

as k — oo.
Without loss of generality, we may assume that P is the origin and the zy-axis is normal to 99
at P. Then there exists a smooth function ¥(z'), ' = (z1,--- ,xn_1), defined for |2'| < Jy satisfying

P(0) = 0, (0¢/0x;)(0) =0 for j =1,--- , N—-1,QN00 = {(2/,zn) : zx > Y(2/)}, and QN O =
{(z',zN) : zn = ¥(2)} in a neighborhood of O of P. For y € RY with |y| sufficiently small, we define
a mapping = = ®(y) = (1(y),- -, Pn(y)) by ®;(y) = y; — yn(9%/0z;)(y) for j = 1,--- N — 1 and
O N (y) = yn+1(y'). Since ®'(0) = I, ® has the inverse mapping y = ¥(x) := ®~1(z) in the neighborhood
of x = 0. We write ¥(z) = (¥1(z), -, Uy(x)), and put

N

aiw) = 3 2 (@) 2 (@ (y)),

8:101 aCL’l
=1

bj(y) = (A¥;)(®(y)),
where 1 < ¢,5 < N. Defining vy (y) = ug(z), then vy satisfies

N N
0%v ov
> ai(u)g o=+ Y biw)5 t =0, ye B,
=1 YiOY; = Yj (5.1)
0
8ﬂ = = \r(®(y)) f(vr), y € {yn =0} N Bas,
YN

where Bos = {y € RV : |y| < 26}, Bj; = Bos NRY, and ¢ > 0 is sufficiently small. Moreover, we put
Qr = Y(Py) and also write Qi = (g},,0). Since Qr — 0 as k — oo, we may assume that |Qx| < ¢ for all
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k. Let di, = ()\k)_lMgfp. Then di — 0 as k — co. We define a scaled function by

w(2) = My o (dz’ + qfy, drzn ). (5.2)
Note that wy is well defined in the half ball B;/dk and that 0 < wg(z) < 1 for all k. By (5.1), wy, satisfies
N N
0w ow
k k k k +
Zaij(z) : _—I—debj(z) - =0, ze B, ,
zéj:l 020z j=1 0z o (5.3)
w - _
o = TR 0= M g(Mywy)), 2 € {2y =0} 0 Byyay.

where afj(z) = a;;(dp?’ + q,, dizn), bé‘“‘(z) = bj(dp2’ + q),,drzn), and ri(z) = r(P(dp2’ + g}, drzn)).
Choose a sequence {R,} such that R, — oo as n — oo. For fixed n, BZ‘Rn - B;'/dk provided k& is
sufficiently large. Note that af;(z) and b¥(z) are uniformly bounded in k with respect to C?(Bs g4, )-norm,

and 7, () is uniformly bounded in k with respect to C*({zy = 0} N B4, )-norm. By (f1),

kli_)n;o |M, P g(Mpwi(2)) — Arw(z)| =0,

and M, f(Mywy,(z)) remains uniformly bounded in {zn = 0} N Bsyq, - Applying the elliptic L"-estimates
to (5.3) in the domain E;_Rw {wy} is uniformly bounded in W7 (BJ}, ) for each r > 1. Choosing r > N,

{wy.} is uniformly bounded in C1# (E;R"), where § € (0,1). By the Schauder estimates for elliptic
equations, on each D C B§n7 {wy.} is uniformly bounded in C?#(D) with g € (0,1). By standard
arguments, there exists a subsequence, still denoted by {wy}, such that wy converges uniformly to w €

o0 ®RY)N Clvﬁ,(@f), for # € (0,0), on any compact subset of RY. It follows from W/(0) = I that
ai;(0) = 6;;. Since af;(z) — a;;(0) and dy — 0 as k — oo, w is a nonnegative solution of
—Aw =0, in Rf,

Ow _ Arr(0)wP,  on {2y =0}. (5.4)

Since A;7(0) < 0, w = 0 by [22, Theorem 1.1 and Theorem 1.2] (or see [41, Sect. 4]), which is a
contradiction to the fact that

w(0) = lim wy(0) = lim M, 'vp(Qx) = 1.
k—o00 k—o00
Thus positive solutions of (1.1) with A € [e, 00) are uniformly bounded.

By the same argument as above, we can prove that there exists Cy > 0 such that for all solutions uy
with A € (0, €],

max uy(x) < CoXir. (5.5)
zeQ
Here Cy is independent of A € (0,¢]. Indeed, if we assume that (5.5) does not hold, and again let
di, = ()\k)*lM,ifp and My = max, g ur(x), then dp — 0ask — oo, and we can proceed to a contradiction
as above.
Let u be a non-constant solution of (1.1

~—

with A € (0,¢]. By (f1), there exists Az > 0 such that

g(z) < (2 + A22P) for z2>0. (5.6)

N | =
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Multiplying the equation in (1.1) by u2?*~!

2s —1
52

(s > 1) and integrating it over €, by (5.6), we have

Q/|V(us)|2d:17)\/r(;r)u25d5

[219]

= —)\/T(:c)u%*lg(u)ds < —/\/r(:r)%(uzs + Aqus 1P,
oN o0
which implies that, by (5.5),
21
52

V(u)|Pdz < —ACP71 [ r(2)u?*dS.
[V (u®)] 0
Q o0

2
For s > 1, we have

1 < s, and thus

/|V(us)|2dx < sA 00! n;%g(—r(x)) /uQSdS. (5.7)
o)

o0
Note that the norm

] = /|Vw|2d:c+/w2d5
Q

[5}9]

is equivalent to the usual norm in H'(Q). By a boundary trace imbedding theorem [1, Theorem 5.36],
there exists a constant v > 0 such that for all w € H(Q),

1
v 2

/w”dS <~ /|Vw|2dx+/w2d5 ,
Q

o0 o0

where v = 2(N —1)/(N —2) if N > 3, and v is fixed such that v > 2 if N = 2. It follows from (5.7) that,
for all s > 1,

v

/ udS | <Ois / u?*ds, (5.8)
o9 0
where
— A2 p—1 _
Cr=v <A2C’O gé%?z( r(z)) + 1> .
Let
ri=p2 )yl a; = /u”dS, (5.9)
oQ
for j > 1. Then, by (5.8), we have
ajp1 < (C’er)%aj% for j>1, (5.10)

where Cy = /2. Let p; = loga; for j > 1. By (5.9) and (5.10), there exists C* > 0 such that

v . )
i+l S g+ O +1) for j>1.
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Define {7;} by 71 = p1 and 7j41 = %Tj +C*(j+1) for j > 1. Then p; < 7; for all j > 1. By the same
arguments as in the proof of [26, Corollary 2.1 and Theorem 3],
1
ull = (o0) < Csaf, (5.11)

for some constant C3 > 0.
On the other hand, integrating the equation in (1.1) over 2, we obtain that

—/r(w)udS: —/r(m)g(u)dS,

[219] o0

aé o(uas < (max(-r(o)) (i <—r<x>>>_1aé S,

It follows from (f1) that there exist positive constants by, bs such that

g(z) > b12P —by, 22>0,

so that

and using Holder inequality, we have

/ uPdS < bs,
o
where b3 is a positive constant depending only on g and |9€2|. Thus the proof is complete by (5.11). O

References

1. Adams, R.A., Fournier, J.J.F.: Sobolev Spaces, Volume 140 of Pure and Applied Mathematics (Amsterdam), 2nd
edn. Elsevier/Academic Press, Amsterdam (2003)
2. Ambrosetti, A., Rabinowitz, P.H.: Dual variational methods in critical point theory and applications. J. Funct.
Anal. 14, 349-381 (1973)
3. Arrieta, J.M., Carvalho, A.N., Rodriguez-Bernal, A.: Parabolic problems with nonlinear boundary conditions and critical
nonlinearities. J. Differ. Equ. 156(2), 376-406 (1999)
4. Arrieta, J.M., Carvalho, A.N., Rodriguez-Bernal, A.: Attractors of parabolic problems with nonlinear boundary condi-
tions. Uniform bounds. Comm. Partial Differ. Equ. 25(1-2), 1-37 (2000)
5. Auchmuty, G.: Steklov eigenproblems and the representation of solutions of elliptic boundary value problems. Numer.
Funct. Anal. Optim. 25(3-4), 321-348 (2004)
6. Bates, P.W., Dancer, E.N., Shi, J.-P.: Multi-spike stationary solutions of the Cahn—Hilliard equation in higher-dimension
and instability. Adv. Differ. Equ. 4(1), 1-69 (1999)
7. Bates, P.W., Shi, J.-P.: Existence and instability of spike layer solutions to singular perturbation problems. J. Funct.
Anal. 196(2), 211-264 (2002)
8. Cantrell, R.S., Cosner, C.: On the effects of nonlinear boundary conditions in diffusive logistic equations on bounded
domains. J. Differ. Equ. 231(2), 768-804 (2006)
9. Cantrell, R.S., Cosner, C., Martinez, S.: Global bifurcation of solutions to diffusive logistic equations on bounded domains
subject to nonlinear boundary conditions. Proc. R. Soc. Edinb. Sect. A 139(1), 45-56 (2009)
10. Cantrell, R.S., Cosner, C., Martinez, S.: Steady state solutions of a logistic equation with nonlinear boundary condi-
tions. Rocky Mt. J. Math. 41(2), 445455 (2011)
11. Carvalho, A.N.; Oliva, S.M., Pereira, A.L., Rodriguez-Bernal, A.: Attractors for parabolic problems with nonlinear
boundary conditions. J. Math. Anal. Appl. 207(2), 409461 (1997)
12. Chipot, M., Chlebik, M., Fila, M., Shafrir, I.: Existence of positive solutions of a semilinear elliptic equation in R’} with
a nonlinear boundary condition. J. Math. Anal. Appl. 223(2), 429-471 (1998)
13. Crandall, M.G., Rabinowitz, P.H.: Bifurcation from simple eigenvalues. J. Funct. Anal. 8, 321-340 (1971)
14. Garcia-Melian, J., Sabinade Lis, J.C., Rossi, J.D.: A bifurcation problem governed by the boundary condition. I. NoDEA
Nonlinear Differ. Equ. Appl. 14(5-6), 499-525 (2007)



3082 C.-G. Kim, Z.-P. Liang and J.-P. Shi ZAMP

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.
28.

29.

30.

31.

32.

33.

34.

35.

36.
37.

38.

39.

40.

41.

42.
43.

44.

Gidas, B., Spruck, J.: A priori bounds for positive solutions of nonlinear elliptic equations. Comm. Partial Differ.
Equ. 6(8), 883-901 (1981)

Goddard, J. II., Lee, E.K., Shivaji, R.: Population models with diffusion, strong Allee effect, and nonlinear boundary
conditions. Nonlinear Anal. 74(17), 6202-6208 (2011)

Goddard, J. II., Shivaji, R., Lee, E.K.: Diffusive logistic equation with non-linear boundary conditions. J. Math. Anal.
Appl. 375(1), 365-370 (2011)

Gui, C.-F., Wei, J.-C.: Multiple interior peak solutions for some singularly perturbed Neumann problems. J. Differ.
Equ. 158(1), 1-27 (1999)

Gui, C.-F., Wei, J.-C.: On multiple mixed interior and boundary peak solutions for some singularly perturbed Neumann
problems. Canad. J. Math. 52(3), 522-538 (2000)

Henry, D.: Geometric Theory of Semilinear Parabolic Equations, Volume 840 of Lecture Notes in Mathematics. Springer,
Berlin (1981)

Henry, D.: Perturbation of the Boundary in Boundary-Value Problems of Partial Differential Equations, Volume 318
of London Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge, (2005). With editorial
assistance from Jack Hale and Anténio Luiz Pereira.

Hu, B.: Nonexistence of a positive solution of the Laplace equation with a nonlinear boundary condition. Differ. Integral
Equ. 7(2), 301-313 (1994)

Lacey, A.A., Ockendon, J.R., Sabina, J.: Multidimensional reaction diffusion equations with nonlinear boundary condi-
tions. STAM J. Appl. Math. 58(5), 1622-1647 (1998)

Levine, H.A., Payne, L.E.: Nonexistence theorems for the heat equation with nonlinear boundary conditions and for the
porous medium equation backward in time. J. Differ. Equ. 16, 319-334 (1974)

Lin, C.-S., Ni, W.-M.: On the diffusion coefficient of a semilinear Neumann problem. In: Calculus of Variations and
Partial Differential Equations (Trento, 1986), Volume 1340 of Lecture Notes in Math., pp. 160-174. Springer, Berlin,
(1988)

Lin, C.-S., Ni, W.-M., Takagi, I.: Large amplitude stationary solutions to a chemotaxis system. J. Differ. Equ. 72(1), 1—-
27 (1988)

Liu, P., Shi, J.-P., Wang, Y.-W.: Imperfect transcritical and pitchfork bifurcations. J. Funct. Anal. 251(2), 573-600 (2007)
Lou, Y., Nagylaki, T.: A semilinear parabolic system for migration and selection in population genetics. J. Differ.
Equ. 181(2), 388-418 (2002)

Lou, Y., Nagylaki, T., Ni, W.-M.: An introduction to migration-selection PDE models. Discrete Contin. Dyn.
Syst. 33(10), 4349-4373 (2013)

Lou, Y., Ni, W.-M., Su, L.-L.: An indefinite nonlinear diffusion problem in population genetics. II. Stability and multi-
plicity. Discrete Contin. Dyn. Syst. 27(2), 643-655 (2010)

Lou, Y., Zhu, M.-J.: Classifications of nonnegative solutions to some elliptic problems. Differ. Integral Equ. 12(4), 601—
612 (1999)

Madeira, G.F., do Nascimento, A.S.: Bifurcation of stable equilibria and nonlinear flux boundary condition with indefinite
weight. J. Differ. Equ. 251(11), 3228-3247 (2011)

Mavinga, N., Nkashama, M.N.: Steklov-Neumann eigenproblems and nonlinear elliptic equations with nonlinear bound-
ary conditions. J. Differ. Equ. 248(5), 1212-1229 (2010)

Nagylaki, T., Lou, Y.: The dynamics of migration-selection models. In: Tutorials in Mathematical Biosciences. IV,
Volume 1922 of Lecture Notes in Math., pp. 117-170. Springer, Berlin (2008)

Nakashima, K., Ni, W.-M., Su, L.-L.: An indefinite nonlinear diffusion problem in population genetics. I. Existence and
limiting profiles. Discrete Contin. Dyn. Syst. 27(2), 617-641 (2010)

Ni, W.-M.: Diffusion, cross-diffusion, and their spike-layer steady states. Notices Am. Math. Soc. 45(1), 9-18 (1998)
Ni, W.-M., Takagi, I.: On the shape of least-energy solutions to a semilinear Neumann problem. Comm. Pure Appl.
Math. 44(7), 819-851 (1991)

Ou, B.: Positive harmonic functions on the upper half space satisfying a nonlinear boundary condition. Differ. Integral
Equ. 9(5), 1157-1164 (1996)

Rabinowitz, P.H.: Some global results for nonlinear eigenvalue problems. J. Funct. Anal. 7, 487-513 (1971)
Rabinowitz, P.H.: Minimax methods in critical point theory with applications to differential equations, volume 65 of
CBMS Regional Conference Series in Mathematics. Published for the Conference Board of the Mathematical Sciences,
Washington, DC; by the American Mathematical Society, Providence, RI, (1986)

Rossi, J.D.: Elliptic problems with nonlinear boundary conditions and the Sobolev trace theorem. In: Stationary Partial
Differential Equations. Vol. II, Handb. Differ. Equ., pp. 311-406. Elsevier/North-Holland, Amsterdam, (2005)

Shi, J.-P.: Semilinear Neumann boundary value problems on a rectangle. Trans. Am. Math. Soc. 354(8), 3117-3154 (2002)
Shi, J.-P., Wang, X.-F.: On global bifurcation for quasilinear elliptic systems on bounded domains. J. Differ.
Equ. 246(7), 2788-2812 (2009)

Umezu, K.: Global positive solution branches of positone problems with nonlinear boundary conditions. Differ. Integral
Equ. 13(4-6), 669-686 (2000)



Vol. 66 (2015) Existence of positive solutions 3083

45. Umezu, K.: Behavior and stability of positive solutions of nonlinear elliptic boundary value problems arising in population
dynamics. Nonlinear Anal. 49(6), 817-840 (2002)

46. Umezu, K.: On eigenvalue problems with Robin type boundary conditions having indefinite coefficients. Appl.
Anal. 85(11), 1313-1325 (2006)

47. Umezu, K.: Bifurcation approach to a logistic elliptic equation with a homogeneous incoming flux boundary condition. J.
Differ. Equ. 252(2), 1146-1168 (2012)

48. Walter, W.: On existence and nonexistence in the large of solutions of parabolic differential equations with a nonlinear
boundary condition. SIAM J. Math. Anal. 6, 85-90 (1975)

49. Wang, J.-F., Shi, J.-P., Wei, J.-J.: Dynamics and pattern formation in a diffusive predator-prey system with strong Allee
effect in prey. J. Differ. Equ. 251(4-5), 1276-1304 (2011)

50. Wang, X.-F.: Qualitative behavior of solutions of chemotactic diffusion systems: effects of motility and chemotaxis and
dynamics. STAM J. Math. Anal. 31(3), 535-560 (2000)

C.-G. Kim

Department of Mathematics Education
Pusan National University

Busan 609-735

Republic of Korea

Z.-P. Liang

School of Mathematical Sciences
Shanxi University

Taiyuan

030006 Shanxi

People’s Republic of China

J.-P. Shi

Department of Mathematics
College of William and Mary
Williamsburg

VA 23187-8795

USA

e-mail: jxshix@wm.edu

(Received: November 25, 2014; revised: July 18, 2015)



	Existence of positive solutions to a Laplace equation with nonlinear boundary condition
	Abstract
	1. Introduction
	2. Preliminaries
	2.1. Linear eigenvalue problem
	2.2. Results for positive and sign-changing potential functions
	2.3. Bifurcation theory

	3. Existence for higher-dimensional domains
	4. Existence and exact multiplicity for one-dimensional domain
	5. Proof of Lemma 3.4
	References




