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1 Introduction and background

In nonlinear optic theory, the cubic nonlinear Schrödinger (NLS) equation

i
∂ψ

∂z
+ r∇2ψ + χ |ψ |2ψ = 0 (1.1)

is the basic equation describing the formation and propagation of optical solitons in Kerr-type
materials [13,47]. Here ψ is a slowly varying complex envelope of electric field, the real-
valued parameters r and χ represent the relative strength and sign of dispersion/diffraction
and nonlinearity, respectively, and z is the propagation distance coordinate. The Laplacian
operator ∇2 can either be ∂2/∂τ 2 for temporal solitons where τ is the normalized retarded
time, or ∇2 = ∑N

i=1 ∂2/∂x2i for spatial solitons where x = (x1, x2, . . . , xN ) is the spatial
coordinate with the spatial dimension N ≥ 1. Here x is in the direction orthogonal to z.
Solitary wave solutions to (1.1) and its generalizations have been proved in, for examples,
[7,46].

The invention of lasers in 1960s enabled experimental physical scientists to obtain a
powerful source of coherent light so nonlinear optical effects such as Second Harmonic
Generation (SHG) were discovered when the optical material has a χ(2) (i.e. quadratic)
nonlinear response instead of conventional Kerr χ(3) material for which the Eq. (1.1) is
based on (see [10,11]). Assuming that we consider a strong parametric interaction of three
stationary quasi-plane monochromatic waves with frequencies ωi (i = 1, 2, 3), the wave
vectors are in the same direction (assuming to be z-axis), there is no walk-off between
harmonic waves, the frequencies of interacting waves are matched exactly (ω1 + ω2 = ω3),
and corresponding wave vectors are almost matched (k1ω1 + k2ω2 − k3ω3 = �k � ki ),
then with some conventional normalizations and the assumption that ω1 = ω2 = ω3/2, one
obtains the following system of SHG of type I (see [10, p. 104]):

⎧
⎪⎪⎨

⎪⎪⎩

i
∂v

∂z
+ r�v − v + wv∗ = 0, x ∈ R

N ,

iσ
∂w

∂z
+ s�w − αw + 1

2
v2 = 0, x ∈ R

N ,

(1.2)

where v is a renormalized slowly varying complex envelope of wave with frequency ω1, w
is the one with frequency ω3, σ, α > 0, and r, s = ±1. In the spatial soliton case r = s = 1,
while the temporal case all four combinations for r, s = ±1 are possible. The physically
realistic spatial dimensions are N = 1 or N = 2. In this paper we only consider the case of
r = s = 1. Then the chirp-free two-wave (symbiotic) solitons can be found as real-valued
solutions of the steady state (∂/∂z = 0) equation:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

�v − v + wv = 0, x ∈ R
N ,

�w − αw + 1

2
v2 = 0, x ∈ R

N ,

lim|x |→∞ v(x) = lim|x |→∞ w(x) = 0.

(1.3)

Note that the limiting behavior of the soliton solutions at infinity is added to the equation as
a typical requirement. On the other hand, the type II SHG can be described by the following
renormalized three-wave mixing equation ([10, p. 118]):
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Higher dimensional solitary waves generated... 2659

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

iη
∂v

∂z
+ �v − v + wu∗ = 0, x ∈ R

N ,

i(2 − η)
∂u

∂z
+ �u − γ u + wv∗ = 0, x ∈ R

N ,

2i
∂w

∂z
+ �w − αw + uv∗ = 0, x ∈ R

N ,

(1.4)

and its steady state equation is of form
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

�v − v + wu = 0, x ∈ R
N ,

�u − βu + wv = 0, x ∈ R
N ,

�w − γw + uv = 0, x ∈ R
N ,

lim|x |→∞ v(x) = lim|x |→∞ u(x) = lim|x |→∞ w(x) = 0,

(1.5)

where β, γ > 0.
We remark that similar to (1.2) and (1.4), the propagation of solitons in χ(3) nonlinear

fiber couplers can be described by a set of coupled nonlinear Schrödinger equations:

i
∂ψ j

∂z
+ r∇2ψ j + χ

(
K∑

i=1

|ψi |2
)

ψ j = 0, (1.6)

for j = 1, 2, . . . , K . Here the complex-valued ψ j denotes the j th component of the light
beam, and

∑ |ψ j |2 is the change in refractive index profile created by all the incoherent com-
ponents in the light beam. The solitary waves of (1.6) satisfies φ j (t, x) = u j (x) exp(iμ j t),
and u j (x) satisfies

r�u j − μ j u j + χ

(
K∑

i=1

u2i

)

u j = 0, (1.7)

for j = 1, 2, . . . , K (see [28]). The existence of solitary wave solutions to (1.6) has been
considered by many authors in recent years, for example, [1,3,4,18,20,28,33,43,45,48] and
the references therein, and the same system in a bounded domain was also considered in
[15,16,19,37,49–51].

Contrast to the well-studied χ(3) nonlinear Schrödinger system (1.6) and (1.7), the two-
waveχ(2) SHGsystems (1.2) and (1.3) has only been analytically studied by a fewauthors [54,
55] for the case of N = 1, and there is no rigorous result for the three-wave case (1.4) and (1.5)
yet. In this paper, we aim to consider the existence, uniqueness, and multiplicity of soliton
solutions of (1.2) in higher dimensional case, andwe also consider the dependence of positive
ground state soliton solutions on the parameter α. We also obtain some preliminary results
for the three-wave system (1.5). To fully explore the mathematical structure of solutions of
χ(2) SHG systems (1.3) and (1.5), we will not restrict the spatial dimension N to be only 1
or 2, but a general positive integer. Our results show that N = 6 is a critical dimension for
the existence of positive solitons as such solutions do not exist when N ≥ 6.

Our main analytic tool is the variational method. System (1.3) has a variational structure
and its energy functional is defined by Iα : H := H1(RN )× H1(RN ) → Rwhich is defined
by

Iα(v,w) = 1

2

∫

RN

(|∇v|2 + v2 + |∇w|2 + αw2) dx − 1

2

∫

RN
v2w dx . (1.8)
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2660 L. Zhao et al.

It is standard to verify that Iα is well defined when the spatial dimension N satisfies 1 ≤ N ≤
6, Iα is continuously differentiable and its critical points correspond to the weak solutions of
(1.3), see Sect. 2 for more details. The trivial solution of (1.3) is (v,w) = (0, 0), and (1.3)
has no semi-trivial solutions in form of (v, 0) or (0, w). Any solution (v,w) other than (0, 0)
is a non-trivial solution of (1.3), and a non-trivial solution is called a ground state solution if
it has the least energy among all the non-trivial solutions.

For system (1.3), first we have the following existence and nonexistence result for the
positive ground state solution in higher dimensional space:

Theorem 1.1 1. Suppose that1 ≤ N ≤ 5andα > 0. Then system (1.3)possesses a positive
ground state solution (vα,wα) ∈ H. Moreover each of vα and wα is radially symmetric
with respect to a point x0 ∈ R

N and is strictly decreasing in the radial direction.
2. Suppose that N ≥ 6 and α > 0. Then system (1.3) has no positive solution in H.

From a result in [12], all positive solutions of (1.3) are necessarily radially symmetric and
strictly decreasing in the radial direction. In the case N = 1, the existence of a non-trivial
ground state solution of (1.3) was shown in [55] by using a variational approach. It is also
known that when N = 1, the positive solution of (1.3) is unique up to a spatial translation
[34]. Here we state the following partial result on the uniqueness of positive solution of (1.3)
in higher dimensional space.

Theorem 1.2 1. When α = 1 and 2 ≤ N ≤ 5, the positive solution (v1, w1) of (1.3) is
unique up to a translation. Moreoverw1 = v1/

√
2, andw1 is the unique positive solution

of

�v − v + v2 = 0, v ∈ H1(RN ). (1.9)

2. When α = 0 and 3 ≤ N ≤ 5, (1.3) possesses a unique positive solution (v0, w0) ∈
H1(RN ) × D1,2(RN ) up to a translation, and v0 is the unique positive solution of the
nonlinear Choquard equation

�v − v + 1

2

(
GN ∗ v2

)
v = 0, v ∈ H1(RN ), (1.10)

and w0 = (1/2)GN ∗ v20 , where GN (x) is the Newton potential

GN (x) = 1

(N − 2)ωN
|x |2−N , (1.11)

and ωN is the surface area of the unit sphere in R
N . When α = 0 and N = 1, 2, (1.3)

has no positive solution.

The uniqueness of positive solution of (1.9) is a well-known result proved in [24], see also
[5,14,25]. According to Theorem 1.2, when α = 1, the two components v and w have the
same linear term, and the system (1.3) can be reduced to a single equation in a way. A similar
uniqueness result for ground state was proved in [23], and other similar uniqueness results
for the χ(3) Schrodinger system (1.7) with K = 2 were proved in [16,52]. The uniqueness
of positive solution of the nonlinear Choquard equation in Theorem 1.2 follows from recent
result in [35] for N ≥ 3, which improved the earlier one in [26]. For the case of α �= 1 and
2 ≤ N ≤ 5, the uniqueness of positive solution of (1.3) is an interesting open question. By
using a similar approach we also have the results on the existence and uniqueness of ground
state solution of the three-wave system (1.5), see Theorem 2.7.

Our next result provides information of the dependence of positive ground state solutions
of (1.3) on the parameter α, and also the limiting behavior of positive ground state solutions
as α approaches to 0 or ∞.
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Theorem 1.3 Let {αn} be a sequence in R
+ and let (vαn , wαn ) be a positive ground state

solution of (1.3) with α = αn such that the maximum of vαn and wαn is located at origin.

1. Suppose that 1 ≤ N ≤ 5 and lim
n→∞ αn = α∗ > 0. Then up to a subsequence, there exists

(vα∗ , wα∗) ∈ H, a ground state solution of (1.3) with α = α∗, such that

(vαn , wαn ) → (vα∗ , wα∗) in H, as n → ∞.

In particular, if α∗ = 1, then (vα∗ , wα∗) = (v1, w1).
2. Suppose that 3 ≤ N ≤ 5 and lim

n→∞ αn = 0. Then up to a subsequence,

(vαn , wαn ) → (v0, w0) in H1(RN ) × D1,2(RN ), as n → ∞,

where (v0, w0) ∈ H1(RN ) × D1,2(RN ) is the unique positive solution of system (1.3)
with α = 0.

3. Suppose that lim
n→∞ αn = ∞. If 1 ≤ N ≤ 3, then up to a subsequence,

1√
2αn

vαn → v∞ in H1(RN ), wαn → v2∞ in L p(RN ), as n → ∞,

for 2 ≤ p < 2∗, 2∗ is defined in (2.1), and v∞ is the unique positive solution of

�v − v + v3 = 0, v ∈ H1(RN ); (1.12)

On the other hand, if N = 4 or 5, then

1√
2αn

|vαn |∞ → ∞, and |wαn |∞ → ∞, as n → ∞.

It is known that the limiting equation (1.12) has only trivial non-negative solution in
H1(RN ) if N ≥ 4, so it is necessary to assume 1 ≤ N ≤ 3 for the convergence result when
α → ∞ in Theorem 1.3. In the above limiting behavior of the ground state solutions of
(1.3), we notice a transition of (2α)−1/2v from the positive solution of (1.9) (with exponent
2) when α = 1 to the positive solution of (1.12) (with exponent 3) when α is near infinity. The
limiting behavior when α is large is formally known as the cascading limit or effective Kerr
limit in physics literature (see [10, p. 105]), and here we give the first rigorous justification
of such limiting behavior. All above results are concerned with the ground state solution of
(1.3). In the following result, we obtain multiple solutions of (1.3).

Theorem 1.4 Suppose that 2 ≤ N ≤ 5 and α > 0. Then system (1.3) possesses infinitely
many distinct radially symmetric solutions {(vn, wn)} satisfying Iα(vn, wn) → ∞ as n →
∞.

The sequence of solutions {(vn, wn)} obtained in Theorem 1.4 are radially symmetric
multi-pulse solutions, and in light of uniqueness of positive solution shown in Theorem
1.2, these {(vn, wn)} are likely to be sign-changing. Multi-pulse solutions for N = 1
were first observed in numerical simulations (see [55]), and the existence of multi-pulse
solutions was analytically proved using singular perturbation theory in [54]. Note that the
multi-pulse solutions in [54,55] are of two types: (i) v and w are both even functions, i.e.
(v(−x), w(−x)) = (v(x), w(x)); (ii) v is an odd function and w is an even function, i.e.
(v(−x), w(−x)) = (−v(x), w(x)). Hence our solutions are higher dimensional counterpart
of the first type multi-pulse solutions in one-dimensional domain. The existence of second
type higher dimensional multi-pulse solutions is another interesting open question. Also note
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2662 L. Zhao et al.

that for any solution (v,w) of (1.3), w(x) must be positive hence it cannot be an odd func-
tion. For N = 1, multi-pulse solutions were only found when α is less than 1 and near 1 in
[54,55]. In comparison, Theorem 1.4 suggests the existence of multi-pulse solutions for all
α > 0 when 2 ≤ N ≤ 5, which shows the effect of spatial dimension on the existence of
soliton waves. We also comment that (1.3) possesses another symmetry that if (v(x), w(x))
is a solution of (1.3), so is (−v(x), w(x)). Hence the results in Theorems 1.1 and 1.3 also
hold for ground solution (v,w) such that v < 0 and w > 0.

The result in Theorem 1.4 is proved by using variational method for a nonlocal elliptic
equation which is equivalent to (1.3):

�v − v + 1

2

(
G

√
α

N ∗ v2
)

v = 0, v ∈ H1(RN ), (1.13)

where G
√

α

N (x) is the Bessel kernel or Yukawa potential for the equation (−�+α)�(x) = 0
in R

N . Note that equation (1.13) is in a similar form as the nonlinear Choquard Eq. (1.10)
except a different convolution kernel, and the existence of infinitely many solutions of (1.10)
was obtained in [29], see also [36].On the other hand, such approach has been used for another
similar system: Schrödinger-Poisson system, which has an opposite sign in the nonlocal term
(see, for example, [2,6,22,42,56]).

Finally we consider the system (1.3) on a bounded smooth domain �:
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

�v − v + vw = 0, x ∈ �,

�w − αw + 1

2
v2 = 0, x ∈ �,

v = w = 0, x ∈ ∂�.

(1.14)

The energy functional is given by

�α(v,w) = 1

2

∫

�

(|∇v|2 + v2 + |∇w|2 + αw2) dx − 1

2

∫

�

v2w dx,

for v,w ∈ H1
0 (�). The existence andmultiplicity results for the solutions of (1.3) (Theorems

1.1 and 1.3) can be proved for (1.14) using similar proof (see Theorem 6.1). But in this
setting, more can be said about the structure of all solutions of (1.14). Here we summarize
the bifurcation results for (1.14) (precise statements are given in Theorems 6.2 and 6.4):

1. Let (λ1, ϕ1) be the principal eigen-pair of −� on H1
0 (�) such that ϕ1 > 0. Then

(α, v,w) = (−λ1, 0, μϕ1) is a semi-trivial solution of (1.14) for μ ∈ R.
2. For N ≥ 1, there exists an increasing sequence μn > 0, n = 1, 2, 3, . . ., such that a

continuum �n of non-trivial solutions of (1.14) bifurcates from the the branch of semi-
trivial solutions at μ = μn . In particular, �1 contains the positive solutions of (1.14).

3. For N ≥ 6, the solution continuum �n only exists for α ∈ (−λ1, 0) when � is a star
shaped domain; for N = 2, 3, the solution continuum �n is either extended to α = ∞
or �n = �m for some m �= n, and �1 exists for α ∈ (−λ1,∞); for N = 1 and
� = (−L , L), each �n exists for α ∈ (−λ1,∞) and �n ∩ �m = ∅, that is, for any
α ∈ (−λ1,∞), (1.14) has a pair of solutions (±vn, wn) such that vn changes sign exactly
n − 1 times, and wn > 0 (see Fig. 1)

The result in part 3 shows the existence of both type (i) and type (ii) multi-pulse solutions
when N = 1 and � = (−L , L), since an even v changes sign even number of times in
(−L , L) while an odd v changes sign odd number of times. The bifurcation result in part 2
above utilizes a new “double saddle-node” bifurcation theorem proved in [32]. Indeed near
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Σ1

Σ2

Σ0

Σ*

Fig. 1 Illustration of global bifurcation diagram of (1.14). Here the horizontal direction is μ, and the vertical
direction is (v, w)

the bifurcation point, the solution continuum �n is a curve which is tangent to the curve of
semi-trivial solutions and the kernel of the linearized operator is two-dimensional,while in the
classical Crandall-Rabinowitz bifurcation theorem [17], the solution continuum is transversal
to the known branch and the corresponding kernel is one-dimensional. This appears to be the
first example of double saddle-node bifurcation occurring in practical mathematical models,
and it suggests that such bifurcations may arise in many other situations. Also these results
cannot be obtained from variational methods.

The paper is structured this way: in Sect. 2, we prove the existence of ground state solution
and prove the existence parts inTheorems 1.1 and 2.7, and the uniqueness of solution is proved
in Sect. 3. We study the convergence and asymptotic behavior of ground state solutions in
Sect. 4, and prove Theorem Theorem 1.3. The existence of multiple solutions is proved in
Sect. 5, and the bounded domain case is considered in Sect. 6. Throughout the paper (except
Sect. 6), we denote the norm of L p(RN ) by |v|p = (∫

RN |v|p dx)1/p for 1 ≤ p ≤ ∞, and

the norm of H1(RN ) by ‖v‖ = (|∇v|22 + |v|22
)1/2

; we also use ‖v‖α = (|∇v|22 + α|v|22
)1/2

as an equivalent norm of H1(RN ) for α > 0; and we use ‖u‖H = (‖v‖2 + ‖w‖2) 1
2 as the

norm for u = (v,w) in H.

2 Existence of ground state solutions

In this section, we prove the existence of a positive ground state solution of system (1.3) with
1 ≤ N ≤ 5 for α > 0. To achieve this, we use variational method to the functional Iα defined
in (1.12). We note that the existence of a ground state solution was essentially obtained by
Brezis and Lieb [8] by using a constrained minimization method. Here, we use a different
argument and obtain the mountain pass characterization of the ground state solution, which
plays an important role in the characterization of the asymptotical behavior of the ground
state solutions depending on the parameter α.

First we observe the following estimate.

Lemma 2.1 Suppose that 1 ≤ N ≤ 6 and u, v, w ∈ H1(RN ), then there exists C > 0
independent of u, v, w such that

∫

RN
uvw dx ≤ C‖u‖‖v‖‖w‖.
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2664 L. Zhao et al.

In particular, for (v,w) ∈ H, there exists C > 0 independent of v,w such that
∫

RN
v2w dx ≤ C‖v‖2‖w‖.

Proof Define

2∗ =

⎧
⎪⎨

⎪⎩

2N

N − 2
, N ≥ 3,

∞, N = 1, 2,
and 2̃∗ = 2N

N + 2
. (2.1)

We first consider the case of 3 ≤ N ≤ 6. From Hölder inequality, we have

∫

RN
uvw dx ≤

(∫

RN
u2̃2

∗
dx

)1/(2̃2∗) (∫

RN
v2̃2

∗
dx

)1/(2̃2∗) (∫

RN
w2∗

dx

)1/2∗

.

Since 2̃2∗ ≤ 2∗ for 3 ≤ N ≤ 6, we get the conclusion by the Sobolev inequality. If
N = 1, 2, it follows from the Sobolev embedding theorems that H1(RN ) ↪→ L p(RN ) for
any p ∈ [2,∞). Thus

∫

RN
uvw dx ≤

(∫

RN
u3 dx

)1/3 (∫

RN
v3 dx

)1/3 (∫

RN
w3 dx

)1/3

≤ C‖u‖‖v‖‖w‖.
��

By Lemma 2.1, we see that the functional Iα defined in (1.8) is well defined if 1 ≤ N ≤ 6.
Moreover, it is standard to verify that Iα ∈ C1(H,R) and its derivative is given by

〈Iα(v,w), (ϕ, ψ)〉 =
∫

RN
(∇v∇ϕ + vϕ + ∇w∇ψ + αwψ) dx −

∫

RN
vwϕ dx

−1

2

∫

RN
v2ψ dx,

for any (v,w), (ϕ, ψ) ∈ H . Therefore, a weak solution of system (1.3) corresponds to a
critical point of Iα in H . Since the nonlinearities in (1.3) is sufficiently smooth, then a weak
solution is necessarily a classical solution.

For any critical point (v,w) ∈ H of Iα , it is standard to deduce the following Pohozaev’s
identity

N − 2

2

∫

RN
|∇v|2dx + N

2

∫

RN
v2dx + N − 2

2

∫

RN
|∇w|2dx

+αN

2

∫

RN
w2dx − N

2

∫

RN
v2wdx = 0. (2.2)

Combining with 〈I ′
α(v,w), (v,w)〉 = 0, we see that
∫

RN
v2 dx + α

∫

RN
w2 dx = 6 − N

4

∫

RN
v2w dx, (2.3)

which implies that (v,w) must be zero if N ≥ 6 and α > 0. This proves the nonexistence
part in Theorem 1.1.

In what follows, we will focus on the case of 1 ≤ N ≤ 5. We will use the Mountain-
Pass Theoremwithout compactness ([53, Theorem 1.15]) and the concentration-compactness
principle [31, Lemma 1.1] to prove the existence of non-trivial critical points of Iα for α > 0.
We recall that for c ∈ R, a sequence {(vn, wn)} ⊂ H is called a (PS)c sequence of Iα if
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Iα(vn, wn) → c in R and I ′
α(vn, wn) → 0 in H−1 as n → ∞, where H−1 is the dual space

of H . We have the following basic variational result:

Theorem 2.2 Suppose that 1 ≤ N ≤ 5 and the functional Iα is defined as in (1.8). Define
cα by

cα = inf
γ∈�

max
t∈[0,1] Iα(γ (t)) (2.4)

where � = {γ (t) ∈ C([0, 1], H) : γ (0) = 0, Iα(γ (1)) < 0}. Then for any α > 0, the
functional Iα has a non-trivial critical point (vα,wα) ∈ H such that Iα(vα,wα) ≤ cα .

Proof We prove it in the following steps.

Step 1 The functional Iα has a strict local minimum at 0 in H . In fact, from Lemma 2.1, we
obtain that

Iα(v,w) = 1

2
‖v‖2 + 1

2
‖w‖2α − 1

2

∫

RN
v2w dx

≥ 1

2
‖v‖2 + 1

2
‖w‖2α − C‖v‖2‖w‖ ≥ 1

2
min(1, α)‖u‖2H − C‖u‖3H ,

where u = (v,w) and ‖u‖2H = ‖v‖2+‖w‖2. Thuswe get the desired conclusion by choosing
‖u‖H = ρ small enough. This also implies that cα defined in (2.4) is strictly positive.

Step 2 For any fixed (v,w) ∈ H with v > 0, w > 0, Iα(t (v,w)) → −∞ as t → ∞. In fact,
this follows directly from

Iα(t (v,w)) = t2

2
‖v‖2 + t2

2
‖w‖2α − t3

2

∫

RN
v2w dx .

Therefore, Iα satisfies the assumptions of the mountain pass theorem in H and Iα has a
(PS)cα sequence, i.e. there exists a sequence {(vn, wn)} ⊂ H such that

Iα(vn, wn) → cα, and I ′
α(vn, wn) → 0 in H−1. (2.5)

Step 3 The sequence {(vn, wn)} is bounded in H . In fact, it follows from (2.5) that

cα + 1 + (‖vn‖2 + ‖wn‖2α
)1/2 ≥ Iα(vn, wn) − 1

3
〈I ′

α(vn, wn), (vn, wn)〉

= 1

6
‖vn‖2 + 1

6
‖wn‖2α.

Hence, {(vn, wn)} is bounded in H .

Step 4 The functional Iα has a non-trivial critical point (vα,wα) ∈ H such that Iα(vα,wα) ≤
cα . In fact, to get a non-trivial critical point, we use the concentration compactness arguments.
Since {(vn, wn)} is bounded in H , up to a subsequence, we can assume that there exists δ ≥ 0
such that

δ = lim
n→∞ sup

y∈RN

∫

B1(y)
(v2n + w2

n) dx .

If δ = 0, i.e. (vn, wn) is vanishing, then by Lions Lemma [31, Lemma 1.1], we have vn → 0
andwn → 0 in L p(RN ) for 2 < p < 2∗, where 2∗ is defined in (2.1). It follows from Lemma
2.1 that

123

Author's personal copy



2666 L. Zhao et al.

cα = lim
n→∞ Iα(vn, wn) = lim

n→∞

(

Iα(vn, wn) − 1

2
〈I ′

α(vn, wn), (vn, wn)〉
)

= 1

4
lim
n→∞

∫

RN
v2nwn dx = 0,

which is a contradiction. Therefore, the constant δ > 0 and there exists {yn} ⊂ R
N such that

∫

B1(yn)
(v2n + w2

n) dx ≥ δ

2
.

Set ṽn(x) = vn(x − yn) and w̃n(x) = wn(x − yn), then
∫

B1(0)
(̃v2n + w̃2

n) dx ≥ δ

2
. (2.6)

Moreover, (̃vn, w̃n) is also a bounded (PS)cα sequence of Iα due to the invariance of translation
of Iα . Therefore, up to a subsequence, we can assume that for some (vα,wα) ∈ H ,

ṽn ⇀ vα in H1(RN ), w̃n ⇀ wα in H1(RN ),

ṽn → vα a.e. in R
N , w̃n → wα a.e. in R

N .
(2.7)

By (2.6) and the compactness of the embedding of H1(RN ) ↪→ L2
loc(R

N ), we see that
(vα,wα) �= 0.

Next we check that (vα,wα) is a critical point of Iα . In fact, for any (ϕ, ψ) ∈ C∞
0 (RN )×

C∞
0 (RN ), we have

〈Iα(̃vn, w̃n), (ϕ, ψ)〉 =
∫

RN
(∇ṽn∇ϕ + ṽnϕ + ∇w̃n∇ψ + αw̃nψ) dx

−
∫

RN
ṽnw̃nϕ dx − 1

2

∫

RN
ṽ2nψ dx .

By (2.2) and (2.7), it suffices to show that
∫

RN
ṽnw̃nϕ dx →

∫

RN
vαwαϕ dx, (2.8)

and
∫

RN
ṽ2nψ dx →

∫

RN
v2αψ dx . (2.9)

Indeed for (2.8) we have
∫

RN
ṽnw̃nϕ dx −

∫

RN
vαwαϕ dx =

∫

RN
ṽn(w̃n − wα)ϕ dx +

∫

RN
(̃vn − vα)wαϕ dx

≤ |ϕ|∞
(∫

�

ṽ2n dx

)1/2 (∫

�

(w̃n − wα)2 dx

)1/2

+|ϕ|∞
(∫

�

(̃vn − vα)2 dx

)1/2 (∫

�

w2
α dx

)1/2

→ 0

by (2.7), where � = suppt (ϕ) (the support set of ϕ) is a bounded domain. Similarly (2.9)
holds. Hence I ′

α(vα,wα) = 0 as C∞
0 (RN ) is dense in H1(RN ).
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Now by Fatou’s Lemma, we have

Iα(vα,wα) = Iα(vα,wα) − 1

2
〈I ′

α(vα,wα), (vα,wα)〉 = 1

4

∫

RN
v2αwα dx

≤ 1

4
lim inf
n→∞

∫

RN
ṽ2nw̃n dx ≤ lim inf

n→∞

(

Iα(̃vn, w̃n) − 1

2
〈I ′

α(̃vn, w̃n), (̃vn, w̃n)〉
)

= cα.

��
Moreover we give a more precise estimate of the mountain pass value cα defined in (2.4)

which is useful for subsequent arguments.

Lemma 2.3 Let α > 0 and let (v,w) ∈ H satisfying
∫

RN
v2w dx �= 0, then

cα ≤ 2

27

(∫

RN

(|∇v|2 + v2 + |∇w|2 + αw2) dx

)3

(∫

RN
v2w dx

)2 .

Proof By the definition of cα and the fact that Iα(t (v,w)) → −∞ as t → ∞, we have

cα ≤ max
t≥0

Iα(t (v,w))

= max
t≥0

(
t2

2

∫

RN

(|∇v|2 + v2 + |∇w|2 + αw2) dx − t3

2

∫

RN
v2w dx

)

= 2

27

(∫

RN

(|∇v|2 + v2 + |∇w|2 + αw2) dx

)3

(∫

RN
v2w dx

)2 .

��
Theorem 2.2 shows the existence of a non-trivial solution of (1.3) for any α > 0. Note

that we can use the same proof to the truncated functional

I+
α (v,w) = 1

2

∫

RN

(|∇v|2 + v2 + |∇w|2 + αw2) dx − 1

2

∫

RN
(v+)2w dx .

where v+(x) = max{v(x), 0}, to show the existence of a positive solution using standard
argument. It is unclear whether a solution obtained in this way is a ground state solution for
(1.3) or not, which we shall further explore in the following.

We note that the Nehari manifold

Nα = {(v,w) ∈ H\{0} : 〈I ′
α(v,w), (v,w)〉 = 0}, (2.10)

plays an important role in the variational analysis as shown in the following lemma.

Lemma 2.4 Let Nα be defined as in (2.10).

1. For u = (v,w) ∈ H\{0} such that
∫
RN v2wdx > 0, there exists a unique tu > 0 such

that tuu ∈ Nα and

Iα(tu(v,w)) = max
t≥0

Iα(t (v,w)).
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2. For (v,w) ∈ Nα ,

Iα((v,w)) = max
t≥0

Iα(t (v,w)).

Proof 1. Since 0 is a local minimum of Iα and f (t) := Iα(tu) → −∞ as t → ∞, it is
easy to see that f (t) for t > 0 has at least one maximum point tu > 0 with maximum value
greater than 0. Clearly, f ′(tu) = 〈I ′

α(tuu), u〉 = 0 and tuu ∈ Nα . We prove next f (t) has a
unique critical point for t > 0, which then must be the global maximum point. Consider a
critical point of f,

0 = f ′(t) = t (‖v‖2 + ‖w‖2α) − 3

2
t2

∫

RN
v2w dx,

then

f ′′(t) = (‖v‖2 + ‖w‖2α
) − 3t

∫

RN
v2w dx = − (‖v‖2 + ‖w‖2α

)
< 0.

Therefore if t is a critical point of f , then it must be a strict local maximum point. This
implies the uniqueness.

2. Since
∫
RN v2wdx > 0 for (v,w) ∈ Nα , the conclusion follows from the uniqueness of

tu . ��
Note that it is well-known that such geometric property of Nehari manifold in Lemma 2.4

holds for the scalar equation

−�u + u = f (u), x ∈ R
N ,

where f (u) is a superlinear function such as |u|p−1u (p > 1), see for example [21]. However
the structure of Nehari manifold for the system (1.3) is more complicated hence a direct
minimization on the Nehari manifold may not produce desired ground state solution. Our
approach in this section is to use the mountain-pass geometry to obtain a solution, then we
use Nehari manifold to show the ground state solution can be achieved as well.

For that purpose, we define

nα = inf{Iα(v,w) : (v,w) ∈ Nα}.
mα = inf{Iα(v,w) : I ′

α(v,w) = 0, (v,w) ∈ H\{0}}. (2.11)

By Theorem 2.2, mα is well-defined and nα ≤ mα ≤ cα . We will prove mα can be achieved
in H by the minimizing method. In fact, the following result implies the existence of ground
state solution in Theorem 1.1.

Theorem 2.5 Suppose that 1 ≤ N ≤ 5, and let mα be defined as in (2.11). Then mα is
achieved at some (vα,wα) ∈ H with vα > 0, wα > 0 for any α > 0. That is, (vα,wα) is a
positive ground state solution of (1.3).

Proof Let mα and nα be defined as in (2.11). First we claim that mα = nα = cα for any
α > 0. By the definition of cα and Lemma 2.4, we have

cα ≤ inf{max
t≥0

Iα(t (v,w)) : (v,w) ∈ Nα}
= inf{Iα(v,w) : (v,w) ∈ Nα} = nα.

By Theorem 2.2, nα ≤ mα ≤ cα and we obtain the claim. Let {(vn, wn)} be a minimizing
sequence of mα , that is

Iα(vn, wn) → mα, I ′
α(vn, wn) = 0. (2.12)
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In particular, {(vn, wn)} is a (PS)mα sequence, so it is bounded in H . Since mα > 0, by
similar arguments as in the proof of Theorem 2.2, {(vn, wn)} is non-vanishing and there
exists {yn} ⊂ R

N such that the sequence ṽn(x) = vn(x − yn) and w̃n(x) = wn(x − yn) has
a non-trivial weak limit (vα,wα) in H . It is easy to check that (vα,wα) is a critical point of
Iα . Hence by Fatou’s Lemma,

mα ≤ Iα(vα,wα) = 1

4

∫

RN
v2αwα dx ≤ 1

4
lim inf
n→∞

∫

RN
ṽ2nw̃n dx ≤ lim inf

n→∞ Iα(̃vn, w̃n) = mα.

Therefore, mα is achieved at (vα,wα).
We show next that wα > 0 and vα can be chosen to be positive. Clearly, vα �= 0 and

wα �= 0 by the equations of (1.3). Since wα satisfies

−�wα + αwα = 1

2
v2α, x ∈ R

N ,

and wα → 0 as |x | → ∞, we see that wα > 0 by the strong maximum principle. It is easy
to check that (|vα|, wα) ∈ Nα and Iα(|vα|, wα) = Iα(vα,wα), hence (|vα|, wα) is also a
minimizer of nα and mα . Hence, we can assume that vα is nonnegative. It follows from the
strong maximum principle that vα > 0. ��

Remark 2.6 If 3 ≤ N ≤ 5, by the above similar arguments and working in H1(RN ) ×
D1,2(RN ), we can obtain a positive ground state solution for system (1.3) with α = 0.

We conclude this section by proving the existence of ground state solution for the three-
wave Eq. (1.5). The proof is mostly similar to the proof of two-wave Eq. (1.3), so wewill only
sketch the proof by showing how the proof of two-wave case can be adapted to the three-wave
case. It is not hard to see that system (1.5) is reduced to (1.3) if one of the parameters β or
γ is 1. The solutions of (1.5) are critical points of the energy functional

Jβ,γ (v, u, w) = 1

2

∫

RN

(|∇v|2 + v2 + |∇u|2 + βu2 + |∇w|2 + γw2) dx

−1

2

∫

RN
vuw dx, (2.13)

for (v, u, w) ∈ [H1(RN )]3. We have the following results on the existence and uniqueness
of ground state solution of the three-wave system (1.5).

Theorem 2.7 Suppose that 1 ≤ N ≤ 5.

1. For any β > 0, γ > 0, system (1.5) possesses a positive ground state solution
(vβ,γ , uβ,γ , wβ,γ ) ∈ [H1(RN )]3. Moreover each of vβ,γ , uβ,γ and wβ,γ is radially
symmetric with respect to a point x0 ∈ R

N and is strictly decreasing in the radial direc-
tion.

2. If β = γ = 1, then the positive solution (v1,1, u1,1, w1,1) of (1.5) is unique up to
translation. Moreover v1,1 = u1,1 = w1,1 and w1,1 is the unique positive solution of
(1.9).

3. If β = 1 and γ = 0, N ≥ 3, then (1.5) possesses a unique positive solution
(v1,0, u1,0, w1,0) ∈ [H1(RN )]2 × D1,2(RN ) up to a translation, with v1,0 = u1,0 and√
2u1,0 is the unique positive solution of (1.10). A similar result holds for β = 0 and

γ = 1.
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Proof of Theorem 2.7 (existence) From Lemma 2.1, the functional Jβ,γ defined in (2.13) is
well-defined if 1 ≤ N ≤ 6 and Jβ,γ ∈ C1([H1(RN )]3,R). For β, γ > 0, the proof of
Theorem 2.2 can be easily modified to prove the existence of a non-trivial critical point of
Jβ,γ . We define the Nehari manifold

Nβ,γ = {(u, v, w) ∈ [H1(RN )]3\{0} : 〈J ′
β,γ (u, v, w), (u, v, w)〉 = 0}, (2.14)

and we can define critical energy level cβ,γ , mβ,γ and nβ,γ in a similar fashion as in the
proof of Theorems 2.2 and 2.5. Then the characterization of Nβ,γ in Lemma 2.4 can also be
obtained, and the existence of a ground state solution (vβ,γ , uβ,γ , wβ,γ ) can be proved using
the same way as the one for Theorem 2.5. Finally, we use the characterization of the Nehari
manifold Nβ,γ to get a positive ground state solution. In fact, there exists a tβ,γ > 0 such
that tβ,γ (vβ,γ , uβ,γ , wβ,γ ) ∈ Nβ,γ . From the two relations

t2β,γ

(
‖vβ,γ ‖2 + ‖uβ,γ ‖2β + ‖wβ,γ ‖2γ

)
= t3β,γ

∫

RN
|vβ,γ ||uβ,γ ||wβ,γ | dx,

‖vβ,γ ‖2 + ‖uβ,γ ‖2β + ‖wβ,γ ‖2γ =
∫

RN
vβ,γ uβ,γ wβ,γ dx

it follows that tβ,γ ≤ 1. Therefore,

nβ,γ ≤ Jβ,γ

(
tβ,γ (|vβ,γ |, |uβ,γ |, |wβ,γ |)) = 1

6
t2β,γ

(
‖vβ,γ ‖2 + ‖uβ,γ ‖2β + ‖wβ,γ ‖2γ

)

≤ 1

6

(
‖vβ,γ ‖2 + ‖uβ,γ ‖2β + ‖wβ,γ ‖2γ

)
= Jβ,γ (vβ,γ , uβ,γ , , wβ,γ ) = nβ,γ

then tβ,γ (|uβ,γ |, |vβ,γ |, |wβ,γ |) is a nonnegative ground state solution and each component
is positive by the maximum principle. ��

3 Uniqueness of the positive solution

In this section we prove the uniqueness of positive solution of (1.3) and (1.5) in some special
cases.

Proof of Theorem 1.2 First we assume that α = 1. Let (v,w) ∈ H with v > 0 and w > 0
be a solution of (1.3). Then

−�
(
v − √

2w
)

+
(
v − √

2w
)

= vw − 1√
2
v2.

By integration by parts, we get
∫

RN

(

|∇
(
v − √

2w
)

|2 +
(
v − √

2w
)2

)

dx = − 1√
2

∫

RN
v

(
v − √

2w
)2

dx ≤ 0.

Hence, v = √
2w and w satisfies a scalar equation (1.9). It is known (see [24]) that equation

(1.9) has a unique positive solution up to translation, which implies the uniqueness of positive
solution for (1.3).

Secondly we assume that α = 0. Then for N ≥ 3, the equation of w in (1.3) becomes
a Poisson’s equation, and w can be solved as w(x) = (1/2)(GN ∗ v2)(x), where GN is
defined in (1.11). Thus the equation of v in (1.3) becomes (1.10), and the uniqueness of
positive solution of (1.10) follows from the result of [35]. If α = 0 and N = 1 or 2, then
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the w-equation in (1.3) becomes �w = −(1/2)v2 ≤ 0, thus −w is a bounded subharmonic
function and consequently −w is constant. Hence w ≡ 0 and v ≡ 0 since (v,w) ∈ H . ��
Proof of Theorem 2.7 (uniqueness) When β = γ = 1, we use the same argument as the one
in the proof of Theorem 1.2 to obtain

∫

RN

(|∇(v − u)|2 + (v − u)2
)
dx = −

∫

RN
w(v − u)2 dx ≤ 0,

hence v ≡ u. Similarly we obtain v ≡ w which implies v ≡ u ≡ w and it satisfies equation
(1.9). When β = 1 and γ = 0, we still obtain v ≡ u, and the uniqueness follows from
Theorem 1.2. ��

4 Behavior of ground state solutions

In this section, we consider the continuous dependence of ground state solutions of (1.3) on
the parameter α and the asymptotic behavior of ground state solutions as α approaches 0 or
∞.

4.1 Continuous dependence of ground states

To consider the dependence of positive ground state solutions on the parameter α, we first
prove the following properties of the ground state energy mα defined as in (2.11).

Lemma 4.1 Let mα be defined as in (2.11) and let α∗ > 0 be fixed. Then

1. If 0 ≤ α1 < α2 , then mα1 ≤ mα2 .
2. mα → mα∗, as α → α∗.
Proof 1. Since mα = cα , it suffices to show that cα1 ≤ cα2 . Since Iα1(u) ≤ Iα2(u) for any
fixed u ∈ H , we have �α2 ⊂ �α1 , where

�αi = {γ (t) ∈ C([0, 1], H) : γ (0) = 0, Iαi (γ (1)) < 0}, for αi > 0, i = 1, 2,

and

�0 = {γ (t) ∈ C([0, 1], H1(RN ) × D1,2(RN )) : γ (0) = 0, I0(γ (1)) < 0}.
Hence,

cα1 = inf
γ∈�α1

max
t∈[0,1] Iα1(γ (t)) ≤ inf

γ∈�α1

max
t∈[0,1] Iα2(γ (t)) ≤ inf

γ∈�α2

max
t∈[0,1] Iα2(γ (t)) = cα2 .

2. Let {αn} be a sequence satisfying limn→∞ αn = α∗. We denote (vαn , wαn ) and
(vα∗ , wα∗) a minimizer of mαn and mα∗ respectively. By Lemmas 2.3 and 2.4 part 1, we
have

mαn = cαn ≤ max
t≥0

Iαn (t (vα∗ , wα∗))

≤ 2

27

(∫
RN

(|∇vα∗ |2 + v2α∗ + |∇wα∗ |2 + αnw
2
α∗

)
dx

)3

(∫
RN v2α∗wα∗ dx

)2

= 2

27

(∫
RN

(|∇vα∗ |2 + v2α∗ + |∇wα∗ |2 + α∗w2
α∗

)
dx

)3

(∫
RN v2α∗wα∗ dx

)2 + o(1)

= max
t≥0

Iα∗(t (vα∗ , wα∗)) + o(1) = mα∗ + o(1),
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which implies that

lim sup
n→∞

mαn ≤ mα∗ . (4.1)

On the other hand, by the result in part 1, there exists σ > 0 such that

mα∗−σ ≤ mαn ≤ mα∗+σ .

Hence from

mαn = Iαn (vαn , wαn ) − 1

3
〈I ′

αn
(vαn , wαn ), (vαn , wαn )〉

= 1

6

(‖vαn‖2 + ‖wαn‖2αn
) ≥ C

(‖vαn‖2 + ‖wαn‖2
)
, (4.2)

we see that {(vαn , wαn )} is bounded in H . Similarly, it follows frommαn = 1
4

∫
RN v2αnwαn dx

that
∫

RN
v2αnwαn dx ≥ 4mα∗−σ . (4.3)

Therefore, by (4.2), (4.3), Lemmas 2.3 and 2.4, we have

mα∗ = cα∗ ≤ max
t≥0

Iα∗(t (vαn , wαn ))

≤ 2

27

(∫
RN

(|∇vαn |2 + v2αn + |∇wαn |2 + α∗w2
αn

)
dx

)3

(∫
RN v2αnwαn dx

)2

= 2

27

(∫
RN

(|∇vαn |2 + v2αn + |∇wαn |2 + αnw
2
αn

dx
) + ∫

RN (α∗ − αn)w
2
n dx

)3

(∫
RN v2αnwαn dx

)2

= 2

27

(∫
RN

(|∇vαn |2 + v2αn + |∇wαn |2 + αnw
2
αn

)
dx

)3

(∫
RN v2αnwαn dx

)2 + o(1)

≤ max
t≥0

Iαn (t (vαn , wαn )) + o(1) = mαn + o(1),

which implies

mα∗ ≤ lim inf
n→∞ mαn . (4.4)

Clearly the conclusion follows from (4.3) and (4.4). ��
Now we are ready to prove the continuous dependence of ground state solution (vα,wα)

on the parameter α.

Proof of Theorem 1.3 part 1 Let {αn} be a sequence such that αn → α∗, and let (vαn , wαn )

be a positive ground state solution of (1.3) with α = αn . That is

Iαn (vαn , wαn ) = mαn , I ′
αn

(vαn , wαn ) = 0. (4.5)

By the assumption and the result of [12], we see that vαn , wαn ∈ H1
r (RN ), the subspace of

H1(RN ) consisting of radially symmetric functions. From (4.2), {(vαn , wαn )} is bounded in
H.

We consider two cases according to the dimension N . If N ≥ 2, up to a subsequence,
there exists (̂vα∗ , ŵα∗) ∈ H1

r (RN ) such that

vαn ⇀ v̂α∗ in H1
r (RN ), wαn ⇀ ŵα∗ in H1

r (RN ).
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By Strauss’ compactness embedding theorem [46], we have

vαn → v̂α∗ in L p(RN ), wαn → ŵα∗ in L p(RN ), (4.6)

for 2 < p < 2∗. For any ϕ,ψ ∈ C∞
0 (RN ), by (4.5), we have

∫

RN

(∇vαn∇ϕ + vαnϕ + ∇wαn∇ψ + αnwαnψ
)
dx

−
∫

RN
vαnwαnϕ dx − 1

2

∫

RN
v2αnψ dx = 0.

Taking n → ∞, we see that (̂vα∗ , ŵα∗) is a critical point of Iα∗ . Next, we show that

vαn → v̂α∗ in H1(RN ), wαn → ŵα∗ in H1(RN ). (4.7)

In fact, we have
∫

RN

(|∇vαn |2 + v2αn

)
dx = 2

∫

RN

(|∇wαn |2 + αnw
2
αn

)
dx =

∫

RN
v2αnwαn dx,

∫

RN

(|∇v̂α∗ |2 + v̂2α∗
)
dx = 2

∫

RN

(|∇ŵα∗ |2 + α∗ ŵ2
α∗

)
dx =

∫

RN
v̂2α∗ŵα∗ dx,

so it suffices to show that
∫

RN
v2αnwαn dx →

∫

RN
v̂2α∗ŵα∗ dx . (4.8)

In fact, by (4.6), the convergence in (4.8) follows from the fact that
∫

RN
v2αnwαn dx −

∫

RN
v̂2α∗ŵα∗ dx

=
∫

RN
(v2αn − v̂2α∗)wαn dx +

∫

RN
v̂2α∗(wαn − ŵα∗) dx

≤ |vαn − v̂α∗ |3|vαn + v̂α∗ |3|wαn |3 + |̂vα∗ |23|wαn − ŵα∗ |3 → 0.

Hence (4.7) holds. Therefore, by (4.7), (4.8) and Lemma 4.1, we have

Iα∗ (̂vα∗ , ŵα∗) = lim
n→∞ Iαn (vαn , wαn ) = lim

n→∞mαn = mα∗ .

Hence (̂vα∗ , ŵα∗) is a positive ground state solution of (1.3) with α = α∗.
If N = 1, the argument as above is invalid due to the lack of compactness on the embedding

H1(R) ↪→ L3(R). We follow an argument in [23] to prove the convergence (4.7). Let
(ϕn, ψn) = (vαn , wαn ) − (̂vα∗ , ŵα∗), we claim that

Iαn (ϕn, ψn) = Iαn (vαn , wαn ) − Iα∗ (̂vα∗ , ŵα∗) + o(1) in R, (4.9)

and

I ′
αn

(ϕn, ψn) = I ′
αn

(vαn , wαn ) − I ′
α∗ (̂vα∗ , ŵα∗) + o(1) in H−1. (4.10)

In fact, since vαn ⇀ v̂α∗ and wαn ⇀ ŵα∗ in H1(R), we have

‖vαn − v̂α∗‖2 = ‖vαn‖2 − ‖̂vα∗‖2 + o(1), ‖wαn − ŵα∗‖2 = ‖wαn‖2 − ‖ŵα∗‖2 + o(1).
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Therefore, we have

|Iαn (vαn , wαn ) − Iαn (ϕn, ψn) − Iα∗ (̂vα∗ , ŵα∗)|
≤ 1

2

∫

R

∣
∣ϕ2

nŵα∗ + 2ϕn v̂α∗ψn + 2ϕn v̂α∗ŵα∗ + v̂2α∗ψn
∣
∣ dx + o(1)

≤ 1

2
|ϕnŵα∗ |2|ϕn |2 + |ϕn v̂α∗ |2|ψn |2 + |ϕn v̂α∗ |2|ŵα∗ |2 + 1

2
|ψn v̂α∗ |2 |̂vα∗ |2.

To obtain (4.9), it suffices to show that for any sequence {un} ⊂ H1(R) with un ⇀ 0 in
H1(R) satisfies unv0 → 0 in L2(R) for any v0 ∈ H1(R). In fact, for any R > 0,

∫

R

u2nv
2
0 ≤

(

sup
x∈R

|v0(x)|2
) ∫ R

−R
u2n dx +

(

sup
|x |≥R

|v0(x)|2
) ∫

R

u2n dx . (4.11)

The first term on the right hand side of (4.11) tends to 0 because of the compactness of the
embedding H1(R) ↪→ L2

loc(R) and the last term tends to zero as R → ∞ since v0 ∈ C(R)

and lim|x |→∞ v0(x) = 0. Hence (4.9) holds. Similarly we have (4.10). By (4.9), (4.10) and
Lemma 4.1 part 2, we see that {(ϕn, ψn)} is a (PS)0 sequence, i.e.,

Iαn (ϕn, ψn) = o(1) in R, I ′
αn

(ϕn, ψn) = o(1) in H−1.

Hence, similar to (4.2), we have

‖ϕn‖2 + ‖ψn‖2 ≤ C

(

Iαn (ϕn, ψn) − 1

3
〈I ′

αn
(ϕn, ψn), (ϕn, ψn)〉

)

→ 0,

which implies (4.7). This completes the proof for any α∗ > 0. If α∗ = 1, by Theorem 1.2,
we see that (̂v1, ŵ1) is necessarily the unique positive ground state solution (v1, w1). ��

We remark that the convergence (vαn , wαn ) → (̂vα∗ , ŵα∗) in H1 × H1 may be set in a
stronger topology.

4.2 Asymptotic behavior of ground state solutions as α → 0

In this subsection, we study the behavior of the ground state solutions of (1.3) as α → 0 and
give the proof of Theorem 1.3 part 2.

First we consider the existence of ground state solutions for (1.3) with α = 0 for 3 ≤
N ≤ 5. Compared with the case of α > 0, the main difference is that the suitable working
space for (1.3) is H1(RN ) × D1,2(RN ) when using variational methods, where

D1,2(RN ) = {w ∈ L2∗
(RN ) : |∇w| ∈ L2(RN )} for 3 ≤ N ≤ 5,

with the norm

‖w‖D =
(∫

RN
|∇w|2 dx

)1/2

.

By Remark 2.6, a positive ground state solution, denoted by (v0, w0), exists in H1(RN ) ×
D1,2(RN ). Moreover, by the result in Theorem 1.2, (v0, w0) is the unique positive solution
up to a translation for (1.3) with α = 0.

Proof of Theorem 1.3 part 2 We assume that 3 ≤ N ≤ 5. Let {αn} be a sequence in R
+

satisfying αn → 0 as n → ∞ and let (vαn , wαn ) be a positive ground state solution of (1.3)
with α = αn and energymαn such that the maximum of (vαn , wαn ) is located at origin inR

N .
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By Lemma 4.1, we see that

m1 ≥ mαn = 1

6

∫

RN

(|∇vαn |2 + v2αn + |∇wαn |2 + αnw
2
αn

)
dx ≥ 1

6
‖vαn‖2 + 1

6
‖wαn‖2D .

Hence, the sequence {(vαn , wαn )} is bounded in H1(RN ) × D1,2(RN ). Therefore, up to a
subsequence, we may assume that there exists v̂0 ∈ H1(RN ), ŵ0 ∈ D1,2(RN ) such that

vαn ⇀ v̂0 in H1(RN ), wαn ⇀ ŵ0 in D1,2(RN ),

vαn → v̂0 a.e. in R
N , wαn → ŵ0 a.e. in R

N .
(4.12)

By the same arguments as in the proof of Theorem 2.2, one can see that (̂v0, ŵ0) is a critical
point of I0. Moreover, integrating the equations in (1.3), and by using Hölder inequality and
Sobolev inequality, we have

∫

RN

(|∇vαn |2 + v2αn + |∇wαn |2 + αnw
2
αn

)
dx

= 3

2

∫

RN
v2αnwαn dx ≤ 3

2
|vαn |22̃2∗ |wαn |2∗ ≤ 3

4
‖vαn‖4 + 3

4
‖wαn‖2D .

Hence,

‖vαn‖2 ≥ 4

3
. (4.13)

If {vαn } is vanishing, then vαn → 0 in L 2̃2∗
(RN ) and ‖vαn‖ → 0 by (4.2), which is a

contradiction to (4.13). Therefore, {vαn } is non-vanishing.By the assumptionon themaximum
of (vαn , wαn ), we see that v̂0 �= 0 and ŵ0 �= 0. Following the same arguments in the proof
of Theorem 2.2 and (4.12), we see that (̂v0, ŵ0) is a positive solution of (1.3) with α = 0.
By the uniqueness result in Theorem 1.2 part 2, (̂v0, ŵ0) is necessarily the unique positive
ground state solution (v0, w0). Following the arguments in the proof of Theorem 1.3 part 1,
we see that (vα,wα) → (v0, w0), in H1(RN ) × D1,2(RN ) as α → 0. ��

We comment that it is useful to consider the convergence property of the least energy mα

as α → 0. By Lemma 2.3, we clearly have mα ≥ m0. To get mα → m0 by the method
given in Lemma 2.3, we need to show that w0 ∈ H1(RN ) which is reduced to show that
w0 ∈ L2(RN ). For that purpose, we restrict to the case of N = 4, 5 and recall the following
Hardy-Littlewood-Sobolev inequality [27, Theorem 4.3].

Lemma 4.2 Suppose that 1 < p < q < ∞, and 1
r = 1 −

(
1
p − 1

q

)
. For f ∈ L p(RN ),

define

Ir f (x) =
∫

RN
|x − y|−N/r f (y) dy.

Then there exists a C = C(p, q, r, N ) such that

|Ir f |q ≤ C | f |p. (4.14)

By using Lemma 4.2, we have the following result on the convergence of mα to m0 for
N = 4, 5, and the convergence for N = 3 is not known.

Proposition 4.3 Suppose that N = 4, 5 and (v0, w0) ∈ H1(RN ) × D1,2(RN ) is a positive
solution of (1.3) with α = 0, then w0 ∈ L2(RN ). In particular, limα→0+ mα = m0 where
mλ is defined in (2.11).
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Proof It is standard to deduce that v0(x) has an exponential decay as |x | → ∞. Therefore,
v0 ∈ L p(RN ) for any p ∈ [2,∞]. Moreover, w0 can be represented as

w0(x) = 1

2
(GN ∗ v20)(x) = 1

2ωN

∫

RN

v20(y)

|x − y|N−2 dy. (4.15)

We apply Hardy-Littlewood-Sobolev inequality (4.14) with r = N/(N − 2) and q = 2 to
deduce w0 ∈ L2(RN ). If N = 4, we can choose p = 1 since v20 ∈ L1(RN ). If N = 5, we
can choose p = 10/9 since v20 ∈ L10/9(RN ). ��
4.3 Asymptotic behavior of ground state solutions as α → ∞

In this subsection, we study the behavior of the ground state solutions of (1.3) as α → ∞
and give the proof of Theorem 1.3 part 3.

Let (vα,wα) be a positive ground state solution of (1.3). Define

ṽα = 1√
2α

vα. (4.16)

It is easy to verify that (̃vα, wα) satisfies the rescaled equation

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−�ṽα + ṽα = ṽαwα, x ∈ R
N ,

−�wα + αwα = αṽ2α, x ∈ R
N ,

lim|x |→∞ ṽα(x) = lim|x |→∞ wα(x) = 0.

(4.17)

In this subsection we prove the convergence of (̃vα, wα) to (v∞, v2∞) as α → ∞, where v∞
is the unique positive solution of (1.12). To achieve that, we need to obtain boundedness of
ṽα as α → ∞. First we have the following estimate in H1(RN ).

Lemma 4.4 Let (vα,wα) be a positive ground state solution of (1.3), and let ṽα be defined
as in (4.16). Then for all α > 0, ṽα is uniformly bounded in H1(RN ), and wα is uniformly
bounded in L2(RN ).

Proof We first estimate mα . Applying Lemma 2.3 with (
√

αv,w), where (v,w) is a fixed
element in H such that

∫
RN v2w dx �= 0, we find that there exists C > 0 such that

mα ≤ max
t≥0

Iα(t (
√

αv,w)) ≤ 2

27

(∫

RN

(
α|∇v|2 + αv2 + |∇w|2 + αw2) dx

)3

(∫

RN
αv2w dx

)2 ≤ αC.

(4.18)

Noticing that

1

6

∫

RN

(|∇vα|2 + v2α + |∇wα|2 + αw2
α

)
dx

= Iα(vα,wα) − 1

3
〈I ′

α(vα,wα), (vα,wα)〉 = mα,
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together with (4.18), we have

∫

RN

[∣
∣
∣
∣∇

(
1√
2α

vα

)∣
∣
∣
∣

2

+
(

1√
2α

vα

)2
]

dx + 1

α

∫

RN
|∇wα|2 dx +

∫

RN
w2

α dx ≤ C.

(4.19)

��

It is not straightforward to obtain the boundedness of {wα} in H1(RN ) and the convergence
properties of α−1

∫
RN |∇wα|2. In the following we obtain uniform boundedness of ṽα in

L∞(RN ) by usingMoser iteration and consequently get the boundedness of α−1
∫
RN |∇wα|2

by representing wα by using Yukawa potential. This approach was first used in [22].
For f (x) ∈ L2(RN ), it is known that the unique solution of linear modified Helmholtz

equation

−�u + μ2u = f (x)

has the integral representation (see [27])

u(x) = (Gμ
N ∗ f )(x) =

∫

RN
Gμ

N (x − y) f (y) dy,

where Gμ
N (x) is the Yukawa potential defined by

Gμ
N (x) =

∫ ∞

0

1

(4π t)N/2 e
−(|x |2/(4t)+μ2t) dt. (4.20)

We have the following estimates of the Yukawa potential and (̃vα, wα).

Lemma 4.5 Let Gμ
N be the Yukawa potential defined in (4.20), and let (̃vα, wα) be a solution

of (4.17) for 1 ≤ N ≤ 5 and α > 0.

1. There exists C1 = C1(N , p) > 0 such that

|Gμ
N |p ≤ C1μ

N−2− N
p , (4.21)

for 1 ≤ p ≤ N

N − 2
if N ≥ 3 and 1 ≤ p < ∞ if N = 1, 2.

2. There exists C2 > 0 independent of α such that

|∇wα|2 ≤ C2 |̃vα|∞. (4.22)

3. There exists C3 > 0 independent of α such that

|wα|∞ ≤ C3 |̃vα|2∞, (4.23)

and

|wα|∞ ≤ C3α
(N−2)/4 |̃vα|∞, for N ≥ 3. (4.24)

Proof The proof is similar to the ones in [22] and we give the details here for reader’s
convenience.
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1. By the Minkowski inequality for integral, we have

|Gμ
N |p ≤

∫ ∞

0

1

(4π t)N/2 e
−μ2t |e− |·|2

4t |p dt

= 1

(4π)N/2

(
4

p

) N
2p

∫ ∞

0
t−

N
2 + N

2p e−μ2t dt

(∫

RN
e−|y|2 dy

) 1
p

≤ Cμ
N−2− N

p �

(

−N

2
+ N

2p
+ 1

)

,

which implies the conclusion.
2. It is easy to see that ṽα and wα are exponentially decaying as |x | → ∞. Hence ṽα, wα ∈

L∞(RN ). Moreover by part 1 we have |G
√

α

N |1 ≤ C1α
−1. Hence from the generalized

Young’s inequality and part 1, we have

|∇wα|2 = α|G
√

α

N ∗ ∇ṽ2α|2 ≤ α|G
√

α

N |1|∇ṽ2α|2 ≤ 2C1 |̃vα|∞|∇ṽα|2.
Hence the desired conclusion follows from Lemma 4.4.

3. By part 1, we have

|wα(x)| = α

∫

RN
G

√
α

N (x − y)̃v2α(y) dy ≤ α|̃vα|2∞
∫

RN
G

√
α

N (y) dy ≤ C |̃vα|2∞.

Moreover, if N ≥ 3, then by part 2, Hölder inequality and Gagliardo-Nirenberg inequal-
ity, we have

|wα(x)| = α

∫

RN
G

√
α

N (x − y)̃v2α(y) dy ≤ α|̃vα|∞
∫

RN
G

√
α

N (x − y)̃vα(y) dy

≤ α|̃vα|∞|G
√

α

N |2N/(N+2) |̃vα|2∗ ≤ α(N−2)/4 |̃vα|∞|∇ṽα|2 ≤ α(N−2)/4C |̃vα|∞.

��
In the following lemma, we establish a uniform bound of ṽα in L∞(RN ). The main idea of

the proof is the Moser iterations, which is somewhat standard. For the sake of completeness,
we give a proof in the appendix. By using this lemma, we prove the part 3 of Theorem 1.3.

Lemma 4.6 Assume that 1 ≤ N ≤ 3 and α > 0, and (̃vα, wα) is a positive solution of
(4.17). Then there exists C > 0 independent of α such that

|̃vα|∞ ≤ C. (4.25)

Proof of Theorem 1.3 part 3 Let {αn} be a sequence in R
+ and let (vαn , wαn ) be a positive

ground state solution of (1.3) with α = αn such that the maximum of vαn and wαn is located
at origin. We prove the results in several steps.

Step 1 First we consider the case of 1 ≤ N ≤ 3. We prove that, up to a subsequence, for
some (v∞, w∞) ∈ H ,

ṽαn ⇀ v∞ in H1(RN ), wαn ⇀ w∞ in H1(RN ), as n → ∞, (4.26)

w∞ = v2∞, and v∞ is a nonnegative solution of (1.12).
By Lemmas 4.4 and 4.5 part 2 and Lemma 4.6, we see that {(̃vαn , wαn )} is bounded in H .

Hence we can assume the convergence in (4.26) holds up to a subsequence. Since (̃vαn , wαn )

satisfies the equation (4.17), then for any (ϕ, ψ) ∈ H , we have
∫

RN
∇ṽαn∇ϕ dx +

∫

RN
ṽαnϕ dx =

∫

RN
ṽαnwαnϕ dx, (4.27)
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and

1

αn

∫

RN
∇wαn∇ψ dx +

∫

RN
wαnψ dx =

∫

RN
ṽ2αnψ dx . (4.28)

By (4.26), we have
∫

RN
wαnψ dx →

∫

RN
w∞ψ dx,

∫

RN
ṽ2αnψ dx →

∫

RN
v2∞ψ dx, n → ∞.

From Lemma 4.5 part 2 and Lemma 4.6, we see that 1
αn

∫
RN |∇wαn |2 dx → 0 as n → ∞.

Hence (4.28) yields w∞ ≡ v2∞. Let n → ∞ in (4.27), we have
∫

RN
(∇v∞∇ϕ + v∞ϕ) dx =

∫

RN
v∞w∞ϕ dx =

∫

RN
v3∞ϕ dx .

Hence, v∞ is a solution of the limit Eq. (1.12) and v∞ ≥ 0 since vαn > 0.

Step 2 Next we show that

ṽαn → v∞ in H1(RN ), wαn → w∞ in L p(RN ), for 2 ≤ p < 2∗. (4.29)

and v∞ is the unique positive solution of (1.12). In fact, taking ϕ = ṽαn and ψ = wαn in
(4.27) and (4.28), we have

∫

RN

(|∇ṽαn |2 + ṽ2αn

)
dx =

∫

RN
ṽ2αnwαn dx, (4.30)

and

1

αn

∫

RN
|∇wαn |2 dx +

∫

RN
w2

αn
dx =

∫

RN
ṽ2αnwαn dx . (4.31)

For 2 ≤ N ≤ 3, noticing that ṽαn , wαn ∈ H1
r (RN ) and ṽαn → v∞, wαn → w∞ in L3(RN ),

one can prove that
∫

RN
ṽ2αnwαn dx →

∫

RN
v2∞w∞ dx,

by the same arguments as (4.8) in the proof of Theorem 1.3 part 1. Hence, it follows from
(4.30) and Eq. (1.12) that ‖̃vαn‖ → ‖v∞‖ as n → ∞, which implies that ṽαn → v∞ in
H1(RN ). Similarly, it follows from (4.31) that wαn → w∞ in L2(RN ). Then wαn → w∞
in L p(RN ) for 2 ≤ p < 2∗ by the interpolation inequality in Hölder spaces. Moreover, by
(4.30) we have

‖̃vαn‖2 ≤ C |̃vαn |23|wαn |3 ≤ C ‖̃vαn‖2|wαn |3. (4.32)

Hence |w∞|3 = limn→∞ |wαn |3 ≥ 1/C , and w∞ �= 0, v∞ �= 0. Thus v∞ cannot be 0 and
v∞ > 0 from the maximum principle. Therefore v∞ is the unique positive solution of (1.12)
with maxx∈RN v∞(x) = v(0). This completes the proof for N = 2, 3.

For N = 1, it suffices to show that ṽαn → v∞ and wαn → w∞ in L3(RN ) to follow the
arguments above for the case of 2 ≤ N ≤ 3. For this purpose, we apply the concentration-
compactness argument. In fact, since {(̃vαn , wαn )} is bounded in H and |wαn |3 ≥ 1/C from
(4.32), we may assume that up to a subsequence for some ρ > 0,

∫

R

(|̃vαn |3 + |wαn |3
)
dx → ρ, n → ∞.
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By the concentration-compactness lemma [30, Lemma 1.1], there is a subsequence, still
denoted by {(̃vαn , wαn )}, such that one of the following three cased occurs: (here BR(x) is
the interval (x − R, x + R), and Bc

R(x) is R\BR(x))

(a) (compactness) There exists a sequence {xn} ⊂ R satisfying that for any ε > 0 there is
an R > 0 such that

∫

BR(xn)

(|̃vαn |3 + |wαn |3
)
dx ≥ ρ − ε, for all n ≥ 1.

(b) (vanishing) For all R > 0,

lim
n→∞ sup

y∈R

∫

BR(y)

(|̃vαn |3 + |wαn |3
)
dx = 0.

(c) (dichotomy) There exists ρ ∈ (0, ρ) and {xn} ⊂ R such that for any ε > 0, there is
Rε > 0, for all r > Rε, r ′ > Rε , have

lim inf
n→∞

∫

Br (xn)

(|̃vαn |3 + |wαn |3
)
dx ≥ ρ − ε,

lim inf
n→∞

∫

Bc
r ′ (xn)

(|̃vαn |3 + |wαn |3
)
dx ≥ (ρ − ρ) − ε.

It is clear that (c) cannot occur since ṽαn andwαn are radially symmetric and strictly decreasing
in the radial direction. If (b) occurs, noting that ṽαn and wαn are bounded in H1(R), then
we can get ṽαn → 0, wαn → 0 in L3(R), which contradicts with the fact |wαn |3 ≥ 1/C .
Therefore, the compactness case (a) occurs. Since ṽαn and wαn are radially symmetric and
the maximum of vαn and wαn is located at the origin of R, we see that {xn} in (a) is bounded.
Hence, we have ṽαn → v∞, wαn → w∞ in L3(RN ). This completes the proof for the case
of N = 1.

Step 3 We consider the case of N = 4, 5. Suppose on the contrary that there exists C > 0
such that |̃vαn |∞ ≤ C or |wαn |∞ ≤ C .We claim that both of |̃vαn |∞ and |wαn |∞ are bounded.
In fact, if |̃vαn |∞ ≤ C , then Lemma 4.5 part 3 implies |wαn |∞ ≤ C . If |wαn |∞ ≤ C , then by
(7.14) and the iteration procedure, we see that |̃vαn |∞ ≤ C . Under the assumption that both
of |̃vαn |∞ and |wαn |∞ are bounded, one can obtain a positive solution of (1.12) in H1(RN )

by using the proof in Step 1 and Step 2, which is a contradiction since (1.12) has no positive
solution in H1(RN ) when N = 4, 5. ��

5 The existence of infinitely many solutions

In this section, we prove the existence of multiple non-trivial radially symmetric solutions
of the system (1.3). Notice that Iα(v,w) is not an even functional with respect to w, we use
a reduced functional. In fact, for any v ∈ H1(RN ), the w-equation in (1.3) has a unique
positive solution

wv(x) = 1

2

∫

RN
G

√
α

N (x − y)v2(y) dy, (5.1)

where G
√

α

N (x) is the Yukawa potential defined in (4.20). Substituting wv(x) into the v-
equation of system (1.3), we reduce the system (1.3) into a scalar equation

− �v + v = vwv, v ∈ H1(RN ). (5.2)
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Define a new energy functional J : H1
r (RN ) → R by

J (v) = 1

2

∫

RN
(|∇v|2 + v2) dx − 1

4

∫

RN
v2wv dx . (5.3)

It is standard to verify that J ∈ C1(H1
r (RN ),R) and J ′(v) = 0 is equivalent that (v,wv) is

a solution of (5.2). Since J is an even functional so that J (−v) = J (v), we are able to apply
the Mountain-Pass Theorem with symmetry [41, Theorem 9.12] to obtain multiple critical
points. To achieve that, we first establish some basic properties of wv defined in (5.1).

Lemma 5.1 Let v ∈ H1(RN ), and let wv be defined as in (5.1). Then

1. There exists Cα > 0 independent of v such that
∫

RN
v2wv dx ≤ Cα‖v‖4. (5.4)

2.
1

2

∫

RN
v3 dx ≤ max{1, α}1

2
‖v‖2 + 1

4

∫

RN
v2wv dx (5.5)

Proof 1. By integrating the w-equation in (1.3) and Lemma 2.1, we obtain that

‖wv‖2α = 1

2

∫

RN
v2wv dx ≤ C‖v‖2‖wv‖ ≤ C ′

α‖v‖2‖wv‖α. (5.6)

Hence the estimate (5.4) holds.
2. From the w-equation in (1.3) and the Hölder inequality, we have

1

2

∫

RN
v3 dx =

∫

RN
(∇v∇w + αvw) dx

≤ 1

2

∫

RN

(|∇v|2 + αv2
)
dx + 1

2

∫

RN

(|∇w|2 + αw2) dx

≤ max{1, α}1
2
‖v‖2

+1

4

∫

RN
v2wv dx .

��
Now we prove the existence of multiple solutions of (1.3).

Proof of Theorem 1.4 From Lemma 5.1 part 1, we have

J (v) ≥ 1

2
‖v‖2 − 1

4
Cα‖v‖4, (5.7)

which implies that J has a strict local minimum at v = 0. Secondly we show that for any
finite dimensional subspace E of H1

r (RN ), there exists R = R(E) > 0 such that J (v) ≤ 0
for any v ∈ E\BR(0). Indeed by using Lemma 5.1 part 2, we obtain that

J (v) = 1

2
‖v‖2 − 1

4

∫

RN
v2wv dx ≤ 1

2
(1 + max{1, α}) ‖v‖2 − 1

2
|v|33, (5.8)

which implies that for any finite dimensional subspace E , J (v) < 0 for v ∈ E\BR(0) as all
the norms on a finite dimensional space is equivalent. Finally it is standard to verify that J
satisfies the Palais-Smale condition. Hence all conditions of Mountain-Pass Theorem with
symmetry [41, Theorem 9.12] are satisfied, and the conclusion follows from that. ��
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6 Bounded domain case

In this section, we consider the solutions of the corresponding Dirichlet boundary value
problem (1.14) on a bounded domain � with smooth boundary ∂�. Let (λ1, ϕ1) be the
principal eigen-pair of

{
�ϕ + λϕ = 0, x ∈ �,

ϕ = 0, x ∈ ∂�,
(6.1)

then it is well-known that λ1 > 0 is a simple eigenvalue and ϕ1 can be chosen as positive. In
the following we assume that ϕ1(x) > 0 for x ∈ � and |ϕ1|∞ = 1.

The existence and multiplicity results for the solutions of (1.14) using variational method
are as follows. Here we only state the corresponding results for (1.14) without proof as the
proof is essentially similar to Theorems 1.1 and 1.3.

Theorem 6.1 Suppose that 1 ≤ N ≤ 5 and � ⊂ R
N is a bounded domain with smooth

boundary ∂�.

1. For each α > −λ1, system (1.14) possesses a positive ground state solution (vα,wα) ∈
H1
0 (�) × H1

0 (�).
2. For each α > −λ1, system (1.14) possesses infinitely many solutions {(vn, wn)} such

that �α(vn, wn) → ∞ as n → ∞.

We observe that when α = −λ1, the system (1.14) has a branch of semi-trivial solutions
�∗ = {(α, v,w) = (−λ1, 0, μϕ1) : μ ∈ R} which intersects with the branch of the trivial
solutions�0 = {(α, 0, 0) : α ∈ R} at (−λ1, 0, 0). Next we use bifurcation theory to consider
the set of solutions of (1.14), especially the solutions near the semi-trivial branch �∗. For
that purpose, we consider an eigenvalue problem:

{
�φ − φ + μϕ1φ = 0, x ∈ �,

φ = 0, x ∈ ∂�,
(6.2)

where ϕ1 > 0 is the positive principal eigenfunction of (6.1). From a well-known result (see
for example [9]), (6.2) has a sequence of eigenvalues 0 < μ1 < μ2 ≤ · · · ≤ μk ≤ · · · → ∞,
the eigenfunction φ1 corresponding to μ1 is simple, and φ1 can be chosen as positive. The
principal eigenvalue μ1 can be expressed by the following Rayleigh quotient:

μ1 = inf
φ∈H1

0 (�),φ �=0

∫

�

(|∇φ|2 + φ2) dx
∫

�

ϕ1φ
2 dx

.

Let X = C2,θ
0 (�) for θ ∈ (0, 1). Define the set of non-trivial solutions of (1.14) to be

� = {(α, v,w) ∈ R × X2 : (α, v,w) is a solution of(1.14) such that v �≡ 0 and w �≡ 0}.
(6.3)

Here we consider solutions in X instead of in H1
0 (�) since all weak solutions are indeed

classical ones because of the smoothness of nonlinearities in the equation (5.2). Our results
about existence, nonexistence, multiplicity and bifurcation of solutions of (1.14) in a general
bounded domain � are as follows:
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Theorem 6.2 Suppose that N ≥ 1 and� ⊂ R
N is a bounded domain with smooth boundary

∂�.

1. For −∞ < α < −λ1, the only non-negative solution of system (1.14) is (v,w) = (0, 0).
2. For α = −λ1, if (v,w) is a solution of (1.14), then v = 0 and w = μϕ1 for μ ∈ R, that

is (−λ1, v, w) ∈ �∗.
3. Assume that all eigenvalues μn of (6.2) are simple ones. Then for any n ∈ N, there exists

δn > 0 such that for −λ1 < α < −λ1 + δn, system (1.14) possesses a pair of non-trivial
solutions in form of (±vn(α, ·), wn(α, ·)) such that

vn(α, ·) = kn(α + λ1)
2φn + o(|α + λ1|), wn(α, ·) = μnϕ1 + o(|α + λ1|), (6.4)

for some constant kn > 0. Moreover for each n ∈ N, there exists a connected component
�n of� such that (−λ1, 0, μnϕ1) ∈ �n, and either�n is unbounded in (−λ1,∞)× X2,
or there exists m ∈ N and m �= n such that (−λ1, 0, μmϕ1) ∈ �n, that is, �n = �m.

Proof 1. Suppose that (v,w) is a non-negative solution of (1.14). Multiplying the w-
equation in (1.14) by ϕ1, and integrating over �, we obtain

0 = −(λ1 + α)

∫

�

wϕ1 dx + 1

2

∫

�

v2ϕ1 dx .

Since
∫
�

wφ1 dx ≥ 0 and
∫
�

v2φ1 dx ≥ 0, then under the condition that α < −λ1, we
must have w ≡ 0 and v ≡ 0 in �.

2. For α = −λ1, suppose that (v,w) is a solution of (1.14), then we have −�w − λ1w =
(1/2)v2 ≥ 0 for x ∈ �, andw = 0 on ∂�. The equation is solvable only if

∫
�

v2ϕ1 dx =
0, which implies that v ≡ 0, and w = μϕ1 for μ ∈ R.

3. Assume an eigenvalues μn of (6.2) is a simple one. We consider the bifurcation
of non-trivial solutions of (1.14) from the semi-trivial branch �∗ near (α, v,w) =
(−λ, 0, μnϕ1). We use a “double saddle-node” bifurcation theorem in [32]. For that
purpose, we define F : R × X2 → Y 2 where Y = Cθ (�), and F is defined by

F(α, v,w) =
⎛

⎝
�v − v + wv

�w − αw + 1

2
v2

⎞

⎠. (6.5)

It is straightforward to calculate the Fréchet derivatives of F :

F(v,w)(μ, v,w)[(φ, ψ)] =
(

�φ − φ + wφ + vψ

�ψ − αψ + vφ

)

, Fα(μ, v,w) =
(

0
−w

)

,

F(v,w)(v,w)(μ, v,w)[(φa, ψa), (φb, ψb)] =
(

φaψb + φbψa

φaφb

)

.

In particular, we have

L[(φ, ψ)] := F(v,w)(−λ1, 0, μnϕ1)[(φ, ψ)] =
(

�φ − φ + μnϕ1φ

�ψ + λ1ψ

)

.

Then the null space N (L) = span{(φn, 0), (0, ϕ1)}where φn is the eigenfunction of (6.2)
associated with μ = μn ; and the range space of L is defined by

R(L) =
{

( f, g) ∈ Y 2 :
∫

�

f φn dx = 0, and
∫

�

gϕ1 dx = 0

}

.
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Hence dimN (L) = codimR(L) = 2. On the other hand,

Fα(−λ1, 0, μnϕ1) =
(

0
−μnϕ1

)

/∈ R(L),

since − ∫
�

μnϕ
2
1 dx �= 0. Define v1, v2 ∈ (Y 2)∗ (the dual space of Y 2) by

〈v1, ( f, g)〉 =
∫

�

gϕ1 dx, 〈v2, ( f, g)〉 =
∫

�

f φn dx .

Then R(L) = {
( f, g) ∈ Y 2 : 〈v1, ( f, g)〉 = 0 and 〈v2, ( f, g)〉 = 0

}
, and 〈v1, Fα(−λ1, 0,

μnϕ1)〉 �= 0 and 〈v2, Fα(−λ1, 0, μnϕ1)〉 = 0. Define a 2 × 2 matrix

H =
( 〈v2, F(v,w)(v,w)[(φn, 0), (φn, 0)]〉 〈v2, F(v,w)(v,w)[(φn, 0), (0, ϕ1)]〉

〈v2, F(v,w)(v,w)[(φn, 0), (0, ϕ1)]〉 〈v2, F(v,w)(v,w)[(0, ϕ1), (0, ϕ1)]〉

)

=
(
0

∫
�

φ2
nϕ1 dx

∫
�

φ2
nϕ1 dx 0

)

.

Hence the determinant of H is − (∫
�

φ2
nϕ1 dx

)2
< 0. Then from [32, Theorem 2.3], the

set of solutions of F = 0 near (−λ1, 0, μnϕ1) is the union of two smooth curves Si =
{(μi (t), vi (t, ·), wi (t, ·)) : |t | < ε}, i = 1, 2, satisfying μi (0) = −λ1, (μi )′(0) = 0,

(
v1(t, ·), w1(t, ·)) = (

tφn + t x1(t), μnϕ1 + t y1(t)
)
,

(
v2(t, ·), w2(t, ·)) = (

t x2(t), μnϕ1 + tϕ1 + t y2(t)
)
,

where xi (0) = yi (0) = (xi )′(0) = (yi )′(0) = 0. Apparently S2 is identical to�∗, the branch
of semi-trivial solutions. Hence (μ, v,w) = (−λ1, 0, μnϕ1) is a bifurcation point so that
non-trivial solutions of (1.14) are on S1. From [32, Propostion 2.4], we get

(μ1)′′(0) = −〈v1, F(v,w)(v,w)[(φn, 0), (φn, 0)]〉
〈v1, Fα〉 =

∫

�

φ2
nϕ1 dx

μn

∫

�

ϕ2
1 dx

> 0.

Hence for α ∈ (−λ1,−λ1+δn), there exists two non-trivial solutions of (1.14) near (v,w) =
(0, μnϕ1) as stated.

Let �n be the connected component of � containing (−λ1, 0, μnϕ1). Then we can use
a similar argument as in [39] or the proof of [57, Theorem 4.1] to prove that either �n is
unbounded, or �n contains some (α̃, ṽ, w̃) such that ṽ ≡ 0 or w̃ ≡ 0. Note that we can
use the result in [39] by converting (5.2) into equivalent integral equation which is compact
operator, or we can use the result in [44] for (5.2) directly as Fredholm operator. We assume
that �n contains some (α̃, ṽ, w̃) such that ṽ ≡ 0 or w̃ ≡ 0. It is easy to see that for a solution
(v,w) of (5.2), if w ≡ 0, then v ≡ 0. So possible forms of (ṽ, w̃) are (0, 0) or (0, w̃). If
(ṽ, w̃) = (0, 0), then α̃ > −λ1, as near (−λ1, 0, 0) the only solutions of (5.2) are on �∗
and �0. For α̃ > −λ1, (α̃, 0, 0) cannot be a bifurcation point for (5.2) from the form of
F(v,w)(α̃, 0, 0). Hence (ṽ, w̃) cannot be (0, 0). Thus (ṽ, w̃) = (0, w̃) and from the equation,
w̃ must be kϕp for k ∈ R and α = −λp , where m ≥ 1. Since near α = −λ1, �n is on the
right side of α = −λ1, and �n is connected, then �n contains another (−λ1, 0, μmϕ1) with
m �= n. ��
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Remark 6.3 1. The bifurcation result in Theorem 6.2 for α near −λ1 holds for all N ≥ 1,
while the existence of solutions in Theorems 1.1 and 1.3 are for 2 ≤ N ≤ 5 (the existence
also holds for N = 1). See Theorem 6.4 for more on the subtlety of the spatial dimension
N.

2. If an eigenvalue λk of (6.1) with k ≥ 2 is also simple with eigenfunction ϕk , and all
eigenvalues of (6.2) with ϕ1 replaced by ϕk are also simple, then similar bifurcation
result as in Theorem 6.2 part 3 can also be established near (α, v,w) = (−λk, 0, μnϕk).

Theorem 6.4 Suppose that � ⊂ R
N is a bounded domain with smooth boundary ∂�. Let

�n be the connected component of � containing (−λ1, 0, μnϕ1) in Theorem 6.2, and let
projα�n be the projection of �n into α-axis.

1. For N ≥ 6 and � is a star-shaped domain, projα�n ⊂ [−λ1, 0) for each n ∈ N.
2. For N = 2, 3, for each n ∈ N, either projα�n = [−λ1,∞) or �n = �m for some

m �= n. Moreover projα�1 = [−λ1,∞).
3. For N = 1 and � = (−L , L), for each n ∈ N, projα�n = [−λ1,∞) and �n ∩�m = ∅

for any m �= n. Hence for any α > −λ1 and n ∈ N, (1.14) has at least one pair of non-
trivial solutions (±v(α, ·), w(α, ·)) such that v(α, ·) changes sign exactly n − 1 times,
and w(α, ·) > 0 on (−L , L).

Proof For any dimension N ≥ 1, projα�n ⊂ [−λ1,∞) from Theorem 6.2 part 2, as
�n ∩ {α = −λ1} = {(−λ1, 0, μnϕ1)} and Theorem 6.2 part 3 shows the local structure of
�n near the bifurcation point (−λ1, 0, μnϕ1). For any non-trivial solution (v,w) of (1.14)
with α > −λ1, we must have w = (1/2)(−� + α)−1(v2) > 0.

1. Without loss of generality, we assume that 0 ∈ � and � is star-shaped with respect to
the origin. The Pohozaev identity for (1.14) is

1

2

∫

∂�

(|∇v|2 + |∇w|2) (x · ν)dS + 1

2

∫

∂�

v2w(x · ν)dS

= −
∫

�

(v2 + αw2) dx + 6 − N

4

∫

�

v2w dx, (6.6)

where ν denotes the unit outward normal to ∂�. Sincew > 0 for any non-trivial solution
(v,w) of (1.14) and x · ν ≥ 0 for any x ∈ ∂�, then (1.14) has only the trivial solution
for α ≥ 0 and N ≥ 6. Therefore all the branches �n in Theorem 6.2 only exist for
α ∈ (−λ1, 0) when N ≥ 6.

2. For N = 1, 2, 3, the a priori estimates in Lemma 4.6 still hold for a bounded domain �

and α ∈ [−λ1 + δ,∞) for some δ > 0. If �n is not connected to another bifurcation
point (−λ1, 0, μmϕ1), then �n is unbounded in (−λ1,∞) × X2. The a priori estimates
for α ∈ [−λ1 + δ,∞) implies that there is no bifurcation from infinity at any −λ1 + δ ≤
α < ∞. Suppose that there is a sequence (αk, vk, wk) of solutions to (1.14) satisfying
αk → −λ1, and ||(vk, wk)||X2 = ∞ as k → ∞, then �n and �∗ are two distinct
continua of solutions of (1.14) near (α, (v,w)) = (−λ1,∞), which is a contradiction to
the bifurcation from infinity result in [40, Corollary 1.8]. Thus the projection of �n into
X2 is bounded for all α ≥ −λ1, and we must have projα�n = [−λ1,∞).
For�1, we let�1 = �+

1 ∪�−
1 ∪{(−λ1, 0, μ1ϕ1)}, where�+

1 is the connected component
of�1\{(−λ1, 0, μ1ϕ1)}which contains the positive solutions near bifurcation point, and
�−

1 = {(α,−v,w) : (α, v,w) ∈ �+
1 }. It is shown in the proof of Theorem 6.2 that

�1 is either unbounded or �1 contains another (−λ1, 0, μkϕ1). But from the maximum
principle, any solution on �+

1 is positive, hence �+
1 cannot connect to (−λ1, 0, μkϕ1),
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as near that bifurcation point the v-component of solutions of (5.2) is not positive. Thus
�+

1 is unbounded and projα�1 = [−λ1,∞).
3. For N = 1, we assume that � = (−L , L) and we follow a classical approach given in

[38]. Define E = {u ∈ C1[−π, π] : u(±π) = 0}. Let S+
n denote the set of u ∈ E such

that u has exactly n − 1 simple zeros in (−π, π), all zeros of u in [−π, π] are simple,
and u is positive in a small neighborhood (−π, π + δ) of x = −π . Set S−

n = −S+
n

and Sn = S+
n ∪ S−

n . We claim that if (α, v,w) is a non-trivial solution of (5.2) on
� = (−π, π) with α > −λ1, then (v,w) ∈ Sn × S+

1 where n − 1 is the number of zeros
of v in (−π, π). We have shown that w > 0 in (−π, π) whenever α > −λ1. Suppose
that x = x0 ∈ [−π, π ] is a zero of v(x), then v′(x0) �= 0 otherwise the uniqueness of
solution to a second order ordinary differential equation implies that v(x) ≡ 0, which
contradicts with the assumption that v(x) is non-trivial. Hence (v,w) ∈ Sn × S+

1 .

Now near the bifurcation point, each �n can be decomposed into �n = �+
n ∪ �−

n ∪
{(−λ1, 0, μnϕ1)}, where �+

n ⊂ S+
n and �−

1 = {(α,−v,w) : (α, v,w) ∈ �+
1 }. Now the

argument above (see also [38]) implies that the entire connected component �+
n ⊂ S+

n , and
in particular �n ∩ �m = ∅. In part 2, we have proved that projα�n = [−λ1,∞) in case
�n ∩ �m = ∅. This completes the proof. ��

The existence of solutions with precise nodal structure in part 3 of Theorem 6.4 can also
be proved for N = 2, 3 when � is the unit ball. Such results in general do not hold for
systems of equations but only for scalar equations, and other related result was shown in
[3,50] for the Schrödinger system (1.7) with K = 2 and μ1 = μ2, also on a interval of ball
domain. Also when n is an even number, the solution (v,w) ∈ �n satisfies v(−x) = v(x)
and w(−x) = w(x) which is again inherited from the eigenfunction. Thus for N = 1
and bounded interval, both types of multi-pulse solutions mentioned in the introduction are
proved in Theorem 6.4.

7 Appendix: proof of Lemma 4.6

Proof of Lemma 4.6 For m ∈ N and β > 1, define

Am = {x ∈ R
N : |̃vα(x)|β−1 ≤ m}, Bm = R

N\Am,

and

ϕm(x) =
⎧
⎨

⎩

ṽα(x)|̃vα(x)|2(β−1), x ∈ Am,

m2ṽα(x), x ∈ Bm .
(7.1)

One can observe that ϕm ∈ H1(RN ), |ϕm | ≤ |̃vα|2β−1 pointwisely, and

∇ϕm = (2β − 1)|̃vα|2(β−1)∇ṽα, in Am, ∇ϕm = m2∇ṽα, in Bm . (7.2)

Using ϕm as a test function in (4.17), we obtain
∫

RN
(∇ṽα∇ϕm + ṽαϕm) dx =

∫

RN
ṽαwαϕm dx . (7.3)

From (7.2), we have
∫

RN
∇ṽα∇ϕm dx = (2β − 1)

∫

Am

|̃vα|2(β−1)|∇ṽα|2 dx + m2
∫

Bm
|∇ṽα|2 dx . (7.4)
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Similarly we define

ψm(x) =
⎧
⎨

⎩

ṽα(x)|̃vα(x)|β−1, x ∈ Am,

mṽα(x), x ∈ Bm .
(7.5)

Then ψ2
m = ṽαϕm and

∇ψm = β |̃vα|β−1∇ṽα in Am, ∇ψm = m∇ṽα in Bm . (7.6)

Hence we obtain
∫

RN
|∇ψm |2 dx = β2

∫

Am

|̃vα|2(β−1)|∇ṽα|2 dx + m2
∫

Bm
|∇ṽα|2 dx . (7.7)

It follows from (7.1), (7.4), (7.5) and (7.7) that
∫

RN

(|∇ψm |2 + ψ2
m

)
dx −

∫

RN
(∇ṽα∇ϕm + ṽαϕm) dx

= (β − 1)2
∫

Am

|̃vα|2(β−1)|∇ṽα|2 dx . (7.8)

From (7.4), we have

(2β − 1)
∫

Am

|̃vα|2(β−1)|∇ṽα|2 dx ≤
∫

RN
∇ṽα∇ϕm dx

≤
∫

RN
(∇ṽα∇ϕm + ṽαϕm) dx, (7.9)

and consequently from (7.3), (7.8) and (7.9), we obtain

∫

RN

(|∇ψm |2 + ψ2
m

)
dx ≤

(
(β − 1)2

2β − 1
+ 1

) ∫

RN
(∇ṽα∇ϕm + ṽαϕm) dx

≤ β2
∫

RN
ṽαwαϕm dx . (7.10)

For N = 3, let S be the best constant of the Sobolev embedding of D1,2(RN ) into L2∗
(RN ).

That is, for every u ∈ D1,2(RN ),

|u|22∗ ≤ S
∫

RN
|∇u|2 dx, (7.11)

For N = 1 or 2, we define 2∗ to be some positive constant larger than 4 and define S to be
the best constant of the Sobolev embedding of D1,2(RN ) into L2∗

(RN ). Then for N = 1, 2
or 3, from (7.10), we have

(∫

Am

|ψm |2∗
dx

)2/2∗

≤
(∫

RN
|ψm |2∗

dx

)2/2∗

≤ Sβ2
∫

RN
ṽαwαϕm dx (7.12)

Since |ψm | = |̃vα|β in Am and ϕm ≤ |̃vα|2β−1 in R
N , from (7.12) we have

(∫

Am

|̃vα|2∗β dx

)2/2∗

≤ Sβ2
∫

RN
ṽ2βα wα dx . (7.13)
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Let m → ∞ in (7.13). Then from the Monotone Convergence Theorem, we obtain

(∫

RN
|̃vα|2∗β dx

)2/2∗

≤ Sβ2
∫

RN
ṽ2βα wα dx . (7.14)

By the Hölder inequality, we have

|̃vα|2∗β ≤ (Sβ2)1/(2β) |̃vα|4β |wα|
1
2β
2 (7.15)

As the estimate (7.15) holds for any β > 1, we can obtain the desired conclusion by the
iterations of the estimate (7.15). In fact, let σ = 2∗/4, then σ > 1 since N ≤ 3. Taking
β = σ in (7.15), we have

|̃vα|2∗σ ≤ S
1
2σ σ

1
σ |̃vα|2∗ |wα|

1
2σ
2 . (7.16)

Taking β = σ 2 in (7.15), we have

|̃vα|2∗σ 2 ≤ S
1

2σ2 σ
1

σ2 |̃vα|2∗σ |wα|
1

2σ2

2 . (7.17)

Substituting (7.16) into (7.17), we find

|̃vα|2∗σ 2 ≤ S
1

2σ2
+ 1

2σ σ
1

σ2
+ 1

σ |̃vα|2∗ |wα|
1

2σ2
+ 1

2σ

2 . (7.18)

By induction, taking β = σ j , j = 1, 2, . . ., yields

|̃vα|2∗σ j ≤ S
∑ j

i=1
1

2σ i σ

∑ j
i=1

1
σ i |̃vα|2∗ |wα|

∑ j
i=1

1
2σ i

2 .

Taking j → ∞, the conclusion in (4.25) follows from that |̃vα|2∗ and |wα|2 are bounded
from Lemma 4.4, and the fact that the series

∑∞
i=1 σ−i is convergent. ��

Remark 7.1 The Moser iteration arguments given in the proof of Lemma 4.6 is also useful
for the case of N = 4, 5 in the following sense.

1. For N = 4, 5, one can show that there exists δ > 0 independent of α such that |̃vα|∞ ≥ δ

and |wα|∞ ≥ δ. In fact, by using (7.14) (again with β > 1) and the Hölder inequality
with 2∗ and 2̃∗ defined in (2.1), we have

|̃vα|2∗β ≤ (CSβ2)
1
2β |̃vα|2̃2∗β |wα|

1
2β
2∗ ≤ (CSβ2)

1
2β |̃vα|2̃2∗β |̃vα|

1
2β∞ . (7.19)

Let σ = 2∗
2̃2∗ = N+2

2(N−2) , then σ > 1 since N < 6. Taking β = σ j in (7.19), we have

|̃vα|2∗σ j ≤ (CS)

∑ j
i=1

1
2σ i σ

∑ j
i=1

1
σ i |̃vα|2∗ |̃vα|

∑ j
i=1

1
2σ i∞ .

Let j → ∞, we find that |̃vα|∞ is bounded from below, since
∑∞

i=1
1

2σ i = 1
2(σ−1) > 1

when N = 4, 5.
2. For N = 4, 5, it follows from Step 3 in the proof of Theorem 1.3 that

|̃vα|∞ → ∞ and |wα|∞ → ∞, as α → ∞.

Here, as a comparison, we obtain an estimate from the Moser iteration

|̃vα|∞ ≤ Cα
(N−2)2

4(6−N ) , and |wα|∞ ≤ Cα
N−2
6−N . (7.20)
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In fact, by using (7.14) and Lemma 4.5 part 3, we have

|̃vα|2∗β ≤ (C3Sβ
2)

1
2β (α

N−2
4 )

1
2β |̃vα|

1
2β∞ |̃vα|2β .

Taking σ = 2∗/2, we can get (7.20) by the iteration method.
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