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ABSTRACT
Retention of students at colleges and universities has been a concern among educators for many decades. The consequences of student attrition are significant for students, academic staffs and the universities. Thus, increasing student retention is a long term goal of any academic institution. The most vulnerable students are the freshman, who are at the highest risk of dropping out at the beginning of their study. Therefore, the early identification of “at-risk” students is a crucial task that needs to be effectively addressed. In this paper, we develop a survival analysis framework for early prediction of student dropout using Cox proportional hazards model (Cox). We also applied time-dependent Cox (TD-Cox), which captures time-varying factors and can leverage those information to provide more accurate prediction of student dropout. Our model utilizes different groups of variables such as demographic, family background, financial, high school information, college enrollment and semester-wise credits. The proposed framework has the ability to address the challenge of predicting dropout students as well as the semester that the dropout will occur. This study enables us to perform proactive interventions in a prioritized manner where limited academic resources are available. This is critical in the student retention problem because not only correctly classifying whether a student is going to dropout is important but also when this is going to happen is crucial for a focused intervention. We evaluate our method on real student data collected at Wayne State University. Results show that the proposed Cox-based framework can predict the student dropouts and semester of dropout with high accuracy and precision compared to the other state-of-the-art methods.
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1. INTRODUCTION
One of the long-term goals of any university in the U.S. and around the world is to reduce the student attrition rate [37]. It is reported that about one-fourth of the students dropped out of college after their first year and it increases to 50% by the end of the fourth semester [39]. The benefits of improving student retention is self-evident including higher chance of having a better career and higher standard of life [36]. On the other hand, the higher student retention rate, the more likely that the university is positioned higher in rankings, secure more government funds, and has easier path to program accreditations. In view of these reasons, directors and administrators in universities are increasingly feeling the pressure to outline and implement strategies to decrease student attrition. This requires a better planning for interventions and a more thorough understanding of the fundamental issues that cause the student attrition problem. In higher education, student retention rate is defined as the percentage of students who after completing a semester return to the same university for the following semester. Universities are eager to find out who are at a higher risk of dropping out from their study and how they can address this issue and improve the retention rate. Thus, this clearly motivates the need for developing predictive models that can effectively identify the students who are potentially going to dropout and the semester that the dropout is going to occur at during their college program.

Many explanatory models were found to help educational institutions to predict at-risk students [29]. Traditional methods such as regression and logistic regression have been used to identify dropout students for decades [9, 26]. Recently, student retention problem has drawn a lot of attention from researchers in data mining and machine learning communities [29, 23]. However, student attrition is not an abrupt event, but rather a lengthy process that completely depends on time [39]. Therefore, it would be appropriate to formalize it as a longitudinal problem and use sophisticated longitudinal data analysis techniques for modeling the problem. One of the important characteristics of student data is that it can be incomplete due to the inability to continuously track the student, often referred to as censoring. This incompleteness in events or information is different from missing data encountered in routine data mining problems and not all modeling techniques are able to handle them [41]. Ignoring the censored data on one hand yields suboptimal biased mod-
els because of neglecting available information while, on the other hand, treating censoring time as the actual event time causes underestimation of the model. Another important thing to point out is that, unlike machine learning and data mining techniques, which normally provide single outcome prediction, survival analysis estimates the survival (failure) as a function of time. In survival analysis, subjects are usually followed over a specified time period and the focus is on the time at which the event of interest occurs [25].

In spite of the success of survival analysis methods in other domains such as healthcare, engineering, etc., there is only a limited attempt of using these methods in student retention problem [32, 19]. In this paper, we propose a survival analysis based framework that uses pre-enrollment and semester-wise information to address the problem of student attrition in the presence of censored information. For this purpose, we implement Cox and time-dependent Cox, (TD-Cox) to model the student retention problem. The fundamental idea is that we can utilize the survival analysis method at an early stage of college study to predict student dropouts. Thus, the main contributions of this paper are summarized as follows:

- Rigorously define the student attrition problem and create important variables that influence this problem.
- Propose a novel student retention prediction framework to simultaneously deal with both problems, namely, “who is going to dropout” and “when the dropout will occur”.
- Using survival analysis methodology to study the temporal nature of student retention by focusing on dropout information as the outcome of interest.
- Demonstrate the performance of the proposed method using Wayne State University student data and compare with the existing state-of-the-art methods.

The rest of the paper is organized as follows. In Section 2, we describe the literature relevant to the student retention problem. After defining the notations and definitions that will be used throughout the paper, we describe the proposed Cox and TD-Cox methods for student dropout prediction in Section 3. In Section 4, we first describe the data sources that will be used in this study and then show the performance of our method on Wayne State University student data. Finally, Section 5 concludes the work and offers directions for future research.

2. RELATED WORK

Student retention is one of the most widely studied areas in higher education [39]. There are many institutions, consulting firms and businesses focusing on student retention. In the past decades, comprehensive models have been developed to address the college student attrition problem. Most of the earlier studies try to understand the reasons behind student dropout by developing theoretical models [38]. For many years, statistical methods have been used widely to predict student dropout and also to find the important factors that has an effect on the problem [44, 22]. Regression is one of the primary techniques that has been applied in this area [11]. Logistic regression is another statistical method that was frequently used in this domain [26, 9], [27] used logistic regression, discriminant analysis and regression tree to address this issue. In another work, logistic regression method is developed to identify freshman at risk of attrition within few weeks after freshman orientation [16]. However, these models cannot incorporate information from censored information and are likely to produce suboptimal results.

While predictive analytics has been used in other industries for many years [13], higher education is a relatively late adopter of these approaches as a tool to support making decision [40]. Recently, researchers in the area of machine learning and data mining, tried to address the student retention phenomenon [10, 42, 34]. Genetic algorithms for selecting feature subset and artificial neural networks for performance modeling have been developed to give better prediction of first year high risk students to dropout at Virginia Commonwealth University [1]. Several classification algorithms including Bayes classifier [30, 3], decision tree [18, 31, 43], boosting methods and support vector machines [45, 23] have been developed to predict student attraction with higher accuracy compared to the traditional statistical methods.

A slightly more complex relevant modeling technique is survival analysis [14]. Survival analysis is a subfield of statistics which aims at modeling longitudinal data where the outcome variable is the time until an occurrence of event [24]. In this type of regression, both components, (i) if an event (i.e. dropout) occurs or not and (ii) when the event will occur, can be incorporated [28]. Thus, the benefit of using survival analysis over logistic regression or other data mining methods is the ability to add the time component into the model and also effectively handle censored data. However, the literature in this area is limited. The use of survival analysis modeling to study both student retention and student dropout has been developed in [32, 21, 19, 20]. Among those, only [19] developed an event history model to assessing attrition behaviour among first-generation students using pre-enrollment attributes. They assume that time to dropout follows exponential distribution. However, this assumption may not be valid in many situations where time to event has more complex distribution [5].

Despite the fact that survival model have more flexibility to handle the student retention problem, there were few efforts in the literature in this student education domain. It is evident that there is considerable room for improvement in the current state-of-the-art. In this paper, we relax some of the previous assumptions including linear dropout rate of student by implementing a more rigorous survival model such as Cox proportional hazard model and also utilize time-varying features such as semester-wise GPA in more comprehensive manner by developing time-dependent Cox model. Therefore, this paper will further improve the existing ability to predict student success by showing an in-depth application of survival algorithms on student data and compare the result with other statistical and machine learning approaches which, to the best of our knowledge, has not been done anywhere else in the past.

3. PROPOSED METHOD

The primary goal of this work is to develop a time-dependent model to predict student dropout based on both pre-enrollment and semester-wise information. We also build a survival analysis framework to estimate the semester of dropout only based on pre-enrollment attributes. We begin by presenting the basic concepts and notations required to comprehend this problem. Table 1 describes the notations used in this paper.
3.1 Survival Analysis

Survival analysis is defined as a collection of statistical methods which contains time of a particular event of interest as the outcome variable to be estimated. In many survival applications, it is common to see that the observation period of interest is incomplete for some subjects and such data is considered to be censored [33]. Let \( D_n(t) = \{X_i, Z_i(t), T_i, \delta_i(t); i = 1, \ldots, n\} \) denote a sample from dataset \( D \) at time \( t \), where \( X_i \) represents a \((1 \times p)\) covariate vector for subject \( i \) when there are \( p \) static variables in the data, \( Z_i(t) \) represents \((1 \times q)\) vector of time-dependent covariates at time \( t \) and \( T_i \) denotes the observed event time. Let us suppose that \( Y_i \) is the survival time, but this may not be observed and we instead observe \( T_i = \min(Y_i, C_i) \), where \( C_i \) is the censored time or the last follow-up time. We do not know if the data has been censored, and together with \( Y_i \) we have the indicator variable

\[
\delta_i = \begin{cases} 
1 & Y_i \leq C_i \\
0 & Y_i > C_i 
\end{cases}
\]

So, for individual \( i \), if \( \delta_i = 0 \), it is censored and if \( \delta_i = 1 \) it is uncensored. Figure 1 illustrates the student retention problem using survival analysis in which students A, B and D drop out before the 6th semester and students C, E and F remain at school even at the end of the 6th semester or in other words they are censored at semester 6 (shown by ‘X’).

Considering the duration to be a continuous random variable \( T \), the survival function, \( S(t) \) is the probability that the time of event occurs later than a certain specified time \( t \), which is defined as

\[
S(t) = \Pr(T > t) = \int_{t}^{\infty} f(u) \, du = 1 - F(t) \quad (1)
\]

where \( f(u) \) is a probability density function and \( F(t) \) is a cumulative distribution function. An alternative characterization of the distribution of \( T \) is given by the hazard function, or instantaneous rate of occurrence of the event which is defined as

\[
h(t) = \lim_{dt \to 0} \frac{\Pr(t \leq T < t + dt)}{dt} \quad (2)
\]

In other words, \( h(t) \) is the event rate at time \( t \) conditional on survival until time \( t \) or later. The numerator of this expression is the conditional probability that the event will occur within the interval \([t; t + dt]\) given that it has not occurred before \( t \), and the denominator is the width of the interval. Dividing one by the other, we obtain a rate of event occurrence per unit of time. Taking the limit, as the width of the interval goes down to zero, we obtain an instantaneous rate of occurrence.

3.2 Cox Proportional Hazard Regression

One of the popular methods in survival analysis is the Cox proportional hazard model [6]. The Cox regression model is a semi-parametric technique which has fewer assumptions than typical parametric methods [4]. In particular, and in contrast with parametric models, it makes no assumptions about the shape of the baseline hazard function [8]. The Cox model provides a useful and easy way to interpret information regarding the relationship of the hazard function to predictors. The hazard function for the Cox proportional hazard model has the form

\[
h(t|X) = h_0(t) \exp(\beta_1 X_1 + \cdots + \beta_p X_p) = h_0(t) e^{\beta X} \quad (3)
\]

where \( h_0(t) = e^{\alpha(t)} \) is the baseline hazard function at time \( t \) and \( \exp(\beta_1 X_1 + \cdots + \beta_p X_p) \) is the risk associated with the covariate values. Therefore, the survival probability function for Cox model can be formulated as

\[
S(t \mid X) = S_0(t)^{exp(\beta X)} \quad (4)
\]

where

\[
S_0(t) = e^{-\int_{0}^{t} h_0(u) \, du} \quad (5)
\]

Parameters of the Cox regression model are estimated by maximizing the partial likelihood [7]. Based on Cox regression formula, a partial likelihood can be constructed from the dataset as follows:

\[
L(\beta) = \prod_{i: \delta_i = 1} \frac{\theta_1}{\sum_{j: t_j \geq t_i} \theta_j} \quad (6)
\]

Table 1: Notations used in this paper

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>number of data points</td>
</tr>
<tr>
<td>( p )</td>
<td>number of static features</td>
</tr>
<tr>
<td>( X_i )</td>
<td>( 1 \times p ) matrix of features for student ( i )</td>
</tr>
<tr>
<td>( Z_i(t) )</td>
<td>( 1 \times q ) matrix of time-dependent features for student ( i )</td>
</tr>
<tr>
<td>( Y )</td>
<td>( n \times 1 ) vector of actual event time</td>
</tr>
<tr>
<td>( C )</td>
<td>( n \times 1 ) vector of last follow-up time</td>
</tr>
<tr>
<td>( T )</td>
<td>( n \times 1 ) vector of observed time which is ( \min(Y, C) )</td>
</tr>
<tr>
<td>( \delta )</td>
<td>( n \times 1 ) binary vector of censored status</td>
</tr>
<tr>
<td>( d_i )</td>
<td>number of events occurred at time ( t_i )</td>
</tr>
<tr>
<td>( S_0(t) )</td>
<td>baseline survival probability</td>
</tr>
<tr>
<td>( S(t \mid X, Z(t)) )</td>
<td>conditional survival probability at time ( t )</td>
</tr>
<tr>
<td>( h(t \mid X, Z(t)) )</td>
<td>conditional hazard probability</td>
</tr>
<tr>
<td>( \beta )</td>
<td>vector of Cox regression coefficients</td>
</tr>
<tr>
<td>( L(\beta) )</td>
<td>maximum likelihood function for ( \beta )</td>
</tr>
</tbody>
</table>
where $\theta_i = \exp(\beta X_i)$ and $(X_1, ..., X_n)$ are the covariate vectors for the $n$ independently sampled individuals in the dataset. By solving $\frac{DL(\hat{\beta})}{\partial \hat{\beta}} = 0$, the covariate coefficient can be estimated as $\hat{\beta}$. To obtain the baseline hazard function, in full likelihood function, $\beta$ should be replaced by $\hat{\beta}$. Thus, $h_0(t_i)$ can be obtained

$$h_0(t_{(i)}) = \frac{1}{\sum_{j \in R(t_{(i)})} \theta_j}$$  \hspace{1cm} (7)

### 3.3 Time-Dependent Cox (TD-Cox)

The Cox proportional hazard regression has an assumption that covariates are independent of time. In another words, when covariates do not change over time or when data is only collected for the covariates at one time point, it is appropriate to use static variables to explain the outcome. On the other hand, there are many situations (such as our student retention problem) where covariates change over time and the above assumption does not hold. Thus, it is more appropriate to use time-dependent covariates which result in more accurate estimates of the outcomes [15]. Consequently, we can define time-dependent variables that can change in value over the course of the observation period. Extensions to time-dependent variables can be incorporated using the counting process formulation [2].

Essentially, in counting process, data are expanded from one record-per-student to one record-per-interval between each event time for each student. In order to have a better understanding of the counting process, we provide an illustrative example. Table 2 shows the data in record-per-student format. In this example, for each student we record the time of dropout, status and semester-wise GPA. If status is 1 it means student dropout and if it is 0, it means student did not dropout until the observed time.

Table 2: Example of survival data (GPA(1) refers to GPA for the first semester).

<table>
<thead>
<tr>
<th>Student ID</th>
<th>Time</th>
<th>Status</th>
<th>GPA(1)</th>
<th>GPA(2)</th>
<th>GPA(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID_1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID_2</td>
<td>2</td>
<td>1</td>
<td>3.2</td>
<td>1.8</td>
<td>-</td>
</tr>
<tr>
<td>ID_3</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Thus, for time-dependent survival analysis, we need to change the format using counting process. Using the first part of Algorithm 1, data is changed to record-per-interval between each event time (Table 3) per student. Basically, we consider time interval by adding $t_0$ column and for each interval, GPA is calculated independently. Other static variables such as demographic information which do not change over different intervals for a given student can also be appended to the same row.

Table 3: Example of survival data after counting process based reformattting.

<table>
<thead>
<tr>
<th>Student ID</th>
<th>$t_0$</th>
<th>$t$</th>
<th>Status</th>
<th>GPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID_1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>ID_2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3.2</td>
</tr>
<tr>
<td>ID_3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1.8</td>
</tr>
<tr>
<td>ID_4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>4.1</td>
</tr>
<tr>
<td>ID_5</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>ID_6</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>3.5</td>
</tr>
</tbody>
</table>

In this paper, we develop Time Dependent Cox regression, namely TD-Cox, which can simultaneously handle both static and time-dependent covariates. Thus, the hazard function can be defined as

$$h(t | X, Z(t)) = h_0(t) e^{\beta (X + Z(t))}$$  \hspace{1cm} (8)

Consequently, the survival probability function for TD-Cox model can be formulated as

$$S(t | X, Z(t)) = S_0(t)^{e^{\beta (X + Z(t))}}$$  \hspace{1cm} (9)

where $S_0(t)$ can be estimated using Eq. (5). Algorithm 1 summarizes the TD-Cox method. First, TD-Cox parameters are learnt using the training data based on maximum likelihood function. Then, for each student in test data, we use Eq. (9) to estimate the probability of dropout.

**ALGORITHM 1: TD-Cox method based on counting process**

**Input:** Student data $D_n(t) = \{X, Z(t), T, \delta\}$

**Output:** probability of student dropout

**part 1:** Reformatting Data Based on Counting Process

for $i=1$ to $n$ do

$T_e \leftarrow T_i$;

for $j=0$ to $T_e$ do

for $k=1$ to $q$ do

$Z_k = Z_k(j)$;

$t_{i+j+1} = j$;

if $s_{i+j+1} = 1$ and $j = T_e$ then

$s_{i+j} = 1$;

else

$s_{i+j} = 0$;

end

end

end

**part 2:** TD-Cox method

Learn TD-Cox parameters, $\hat{\beta}$s and $\hat{h}_0$ using Eqs. (6) and (7)

for each student in the test data do

Estimate $\hat{S}(t | X, Z)$ from Eq. (9)

$\hat{F}(t | X, Z) = 1 - \hat{S}(t | X, Z)$

end

### 4. EXPERIMENTAL RESULTS

In this section, we present the results of the proposed survival analysis framework for student dropout prediction. First, we explain our data source and define the variables used in our model. We also describe the performance evaluation metrics used to compare the results of the proposed model with other methods. Finally, the results will be reported and discussed in detail.

#### 4.1 Data Description

In this study, a dataset was compiled by tracking 11,121 students enrolled at Wayne State University (WSU) starting from 2002 until 2009. Among those, there were 16%, 18%, 8% and 11% dropouts by the end of first, second, third and fourth semesters, respectively. We only focus on FTIAC (First Time In Any College) students because the duration of study for other students (such as transferred students) is different from FTIAC students. The dependent variable is the semester of dropout. In this study, dropout is defined as a student who does not register in a semester or whose semester GPA is zero. In order to evaluate the performance of the proposed methods, we run two sets of experiments as follows:

- **Experiment 1:** In this experiment, we collected the information for students who are admitted to WSU from 2002 to 2009 and keep track of their record upto first 6
semesters. The illustration of this experiment is shown in Figure 1.

- **Experiment 2**: In this experiment, we do not follow the students for 6 full semesters. In other words, we cut the observation at Winter 2009 semester, and hence in this case, for students who have been admitted to school in 2008, we have a record for only two semesters. For better understanding, we illustrate this experiment in Figure 2. As shown in the figure, for this set of experiments, we censored the data at the 6th semester for all those students who started their degree on or before Fall 2006 semester.

After the data preparation and the necessary pre-processing, we ended up with 31 predictor attributes, which could be categorized into six different groups: demographic, family background, financial, high school information, college enrollment and semester-wise attributes (time-dependent). The complete list of attributes and their description are summarized in Table 4. To have a fair comparison between TD-Cox and other classification methods, for each student, the average of temporal features (semester-wise attributes) before dropout is used.

![Figure 2: An illustration to demonstrate our second set of experiments. Students B and D started their degree in Fall 2007 and Fall 2006 semesters and dropped out after 1 and 2 semesters, respectively. Students A, C and E started school in Fall 2008, Fall 2006 and Fall 2007 semesters, respectively and did not drop out till 2009; so they are censored in our dataset.](image)

<table>
<thead>
<tr>
<th>Demographic Attributes:</th>
<th>Financial Attributes:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Student’s cash amount</td>
</tr>
<tr>
<td>Marital status</td>
<td>Student’s parents cash amount</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Student’s income</td>
</tr>
<tr>
<td>Hispanic or non-Hispanic</td>
<td>Father’s income</td>
</tr>
<tr>
<td>Residence county</td>
<td>Mother’s income</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Family Background Attributes:</th>
<th>Enrollment Attributes:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Father’s education level</td>
<td>Age of admission</td>
</tr>
<tr>
<td>Mother’s education level</td>
<td>First admission semester</td>
</tr>
<tr>
<td>Number of family members</td>
<td>Did student transfer credit?</td>
</tr>
<tr>
<td>Number of family members in college</td>
<td>Student’s college</td>
</tr>
<tr>
<td>Pre-Enrollment Attributes:</td>
<td>Student’s major</td>
</tr>
<tr>
<td>Composite ACT score</td>
<td></td>
</tr>
<tr>
<td>Math ACT score</td>
<td>Percentage of passed credits</td>
</tr>
<tr>
<td>English ACT score</td>
<td>Percentage of dropped credits</td>
</tr>
<tr>
<td>Reading ACT score</td>
<td>Percentage of failed credits</td>
</tr>
<tr>
<td>Science ACT score</td>
<td>Semester GPA</td>
</tr>
<tr>
<td>High school graduation age</td>
<td></td>
</tr>
</tbody>
</table>

| Semester-wise Attributes: | |
|---------------------------| |
| Credit hours attempts     | |
| Percentage of passed credits | |
| Percentage of dropped credits | |
| Percentage of failed credits | |

Table 4: List of attributes used in this study.

4.2 Performance Evaluation

In order to have a quantitative measure for estimating the performance of the proposed model and compare with other classification techniques, we used two sets of experiments. We divide our data into training and testing sets. Training data consists of records for students who have been admitted from 2002 to 2008. The test data consists of students admitted in 2009 and they are completely unused during model building. We report the results of both 10-fold cross validation on training set and the test data in separate tables. In the first one, we use standard technique of stratified 10-fold cross validation, which divides each dataset into ten subsets, called folds, of approximately equal size and equal distribution of dropout and non-dropout students. In each experiment, one fold is used for testing the model that has been developed from the remaining nine folds during the training phase. The evaluation metrics for each method is then computed as an average of the ten experiments. We also evaluate the performance of the model learned using 2002 to 2008 data on the unseen test data, which is the dropout information for students who are admitted to WSU in 2009. We implemented our methods in R programming language using survival package [35] and for the rest of the methods we used open source Weka software [17]. To assess the performance of the proposed model, the following metrics are used for the classification problem:

- **Accuracy** is expressed in terms of percentage of subjects in the test set that are classified correctly.
- **F-measure** is defined as a harmonic mean of precision and recall. A high value of F-measure indicates that both precision and recall are reasonably high.

\[
F - measure = \frac{2 \times Precision \times Recall}{Precision + Recall}
\]

where \(Precision = \frac{TP}{TP + FP}\), and \(Recall = \frac{TP}{TP + FN}\). \(TP\) stands for the true positive, \(FP\) stands for false positive and \(FN\) is false negative.

- **AUC** is expressed as area under the receiver operating characteristic (ROC) where the curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) under various threshold values.

For time to dropout prediction, we applied frequently used metric in regression problem such as mean absolute error (MAE).

- **Mean Absolute Error (MAE)** is a quantity used to measure how close the predictions are to the actual outcomes. The mean absolute error is given by

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i|
\]

where \(\hat{y}_i\) is the predicted value and \(y_i\) is the true value for subject \(i\).

MAE treats both underestimating and overestimating of actual value in the same manner. However, in student retention problem, these types of errors have different meaning. For example, any model that has the ability to predict the semester of dropout earlier than the actual semester has more value because, in this case, an individualized intervention programs might help to reduce the student dropout
rate. Therefore, we also evaluated the models using the following two domain-based metrics:

- **Underestimated Prediction Error Rate (UPER)** is defined as the fraction of the underestimated prediction output over the entire prediction error.

\[
UPER = \frac{\sum_{i=1}^{n} I(\hat{y}_i < y_i)}{\sum_{i=1}^{n} I(\hat{y}_i < y_i) + \sum_{i=1}^{n} I(\hat{y}_i > y_i)}
\]

- **Overestimated Prediction Error Rate (OPER)**: since the total number of error is a constant, OPER can be calculated as

\[
OPER = 1 - UPER
\]

It should be noted that, in the student retention problem, any model with higher UPER than OPER will be of great interest because it is better to underestimate the semester of dropout earlier, rather than overestimate it.

### 4.3 Results and Discussion

We show the experimental result for two types of analyses: “predicting dropout student” and “estimating semester of dropout”. Also, the practical implications of our framework in educational studies will be discussed in this section.

#### 4.3.1 Predicting Dropout Students

We compare the performance of our proposed TD-Cox and the standard Cox method against three well-known classification techniques in the machine learning domain: Logistic Regression (LR), Adaptive Boosting (AB) and Decision Tree (DT). We test the performance of the models to predict the student dropout in different semesters for the two experimental setups explained in Section 4.1. The results are shown in Tables 5-8. From these Tables, we can see the best performance and consistent result of the TD-Cox method. In this study, as described in Table 4, we define 5 after-enrollment variables including GPA, percentage of passed, dropped or failed credits and credit hours attempts. When we used those attributes along with pre-enrollment variables in the proposed TD-Cox method, we get better classification performance. Thus, unlike other classification methods, the proposed TD-Cox approach has the ability of using extra semester-wise information by introducing time-dependent variables in the model.

Figures 3 and 4 provide the performance comparison between all the methods using each semester for different experimental setups. It can be observed that the accuracy and F-measure increase significantly for TD-Cox when we have more semester-wise information. The ability of TD-Cox to leverage those information provides more accurate prediction of student dropout. We can also conclude that in the presence of censored data, survival analysis methods such as the one that is being used in this paper (Cox and TD-Cox) are a better choice in order to predict student...
dropout. On the other hand, even if we rely only on the pre-enrollment attributes, Cox provides a better performance compared to other classification methods. From the results, the Cox based methods improve the prediction accuracy of student dropout by approximately 9%. This suggests that Cox regression model would be a better choice for longitudinal data classification problems compared to the traditional methods. One important reason behind this is that it can appropriately handle censored data. Thus, it is important to note that time-dependent variables and tackling censored data are two specific features of this student retention data that survival models such as Cox can efficiently handle.

### 4.3.2 Estimating Semester of Dropout

One of the primary objectives of this work, is to build a model to estimate the semester of dropout at the beginning of the study. As discussed earlier, one of the drawbacks of using linear regression in the presence of censored data is that this information cannot be handled properly thus resulting in a biased estimation of time to dropout for the student retention problem. Therefore, the standard classification and regression methods will not be able to answer the important question of “when a student is going to dropout?” in the presence of censored data. In this paper, we apply our survival analysis based framework to answer this question. Table 9 shows the result of 10-fold cross-validation training data and 2009 data as test data, using first and second experimental setups. We compare the result of Cox with linear regression and well-known Support Vector Regression (SVR) [12]. We should also mention that TD-Cox cannot be used for this purpose as we only want to use pre-enrollment information to estimate the semester of dropout. TD-Cox uses semester-wise information which are available only after the students begin their semester. In other words, we are interested in estimating the semester of dropout without using any semester-wise information (After-enrollment variables).

From our results, we can conclude that the Cox model outperforms other methods. From Table 9, it is clear that, in the presence of censored data, survival based methods such as Cox model have a better performance compared to the traditional regression methods. We can also observe that Cox has the higher UPER, which indicates that majority of errors come from underestimating the semester of dropout. This will allow us to have a better individualized intervention programs with more focus towards specific high-risk students as early as (s)he starts the school. Consequently, we are able to maximize the retention rate which can then translate into increasing number of graduations from the university.

### 4.3.3 Practical Implications of Our Framework

University administrators can deploy the results of proposed methods to predict students at the risk of dropout early in their academic career. Our study has shown the benefits of survival analysis as a methodology for the study of college student dropout behaviors. As mentioned earlier,
Figure 3: Performance of different methods obtained at different semesters (experiment 1): (a), (b) and (c) are the results of 10-fold cross validation on 2002-2008 training data based on different evaluation metrics and (d), (e) and (f) are the corresponding results for the 2009 test dataset.

Figure 4: Performance of different methods obtained at different semesters (experiment 2): (a), (b) and (c) are the results of 10-fold cross validation on 2002-2008 training data based on different evaluation metrics and (d), (e) and (f) are the corresponding results for the 2009 test dataset.
Table 9: Performance of linear regression, SVR and Cox methods in predicting the semester of dropout on WSU student retention data from 2002 to 2008 for each semester using 10-fold cross validation and 2009 student retention data based on both experiments (exp1 and exp2).

<table>
<thead>
<tr>
<th>Model</th>
<th>10-fold Cross Validation</th>
<th>Test Data (Year 2009)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>UPER</td>
</tr>
<tr>
<td><strong>Exp 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regression</td>
<td>1.79</td>
<td>0.623</td>
</tr>
<tr>
<td>SVR</td>
<td>1.83</td>
<td>0.582</td>
</tr>
<tr>
<td>Cox</td>
<td>1.07</td>
<td>0.679</td>
</tr>
<tr>
<td><strong>Exp 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regression</td>
<td>1.91</td>
<td>0.608</td>
</tr>
<tr>
<td>SVR</td>
<td>1.97</td>
<td>0.579</td>
</tr>
<tr>
<td>Cox</td>
<td>1.12</td>
<td>0.657</td>
</tr>
</tbody>
</table>

by applying Cox based methods, we are able to improve the accuracy of predicting dropout student by 9% which, in our dataset, means predicting approximately 500 at-risk students more compared to the state-of-the-art methods. Interactions with educators revealed that the ability to build a model that provides the prediction result at an early stage with high accuracy and also ranked the important factors that cause student to dropout is very crucial. Therefore, in this paper, we incorporated both pre-enrollment information and the semester-wise data to develop a survival analysis framework to be able to predict students who are going to dropout and the semester of dropout in their early college life. This can help colleges and universities to design effective retention strategies in order to compel students persisting toward degree completion. For instance, if the result of applying $\text{Cox}$-based methods show that student A is at risk due to academic reasons such as high school GPA and student B is at risk due to financial reasons, then retention support program for student A would be different than B. On the other hand, if the model predicts that student C has a higher chance of dropout by second semester while the student D has a lower chance of dropping out by the first four semesters, university administrators should give the student C a higher priority compared to student D for addressing the issue. Hence, our work will enable universities to utilize their resources more efficiently by targeting only the high risk students who are more vulnerable of dropping out of their study at any given semester. The findings of our current study support the intuitively appealing conclusion that background academic strengths such as high school GPA, semester-wise information, such as GPA and percentage of failed credit and financial attributes, have the highest impact on student to drop out from school.

5. CONCLUSION

Predicting students who will dropout from their study is an important and challenging task for academic institutions. However, little research in higher education has focused on using the data mining and statistical methods for predicting student retention. College student attrition is a longitudinal process, which enforces the need for a longitudinal modeling approach. Benefits of survival analysis as an approach for estimating the time of critical events are clear in many different application domains. In this paper, we develop a survival analysis based framework for the problem of estimating the students who are at high risk of dropping out from their study at early stage of their higher education. In our work, extending survival analysis to the study of retention has provided the ability to study the temporal nature of the attrition behaviors.

Predictive analytics holds significant promise for helping higher education institutes to make evidence-based decisions about student life cycle such as dropout problem. Motivated by this work at Wayne State University, the proposed method allows educational institutions to undertake timely measures and actions on their student attrition challenge. Once identified, these at-risk students can then be targeted with academic and administrative support to increase their chance of staying in the program. Based on the findings of this study, we can use pre-enrollment information such as screening test to identify students who are at a higher risk of dropping out of their study. It also shows that one can use the number of withdrawn or passed credits and GPA at each semester as an early warning to effectively intervene when the students are doing poorly. The survival analysis methods applied in this work are focused on early student dropout phenomenon. However, the proposed framework can be extended to model late student dropout problem using other factors that have an influence on the risk of senior students dropout. It is recommended that future research on student retention behaviors should be conducted using other available information such as course interaction websites which contain student activity information for each course. This can help with developing better interventions that can be deployed early on during a course to improve student success which can drastically reduce the student dropouts.
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