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On Selective Activation in Dense
Femtocell Networks

Michael Lin, Simone Silvestri, Novella Bartolini, and Thomas F. La Porta

Abstract— Over-provisioned femtocell networks can be used
to serve indoor locations that see high peak loads, such as
airports or train stations. However, networks designed for high
peak loads are mostly under-utilized, which is wasteful from an
energy-use perspective. This paper introduces a femtocell selective
activation problem. We motivate the use of selective activation in
femtocell networks using real femtocell power measurements. We
formally define the selective activation problem, and introduce
GREENFEMTO, a distributed femtocell selective activation algo-
rithm. We prove that GREENFEMTO converges to a locally Pareto
optimal solution. Detailed simulations of an LTE wireless system
are used to demonstrate the performance of GREENFEMTO.
We find that GREENFEMTO uses up to 55% fewer femtocells
to serve a given load, relative to an existing femtocell power-
saving technique. Furthermore, we show that GREENFEMTO
comes within 15% of a globally optimal solution. We conclude
that selective activation can be successfully applied to femtocell
networks to both reduce power consumption, and reduce outage
probabilities.

Index Terms— Communication technologies, wireless commu-
nications, wireless networks, Mathematics, algorithms, distrib-
uted algorithms.

I. INTRODUCTION

HE use of mobile broadband wireless devices is experi-
encing explosive growth. According to recent studies [1],
global mobile broadband subscriptions will reach 4.4 billion
by the end of 2016, and global mobile data traffic has been
growing at a rate of 150% yearly. This increased use has led to
a higher reliance on these devices for indoor and outdoor high
speed wireless data access. This has resulted in an increase in
the occurrence of temporary, high-density concentrations of
mobile users with high traffic demands [2], often indoors. Such
density increases can occur intermittently, for example, during
sporting events or concerts, or more regularly, such as when
trains arrive at high-traffic stations or at an airport gate. These
increases temporarily place a very high, localized load on wire-
less networks, reducing service quality and leading to outages.
Provisioning wireless networks to manage the peak number
of users in a congested area can reduce the occurrence of such
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problems, but is expensive and wasteful during normal loads.
Temporary, mobile wireless base stations [3] are not suitable
for areas which may see regularly occurring congestion, such
as subway stations or airports. For these reasons, there has
been significant effort from the industry [2], [4] and the
research community [5]-[14] to design solutions based on the
new technology of femtocell networks.

Femtocells are small, short-range wireless base stations that
rely on user-provided Internet for backhaul. Provisioning a
short-range small cell network for peak hotspot load is easier
and cheaper than provisioning a long-range macrocell network
for the same load. This makes small cells well-suited for man-
aging indoor hotspots in locations that see periodic traffic, such
as public transportation hubs, meeting halls, and classrooms.

In order to be able to successfully handle the high load
generated by user hotspots, the femtocell network needs
to be deployed at high density. Such dense deployment
may result in a non-negligible network energy consump-
tion. For example, assuming femtocells consume 6 W of
power, a network of 1000 cells covering a university cam-
pus would consume more than 50 MWh/year. Solutions for
designing high-density wireless networks mainly focus on
user quality of service, and only marginally consider power
consumption [2], [5]-[7]. However, the temporal nature of
user hotspots can be exploited to reduce the network energy
expenditure. As an example, consider a small cell network
that is provisioned to serve a peak load that is three times the
average load. If the peak load is encountered 30% of the time,
nearly 50% of the power used by the network is unnecessary.

In this paper, we study the problem of minimizing the
energy consumption of dense small cell networks. Use
cases include university campuses, sports arenas, or public
transportation hubs. In these scenarios, user traffic exhibits
time- and space-localized peaks. To reduce network energy
consumption, we model the problem as a selective activation
problem. Using selective activation, only a reduced set of
femtocells are activated at a given time. The remaining cells
are put to sleep to conserve power and are activated only
when needed as traffic increases. We motivate the use of
selective activation, rather than power-management, through
measurements of real femtocell energy usage, which show
that femtocell energy use is not dependent on load. There-
fore, reducing femtocell energy usage is directly translated to
reducing the number of active femtocells.

We formalize the selective activation problem as a non-
linear optimization problem, which takes into account detailed
aspects of LTE networks such as interference and resource
block allocation. We show that the problem is NP-Hard and
introduce GREENFEMTO, a distributed algorithm for femtocell
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Fig. 1. Femtocell power consumption in W, with 0 to 5 users. The shaded
grey area at the bottom indicates the maximum transmission power of the
femtocell radio.

selective activation. The algorithm does not assume cell syn-
chronization and dynamically adapts the active set of cells
on the basis of the user location and movement. We prove
that GREENFEMTO converges to a stable solution and that the
solution is Pareto optimal.

We evaluate the performance of GREENFEMTO against a
previously proposed femtocell power-saving algorithm using
a realistic LTE simulator. Results show that GREENFEMTO
outperforms the previous approach and reduces the energy
consumption of the network by up to 55%, and comes
within 15% of a globally optimal solution.

A preliminary version of this paper appeared in [15].

In summary, our contributions are the following:

o We perform real measurements of the energy consump-
tion of femtocells to motivate the use of selective activa-
tion;

o We study the problem of reducing the energy consump-
tion of densely deployed femtocell networks. We formu-
late this as a non-linear optimization problem and show
that it is NP-Hard;

o We introduce GREENFEMTO, a distributed algorithm for
femtocell selective activation. We prove that GREEN-
FEMTO converges to a Pareto optimal solution;

o We compare the performance of GREENFEMTO through
simulations, showing that it successfully reduces energy
consumption and outperforms previous solutions.

II. FEMTOCELL POWER MEASUREMENTS

In this section we analyze the power usage of commercially
available femtocells to motivate the use of selective activation.
We find that femtocells consume a fixed amount of power,
independent of the number and position of the users they are
serving, which corroborates results presented in [16]. Although
femtocell radio transmission power varies with the number
and location of users being served, femtocell radios have a
maximum transmit power in the range of 100-250 mW [16],
leading to low variation in power consumption that is domi-
nated by fixed-power components such as the processor, ampli-
fier, and memory. Since femtocell power use remains almost
constant with respect to load and user position, the best way
to control power consumption is to limit the number of active
femtocells, regardless of the load on the network. Therefore,
we conclude that selective activation is the most effective way
of reducing a femtocell network’s energy consumption.

We record the femtocell’s power usage with zero to five
active users at two locations: location A, 0.5 meters away
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in the same room, with an average received signal strength
indicator of —59 dBm, and location B, at the edge of the
femtocell’s coverage radius, with an average received signal
strength indicator of —91 dBm, approximately 15 meters
away, through multiple interior walls. The recorded values
are shown in Figure 1, where each point is the average of
five measurements. The shaded grey region at the bottom of
Figure 1 indicates the maximum transmission power of the
femtocell radio. As femtocell load increases, the femtocell’s
power usage remains stable. Based on the lack of correla-
tion between the femtocell’s transmit power and its overall
power consumption, and taking power supply inefficiency into
account, we conclude that femtocells consume a fixed amount
of power when activated, regardless of the number of users
being served.

Since a femtocell’s power consumption arises largely from
being powered on, we focus our design at the broad level
of minimizing the number of femtocells that are active, rather
than managing the power consumption of individual femtocells
or users.

III. NETWORK MODEL AND PROBLEM FORMULATION

In this section we define our network model and prob-
lem. We consider an LTE data network with femtocells.
The channel bandwidth is divided into subchannels, each
of which are further time-divided [17]. Each time division
on a subchannel is known as a resource block (RB). User
transmissions are scheduled across RBs on the base station
to which the user is associated. Base stations regularly trans-
mit reference signals (RS) that are used to measure signal
quality.

Consider an area of interest £, defined as a set of points
p € L. We define a set F = {f,..., fn} of N femtocells
deployed over £. We consider two types of coverage: area
coverage and user coverage. Area coverage is defined as
coverage of a set of points regardless of users, and is used
to detect users. User coverage is defined as the ability to
serve a user at a minimum transmission rate, and is used
for user service. We define two distinct thresholds for area
and user coverage: t* and r*. A location or user is covered
if the SINR of the RS at that point is above t* or t“,
respectively.

A femtocell f;’s coverage range, R or R!, is defined as
the largest contiguous set of locations at which f;’s RS can be
received with SINR above ¢ or t*, respectively. As t* > t4,
it holds [|R{'[| > |[R;'||. We assume each femtocell is aware
of its location and coverage range.! A location is redundantly
covered if it is covered by at least two femtocells. Femtocells
communicate locally using the network that they use for
backhaul.

Users are defined as a set U = {uy,...,up}. Users are
served by femtocells that have enough free RBs to sched-
ule the user for transmission. A user u is rejected if no
femtocell can schedule her. To emphasize the effect of user
rejections, we formalize our algorithms in a network model

na centrally managed and deployed network, femtocell coverage ranges
can be estimated at deployment.
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without macrocells, however, this is not a requirement for our
algorithms. Nevertheless, since femtocell networks are often
deployed to improve signal quality in areas with poor or absent
macrocell coverage, such as subways, this is a reasonable
assumption.

The selective activation problem is to find a minimal set of
active femtocells, F* C F, that provides full area and user
coverage. This implies that all locations in £ have an SINR
above t“, and all users have an SINR above *. The assignment
of users in U to femtocells in F* must be feasible in terms of
femtocell capacity and must satisfy user requirements in terms
of minimum acceptable rate. If not all users can be served at
their rate targets, users are rejected one by one.

IV. INTERFERENCE-AWARE FEMTOCELL
ACTIVATION OPTIMIZATION

In this section we give a theoretical formulation of the
problem, described in Section III, to determine a subset of
the available femtocells, so as to serve a given set of users
at a minimum transmission and provide area coverage while
minimizing energy consumption.

An activation policy determines which of the N available
femtocells should be activated to serve the given set of M
users and can be expressed by means of an activation vector
X 2 {x1,x2,...,xn}, where the value of the variable x;
is 1 if the femtocell f; is activated, while it is 0 if f; is
disabled.

The objective of our problem is to find an activation policy
that serves all users in U with the minimum number of active
femtocells; that is, an activation vector X that minimizes
the value of vaz | xi which is the objective function of the
hereby called MinActivation problem of Equation (1), that
we describe in the following.?

N
min E Xi
i=1

M

subject to: Zyij <xj-buax Vist fieF (a)
j=1
N
Szj=1 Vjstu;eU (b)

i=1
Yij
Yij < Zij ~buax Vi, j st fi € FujeU

v

Zij -b,‘j()-() Vi,jst fie FujeU (c)
(d)

N
Doxipiz1 Vel (e)

i=1

xi,zij €{0,1};y;j e N Vi, jsit. fie FujeU
(D

To formulate the constraints of the MinActivation problem
we introduce the binary variables z;; € {0, 1}, whose value

2Notice that, in order to keep the formulation simple, we formulate the
constraints of the problem under the assumption that there are enough
femtocells to serve all the users. As we use the optimal solution of this
problem as a reference for performance comparisons, in the experiments we
do not assume this and we let the network drop user requests.
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denotes whether cell f; € F serves the user u; € U, in which
case zj; = 1, while z;; = 0 otherwise. We also denote with
vij € N the number of resource blocks provided by cell f; to
user u;.

Femtocells have a capacity limitation, as the amount of
resource blocks available for each cell is limited to byax.
We introduce the constraint of Equation 1(a), which states
that each cell providing resource blocks to any user must be
active, and that each active cell can assign up to byax users.

The variable z;; is used in Equation 1 (b) to let a user be
served by one and only one cell.

Given a user u;, being served by the cell f;, and given the
activation vector of the network X, the rate requirement r for
the user u; can be defined as a function b;;(-), that returns
the minimum number of resource blocks b;; (X) that user u j
needs from cell f; to operate with rate higher than or equal
to r, given that user j’s SINR is above ¢“. The function b;;
depends on system-wide SINR calculations, therefore it is non-
linear and there is no known closed form expression in terms
of the elements of X. Therefore, the user quality requirement
implies that y;; > b;; (X) when the cell f; is selected to serve
user uj, which can be expressed with a unique constraint as
in Equation 1(c).

Equation 1(d) determines an upper bound on the number of
resource blocks that a cell f; can allocate to a user uj, which
must be zero if the cell f; is not the one that serves user u;
(zij = 0). If, otherwise, the cell f; is the one assigned to user
uj (zijj = 1), such a constraint is a trivial upper bound, as the
constraint of Equation 1(a) already imposes that the number
of resource blocks provided by the unique cell serving a user
is lower than or equal to byax.

Finally, in order to let cells detect users in their coverage
range and enable activation decisions, we impose an additional
constraint on area coverage. Each cell f; is able to detect the
presence of users in their area coverage range, R;'. Note that
the area coverage range is larger than the user coverage range,
R;‘, and cell f; may be unable to serve a user at distance Rf’.
Nevertheless, if every point of the area of interest is within
the coverage range of an active cell, the network is able to
sense any incoming users and activate additional femtocells
as needed.

We model coverage ranges as open intervals, that is, fem-
tocell f; does not cover the border of its area R{. We define
an intersection point as a point at which the borders of two
coverage ranges intersect, or a point at which a coverage range
intersects with the border of the area £. We denote by Z the
set of all intersection points in £. In the following theorem,
we extend a result from [18] that shows that the coverage of
the points in Z implies complete coverage of L to the case of
general non-convex shaped coverage areas.

Theorem 1: Given a set of femtocells F, deployed over an
area L and generating a set of intersection points T C L,
T # O, if a subset F C F covers all points in I, then F
completely covers L.

Proof: The set of coverage ranges partitions the area £
into disjoint coverage patches Hi, ..., H,, where patches are
bounded by the borders of coverage ranges or by the borders
of L.



LIN et al.: ON SELECTIVE ACTIVATION IN DENSE FEMTOCELL NETWORKS

The border of a coverage patch H; contains intersection
points everywhere the border of two coverage ranges, or the
border of a coverage range and the border of L, intersect.

We proceed by contradiction. Let p € £ be a point not
covered by the femtocells in F and let H » be the coverage
patch to which it belongs. H), always exists since the coverage
patches partition L.

All points in Hj, have the same coverage degree, by defi-
nition of coverage patch, thus H), is also not covered. Since
we define coverage ranges to be open intervals, an intersection
point on the border of H,, generated by the intersection of the
borders of two coverage ranges R; and R;, is not covered by
the femtocell f; and f;. As a result, the intersection points on
the border of H), are also uncovered.

This is a contradiction of the assumption that all intersection
points are covered by the cells in F, therefore the uncovered
point p does not exist. [ |

7 includes all the intersection points generated by the
coverage regions of all the femtocells in F. According to
Theorem IV, if all points of Z are within the coverage range of
at least an active cell, all of £ is covered, and the active cells
are able to detect the presence of a user in any point of the area.

Therefore, we consider formulate the area coverage con-
straint as follows. Let ! € Z be a point in the region of interest.
Let p;; be a binary constant coefficient which is equal to 1 if
the point / is in the coverage range of femtocell f;. Then, in
order to have complete area coverage, the activation set X must
satisfy Equation 1(e), which requires that each intersection
point of Z be in the coverage range of at least one active cell.

The following theorem proves that MinActivation is
NP-Hard by showing that Set Cover is a special case of
MinActivation.

Theorem 2: MinActivation is NP-Hard.

Proof: We show that Set Cover is a sub-problem of our
problem. Let us consider a general instance of Set Cover.
We define Q as the set of all elements, and S = {S1, ..., S,}
is a family of n subsets §; € Q fori = 1,...,n and
Ui=1,...nSi = Q. According to Set Cover we should find the
smallest subset of S such that all elements in € are covered.

We can create an instance of MinActivation from a general
instance of Set Cover by the following procedure:

1) Add a point in Z for each element of the universe Q.

2) Add afemtocell f; in F for each set S; in S. f; can cover

the points in Z corresponding to the elements in S;.

No users are needed in the reduction, so U = {J.

A solution to MinActivation finds an activation vector X
that identifies a minimum set of active femtocells needed to
cover all points in Z. This corresponds to the smallest subset
of § that covers all elements in Q. Therefore, Set Cover is
a special case of MinActivation and thus our problem is
NP-Hard. [ ]

V. THE GREENFEMTO ALGORITHM
In this section we introduce GREENFEMTO, a distributed
algorithm that finds a locally Pareto optimal solution to Min-
Activation. The algorithm consists of two parts that address
two different aspects of user management: user detection and
user reassignment.
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Fig. 2. Femtocell state diagram for user events.

A. Overview

A femtocell status can be either active or inactive.

Femtocells can be kept active either because they are needed
to serve users, or because they are needed for area coverage.
Active femtocells provide area coverage by sending beacon
messages to announce their presence to the users. Therefore
the energy consumption of active cells remains important even
when there are no users.

Inactive femtocells do not provide coverage or serve
users, but do not consume energy. We assume that femto-
cells can be turned on remotely using Wake-on-LAN [19].
Femtocells in inactive mode can be contacted by neigh-
bor cells to be woken up upon need and can therefore
safely put to sleep their radio for the whole duration of the
inactive state.

For each femtocell f; € F we define U; C U, the set of
users f; can serve. We say that a femtocell f; is a neighbor of
a femtocell f;, if their coverage ranges overlap, that is R}’ N
R # (). We refer to the set of all neighbors, active or inactive,
of fi as B;. The set of active neighbors is denoted by B, and
inactive neighbors by B/. ¢; is the residual capacity of the
femtocell f;, that is, the number of free RBs it can schedule.
We assume that each femtocell f; knows the coverage ranges,
R" and RY, of each of its neighbors.

GREENFEMTO keeps a minimal set of sentinel femtocells
active for area coverage. This set is found by disabling
redundant femtocells, as identified using the procedure in
Section V-D. Users are detected by sentinel femtocells, and
either served directly by the sentinel femtocell or served
by a newly awoken femtocell. After femtocells are awoken,
user reassignment and a redundancy test are performed to
minimize the number of active femtocells. These procedures
are described in detail in the following sections.

The overall flow of the algorithm can be seen in the
femtocell state diagrams in Figures 2 and 3. Figure 2 shows
the actions taken by femtocells when users join or leave the
network, or when timeouts occur. As evidenced by this figure
the algorithm adapts the current solution with local decisions
when new users join or leave. As the algorithm is adaptive, it is
not necessary to re-run the algorithm multiple times to follow
the user dynamics. Figure 3 shows the actions taken when fem-
tocells receive messages, as when an inactive cell is activated,
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Fig. 3. Femtocell state diagram for message events.

or when an active cell receives other event related messages
from neighboring cells.

B. User Detection and Femtocell Activation

When a new user u; joins the network, at least one femto-
cell detects the user, since femtocells provide area coverage.
This femtocell is referred to as the sentinel femtocell, fs.
Furthermore, we assume that u; notifies f; of the active set
of cells F/ = {flu‘j, e, fku'i} that can serve it. Based on
our model assumptions, the cells in F“/ are neighbors of
each other.

If f; is able to serve the user, that is, ¢y > bsj()_(), it
decreases its residual capacity cg and broadcasts an Info mes-
sage with its new capacity. If u; cannot be served, f; checks
whether there are currently active cells that can serve u;, i.e.
it Af; € Flist. ¢; > by; (X). In this case, f; does not serve
the user and the user selects another femtocell to attach to
from F“j. Otherwise, if all the cells in F*/ have insufficient
residual capacity, f; broadcasts a WakeUp message to its
inactive neighbors in BY. Also in this case, f; does not
serve u j, and u; will try to attach to the newly activated cells.

Inactive neighbors that receive a WakeUp message become
active, set their capacities to ¢”"**, and broadcast an Awake
message. Neighboring cells that receive the Awake message
reply with an Info message with their capacity to inform the
newly activated cells of the current state of the network.

Cells receiving Awake messages schedule a time-
out that triggers a redundancy test. As explained in
Section V-C and V-D, this test determines if a femtocell can
be turned off. In order to prevent conflicting decisions of
multiple cells concurrently performing the test, timeouts are
scheduled in a random time instant in the interval (0, 7,4 <13
As the newly awakened cells receive Info messages, they
also schedule timeouts. If a new user is detected by an
awakened femtocell f, during its timeout interval, the user
detection algorithm runs as normal, but the timeout for f,
is not reset. When the timeout occurs, the scheduled user
reassignment takes place.

A pseudocode description of the algorithm, as executed
in the sentinel femtocell, is in Algorithm 1. The algorithm
has complexity O(|Bs|), where we recall By is the set of
neighboring femtocell of f;.

3Deterministic approaches could also be employed, which may however
introduce additional overhead and delays. The efficient techniques proposed
to determine cell redundancy make such a probabilistic approach a viable and
effective solution.
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Algorithm 1 GREENFEMTO User Detection
Input: a new user, u;, attaching to the network
X, the current femtocell activation vector
user u; is detected by sentinel femtocell f;;
if ¢; > byj(X) then

cs— = by j (X);

Serve user u;

return

R W N =

=)

F"i :=user u;’s active cell list;

7if 3f; € Flis.t. ¢; > b,‘j()_() then

8 | Reject uj;

/* uj will attach to a cell in F%
with enough capacity */

9 return

/* at this point, none of the currently
active femtocells can serve u; */
10 BY := femtocell f;’s neighbors;
wake up neighbors in BY;
/* uj will attach to a cell in B with
enough capacity, if available */
2 schedule redundancy test at a random instant in [0, Ty ];

—
-

o

C. User Reassignment

When a timeout occurs for a femtocell f;, it determines
whether it can become inactive by performing a redundancy
test, described in detail in the next section. A femtocell f;
is redundant if its currently active neighbors B can both
cover f;’s area coverage range, Rf, and serve all of f;’s
users, U;. The test begins with each user u; € U; sending f;
the active set of femtocells to which it can connect. If every
user responds with at least two femtocells, f; can determine
whether there is enough residual capacity in its neighbors to
support a reassignment.

A user reassignment is a function R : U; — B} such
that for each user u € U;, R(u) is the neighboring cell
of f; to which u; is reassigned. In Section V-D we present
a method for performing a redundancy test and determine a
reassignment. If f; is redundant, it sends a Sleep message,
which notifies its neighbors of the reassignment and reserves
space on the new cell for incoming users, transfers its users to
its neighbors according to the reassignment, and finally turns
itself off.

When a femtocell f; receives a Sleep message and
reassignment R(-), it updates its stored state of f; and reserves
resources for incoming users according to R(-). Furthermore,
to prevent race conditions, if a timeout for a redundancy test
for f; was active, it is reset. Femtocell f; then initiates a
handoff for the users it is transferring to f;. This ensures
that users will not be handed off to femtocells that no longer
have sufficient capacity. The reassignment handoff must occur
within a time, TR, after which users are accepted according to
the standard method.*

4The timeout is introduced to take into account possible changes to the
network, such as user movement, which may prevent the application of the
reassignment. However, since the reassignment can be performed at a small
time scale relative to user movement, these changes are unlikely.
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Algorithm 2 The RedundancyTest Algorithm
Input: femtocell f; on which to perform the redundancy
test
Result: 7; r := true if f; is redundant, false otherwise
1 begin coverage test
2 ’ch := true;
3 Bi* := femtocell f;’s active neighbors;
4 | Z; := femtocell f;’s intersection points with neighbors
Jfn € B,-* 5
5 | foreach p; € 7; do
6 if p; not covered by a femto f, € B} then
L ’ch := false;

begin reassignment test

9 | T ]{ 1= true;

10 | perform generalized assignment of users U; to
neighboring femtocells B}';

11 | if no feasible solution then

12 L T} = false;

o®

13returan—>ch/\T]{

D. Redundancy Test

The full redundancy test algorithm is listed in Algorithm 2.
Redundancy tests take place when timeouts occur in newly
awakened femtocells. A femtocell f; is redundant if it can be
turned off without creating an area coverage hole, and if all
the users served by f; can be reassigned to the other active
femtocells in F*. In the following section we describe how
these tests can be performed.

1) Coverage Test: Theorem 1 can be used to determine
whether a femtocell is redundant in terms of coverage, as
stated by the following corollary.

Corollary 3: A femtocell f;, with area coverage range RY,
is redundant in terms of coverage if the intersection points Z;
in R} are covered by its set of active neighbors B}

Note that this test can be performed locally provided that
femtocells are aware of the intersection points that lie in their
coverage range, as we assume in this paper. The test can be
performed in O(|Z;| x |B}]), since every intersection point
needs to be covered by at least an active neighbor of f;.

2) User Reassignment: User reassignment can be modeled
as a generalized assignment problem [20] with unit costs,
where all the users u; € U; on f;, with respective RB
requirements b;;(X) Yu; € U;, must be assigned to |B}|
neighboring femtocells, with respective residual capacities
¢k, V fk € B}. This is an NP-complete problem, therefore there
is no exact polynomial-time algorithm. However, there are
both efficient, bounded approximation algorithms, and exact
algorithms [20] that perform well on small problem sizes.
In our experiments, the number of active neighbors |B| is
always less than ten, and the problem can be solved exactly.

E. User Departures and Handoffs

When a user u; served by femtocell f; leaves the network,
fi increases its capacity and broadcasts an Info message to
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its neighbors, to alert them of this change. If f; is not serving
any users and is not needed for area coverage, it broadcasts a
Sleep message and enters the inactive state.

If a mobile user is leaving the coverage area of its attached
femtocell, as detected by decreasing signal quality reports, and
there are no active femtocells with available capacity to which
the user can be handed off,> the current femtocell broadcasts
a WakeUp message to its sleeping neighbors. This awakens
those neighbors, and allows them to be the target of a handoff
from the current femtocell. Specifically, the WakeUp message
is triggered when the current user’s SINR drops below a
threshold thandoff — jhandoff g larger than t*, so a handoff
WakeUp is triggered before the user loses coverage.

VI. ALGORITHM PROPERTIES

In this section we prove that GREENFEMTO converges.
We assume that GREENFEMTO is run with an exact gener-
alized assignment algorithm.

GREENFEMTO reconfigures the network as long as users
move, join or leave the network. In the following we prove
that the algorithm converges to a stable configuration after the
last dynamic event, provided that no new event occurs during
the execution of the algorithm.

Recall that an activation policy state is a vector X =
{x1,...,xn}, where x; = 1 if f; is active and O if it is inactive.
In a network with n femtocells and m users, the space of
possible activation vectors X is finite and its size is bounded
by |X| < 2V,

Theorem 4: The algorithm GREENFEMTO converges to a
stable configuration.

Proof: We define the function g : X — N*, as g(S) =
Zflz | Xi. The function g is trivially lower bounded by 0.

Now consider the three possible network events: a user
joining, leaving, or moving. Events can occur in any order, but
we assume that events themselves are atomic. If a femtocell is
scheduled for a redundancy test, any further redundancy test
timeouts at that femtocell are ignored, therefore events will be
sequentialized by the length of each femtocell’s initial non-
overlapping timeout. Since any combination of events leads
to a sequence of redundancy tests, it suffices to show that all
events lead to redundancy tests, and redundancy tests cannot
change a state S to a state S’ such that g(S) < g(§8’), and if
8(8) =g(8), §=15".

Consider a user u; joining the network. If u; can be
served by the sentinel femtocell f;, or another currently active
femtocell, the algorithm halts and no changes to the network
state are made. If #; cannot be served by any active femtocell,
fs wakes up its inactive neighbors BY, and g(S) increases
by |B?|. Each femtocell f; € B{ schedules a timeout for a
redundancy test.

Consider a user u; leaving the network. When u ; leaves the
network, one of two cases are possible; redundancy tests are
performed in both. If u; is not the last user on a femtocell f;,
fi broadcasts an Info message. If u; is the last user on a fem-
tocell f;, f; broadcasts a Sleep message and disables itself.

SRecall that each femtocell is aware of the residual capacity of its active
neighbors.
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Neighboring femtocells receiving either message start a time-
out for a redundancy test.

Consider a user u; moving from femtocell f; to
femtocell fx. The actions of f; are identical to when a user
leaves the network. If f; has sufficient capacity to serve u;,
u; is handed over to f;, and no more state changes occur.
If fi does not have sufficient capacity to serve u j, neighboring
femtocells B are woken up. The remainder of the proof is
identical to when a user joins the network.

Finally, consider a femtocell f; performing a redundancy
test, with initial state S, and final state S’. f; checks if it is
needed for satisfaction of the area coverage constraint and if
its users can be reassigned to neighboring femtocells. If one
of the two tests fails, f; remains active, and g(S5) = g(8”) and
S’ = S. If the tests are successful, f; is disabled and the
new state S’ is such that g(S) > g(S’). Since the network
state space is finite and the function g is lower bounded,
GREENFEMTO eventually converges to a stable state where
no more state transitions are possible. [ ]

We now prove that the final configuration to which
GREENFEMTO converges is locally Pareto-optimal, defined as
follows:

Definition 5 (Local Pareto-Optimality): A network state S
is locally Pareto-optimal if any of the two following conditions
holds:

1) For all active femtocells f; € F*, deactivating f;
violates the area coverage constraint
2) For all active femtocells f; € F*, there does not exist a
reassignment of all the users of f; to its active neighbors
A locally Pareto-optimal configuration cannot be unilater-
ally improved by a femtocell; that is, the energy consumption
of the network cannot be reduced by any active femtocell
based only on its knowledge and coordination with its imme-
diate neighbors. A global reconfiguration may still reduce
the number of active femtocells, but this requires global
information on the network state which is not available to
individual femtocells.
Theorem 6: GREENFEMTO converges to a locally Pareto-
optimal network state.

Proof: We proceed by contradiction. Let us assume that
the final network state Sy is not locally Pareto optimal, i.e.
there exists at least one active femtocell f, such that turning
off f, does not violate the area coverage constraint, and there
exists a reassignment of all users of f, to its active neighbors.

fo performs a redundancy test if any of three events occurs:

1) f, detects a new user

2) a user assigned to f, leaves the network

3) f, receives an Info, Awake, or Sleep message from
one of its neighbors

Consider, T, the most recent redundancy test performed
by f,. Since f, is active in Sy, T was not successful,
either because turning off f, would violate the area coverage
constraint, or because f, was unable to find a reassignment of
all of its users. Therefore, immediately after 7, the network
state, St, is locally Pareto optimal. Since no further redun-
dancy tests occur between 7" and Sy, we can assume that none
of the three events listed above occurred, since if one of the
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TABLE I
SIMULATION PARAMETERS
Parameter Value Description
L] 100 m x 100 m Area of interest
nrx 2 Number of transmit antennas
NRX 2 Number of receive antennas
f 2140 Mhz System frequency
b 20 Mhz System bandwidth
pmj 40 dBm Macrocell transmission power
p%” 24 dBm Femtocell transmission power
s 0 dB Shadow fading mean
Os 10 dB Shadow fading standard deviation
Ny 9 dB Receiver noise figure
Tk -174 dBm/Hz Thermal noise density
te 19 dB (SNR) Area coverage threshold
t* -7 dB (SINR) User coverage threshold
thandoff -6 dB (SINR) Handoff threshold
Nypp 100 Resource blocks per base station
A 3 sec™! Arrival rate of users in mobile scenario
o 3 sec™! Call duration of user in mobile scenario

events had occurred, a test 7’ would have occurred between
T and Sy, which violates the assumption that 7' is the most
recent test performed by f,,. Since none of the events occurred,
no changes to the local Pareto optimality of the network could
have occurred. As a result, f, cannot be disabled, and Sy is
locally Pareto optimal, contradicting the hypothesis. |

The above theorem ensures that, if there are no significant
changes in the network, a user can only experience a finite
number of handoffs, therefore preventing indefinite ping-pong
effects between cells.

VII. SIMULATION RESULTS

In this section we describe our simulations environment and
present the results.

A. Simulation Details

We use a Matlab LTE system-level simulator from the
Vienna University of Technology [21]. A full description of
the simulator is available in the reference. The simulator
models an LTE system with multiple eNodeBs and user equip-
ments (UEs), using three radio link quality factors: large-scale
pathloss, shadow fading, and small-scale link-level fading.
Parameters used in the simulation are listed in Table I.

We consider a dense femtocell deployment with no under-
lying macrocell coverage. Femtocells use unidirectional anten-
nas in a one-sector configuration. Since the femtocells are
densely deployed, we assume that they are connected to the
same local network, through which they can communicate
using either a local management server or directly in a peer-to-
peer fashion. Users are uniformly randomly distributed, with
minimum rate targets.

B. Results

We compare three algorithms: GREENFEMTO, GLOBAL, a
computed global reassignment optimization based on Green-
Femto, and IDLE, which is a modification of an algorithm for
femtocell power saving described in [14]. We present results
from three different experimental scenarios. We begin with
results on stationary users, with the number of users increasing
between experimental runs, to highlight the performance of
the algorithms as the number of users changes. Then we
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present results with a fixed number of users, as the number of
femtocells increases, to show the performance of the algorithm
as the per-femtocell load varies. Finally, we present a realistic
scenario with mobile users that join and leave the network at
the end of the section.

GLOBAL uses the Gurobi [22] solver to solve the
MinActivation problem in Section III, given the activation
vector X found by GREENFEMTO and the functions biji (+)
for all femtocells f; and users u; as input. It then iterates on
this solution until convergence.® In the case that the problem
is infeasible due to user coverage or femtocell capacity, the
users that cannot be served are rejected one-by-one and the
problem is reattempted without them until a solution is found.
GLOBAL prioritizes serving users over reducing the number
of active femtocells: users are only rejected if there is no
femtocell that can serve them.

GLOBAL is used to evaluate the femtocell activation and
user assignment that GREENFEMTO finds. It finds the opti-
mal assignment of users to femtocells given a set of active
femtocells, but it does not find the solution to the larger
problem of determining which set of femtocells should be
active. By using the solution that GREENFEMTO finds as input,
we can determine whether there is a global reassignment of
users to femtocells that uses fewer femtocells, improves SINR,
or rejects fewer users. The performance difference between
GLOBAL and GREENFEMTO highlights the impact of limiting
GREENFEMTO to local reassignments.

The IDLE algorithm partially disables a femtocell’s elec-
tronics when no users are present, leaving only a low-power
user detection mode active. When a user enters the network,
it is detected by all of the femtocells in range. The user
connects to the femtocell that can serve it with the highest
SINR, while the remaining femtocells return to the low-power
user-detection mode. In IDLE, each femtocell is independent
and does not communicate with other femtocells on the
network. We modify the IDLE algorithm by requiring that
area coverage is provided, as in GREENFEMTO, by finding a
minimum covering set of femtocells using Gurobi.

1) Stationary Users, Increasing Number of Users, Fixed
Number of Femtocells: Figure 4 shows the number of active
femtocells with stationary users that are randomly and uni-
formly distributed, with 50 total femtocells. In this experiment
the varying number of users is obtained by successive eval-
vations of the network under different levels of user density.
All graphs show the average of 10 runs, with error bars
indicating the 95% confidence interval. At low load,
the number of femtocells activated by GREENFEMTO
is dominated by area coverage. The difference between
GREENFEMTO and GLOBAL is small, since most of the
femtocells activated by GREENFEMTO are also needed for
area coverage. IDLE activates three times the number of
femtocells activated by GREENFEMTO.

As the number of users increases, the number of femto-
cells activated by GREENFEMTO increases linearly, while the
number of femtocells activated by IDLE increases by the

6Since MinActivation can only activate as many or fewer femtocells as
were active in the input activation vector, it is clear to see that it converges.
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inverse square. IDLE turns on the best femtocell for a user,
which in most cases is the nearest femtocell. Therefore,
IDLE’s performance is dominated by the number of fem-
tocells that are the nearest femtocell to a user, which is
determined by the user and femtocell distribution. The gap
between the global optimal and GREENFEMTO’s solution
increases slightly due to the additional degrees of freedom
in the ILP problem made available by the activation of
more femtocells to cover users. With more femtocells, the
probability of a superior global reassignment increases, and
the local reassignment limitation of GREENFEMTO hurts its
performance more.

Figure 5 shows the average user wideband SINR with
100 femtocells total. This SINR measurement is an average of
the user SINR measured across the entire channel bandwidth;
due to small-scale fading, individual subchannels may have
SINRs above or below the wideband SINR. The lowest user
SINR threshold is —7 dB, and all three algorithms find
femtocell activations that achieve this target on average. Since
IDLE activates the best femtocell for each user, it reaches a
high average SINR. The difference between GREENFEMTO
and GLOBAL can be explained by the path-dependence
and local reassignment limitations inherent in the design of
GREENFEMTO. GREENFEMTO focuses on reducing femtocell
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power consumption, therefore GREENFEMTO will not reassign
a users to improve their SINR.

Figure 6 shows the user rejection rate. IDLE rejects a
large number of users because it activates a large number of
femtocells when new users enter the network, which increases
interference. GLOBAL’s performance indicates that for approx-
imately 50% of the users that GREENFEMTO rejects, there
exists a way to serve them given the current active set of
femtocells, however, it is not possible for GREENFEMTO to
find these solutions. For example, this could occur if a new
user can only be served by one femtocell, which is full of users
that could be served on other femtocells. Since GREENFEMTO
does not preempt users, the new user is rejected, while an
assignment is possible using GLOBAL.

Figure 7 shows the throughput Empirical Cumulative
Density Function (ECDF) for users across all ten runs.
IDLE performs poorly in terms of throughput, with 35% of
users achieving O throughput, due to rejection, insufficient
resources, or poor subchannel SINR. Despite using more fem-
tocells on average, IDLE performs only slightly better than
GREENFEMTO, with only the top 5% attaining higher through-
put than GREENFEMTO. The top 10% of users in GREEN-
FEMTO and IDLE reach the same throughput of 6 Mbps.
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2) Stationary Users, Fixed Number of Users, Increasing
Number of Femtocells: Figure 8 shows the number of active
femtocells as the total number of femtocells varies, with
100 users. Up to 90 femtocells, the number of active femtocells
increases with the total number of femtocells, because not all
users can be served, as can be seen in the rejection graph in
Figure 10. IDLE scales poorly as the number of femtocells
increases, with the number of user rejections increasing with
the total number of femtocells. This increase is due to the
naive way that IDLE wakes up femtocells to serve users, with
all femtocells that detect the presence of a user waking up,
rather than only a sentinel femtocell’s neighbors. The larger
number of woken up femtocells cause significant co-channel
interference, which leads to high user rejections.

Figure 9 shows the average SINR as the total number of
femtocells increases. As the number of femtocells increases,
the distance between femtocells and users decreases on aver-
age. IDLE directly benefits from this increase, because it turns
on each user’s best femtocell. GREENFEMTO performs poorly
when the relative load is high, finding solutions with average
SINRs below GLOBAL, despite using more femtocells. How-
ever, as the number of femtocells increases, GREENFEMTO’s
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solutions improve. GREENFEMTO’s sensitivity to the total
number of femtocells is due to the local search it performs
for alternative femtocells. When there are a small number of
femtocells, the local search performs poorly.

3) Mobile Users, Fixed Number of Femtocells: We perform
experiments to investigate the performance of the algorithms
with mobile users. We considered 50 mobile users that initially
join the network. We model the interaction of the users
with the network as follows. Users periodically connect to
the network performing a call. Both the inter-arrival time
between calls and the call duration follow an exponential
distribution with parameter A = 3 sec™! and u = 3 sec™!,
respectively. Therefore, the total number of connected users
varies over time. Additionally, user move at 3 m/s using a
random waypoint mobility model. This scenario allows the
algorithms’ behavior in a realistic setting to be analyzed.

Figure 11 shows the number of active femtocells over time.
The number of active femtocells varies significantly with
the number of users in the system when using the IDLE
algorithm. GREENFEMTO exhibits much lower variation in
the number of active femtocells; with around 9 femtocells
active for the majority of the simulation time, which is half
the number that IDLE uses. Despite using fewer femtocells,
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GREENFEMTO rejects far fewer uses than IDLE, as seen in
Figure 12. Figure 13 shows the mean SINR in the mobile user
scenario. Under the IDLE algorithm, mean SINR is higher,
but this comes at the expense of a higher rejection rate.
Overall GREENFEMTO finds solutions that use significantly
fewer femtocells than IDLE, and within 15% of an optimal
reassignment.

VIII. RELATED WORK

Reducing the energy consumption of femtocell networks has
received significant attention in the recent literature.

Several papers design power control schemes for femtocell
networks [5]-[7]. In particular, [5] proposes a distributed
algorithm based on game theory to adjust the transmission
power of femtocells. The authors of [6] introduce a distributed
algorithm to jointly optimize the power consumption of fem-
tocells and the scheduling order for serving users. The work
in [7] studies a Pareto optimal power control and scheduling
algorithm which aims at improving the spectral efficiency.
The above mentioned papers mainly focus on adjusting the
transmission power and do not consider the possibility of
turning off femtocells, thus achieving less energy saving.

There has been work that focuses on problems loosely
related to ours. The authors of [23] consider the problem of
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TABLE II
REVIEW OF OTHER APPROACHES TO FEMTOCELL SELECTIVE ACTIVATION

This paper [31] [32] [33] [34]

(a) Centralized | No Yes No Yes Yes
(b) Dynamic | Yes Yes Yes No No

(¢) Reaction Time | Seconds Minutes Seconds N/A N/A

(d) Metric | Local users | Global users | Local pilot SINR | Global rate | Global SINR
(e) Femto-specific | Yes No Yes Yes Yes

user scheduling in self-organizing femtocell networks. The
approach does not focus on network power consumption while
it looks for the femtocell channel settings and user scheduling
to reduce interference and provide better quality of service to
the users. In [24] the authors propose an analytical model to
characterize the power consumption of macrocell, microcell,
picocell and femtocell based networks. The authors of [25]
study the tradeoffs between network energy consumption and
terminal energy consumption. The tradeoffs between user
perceived quality of service and network energy consumption
are instead studied in [26]. In [27] the authors investigate
solutions for reducing the number and size of active macrocell
to reduce the network energy consumption. Finally, in [28]
the authors study heterogeneous networks with cognitive
radio capabilities in order to reduce energy consumption by
exploiting spectrum sharing.

The problem of minimizing the energy consumption of
a two-tier network composed of a macrocell and several
femtocells has been addressed in [8]-[11]. The works [8], [9],
and [11] design centralized algorithms, while in [10] a hier-
archical reinforcement learning approach is proposed. On the
one hand, centralized algorithms do not scale in dense and
dynamic scenarios such as the one considered in this paper.
On the other hand, these works aim at optimizing the energy
consumption of a network composed by a macrocell and sev-
eral femtocells. In this paper we focus on the more challenging
scenario, with less degree of freedom, in which the femtocell
network does not belong to the service provider, but to a differ-
ent institution which aims at reducing its own energy expenses.

The problem of reducing the energy consumption of
two-tier networks through selective activation has been
considered in [12]-[14] and [30]-[34]. Dhillon et al. [29]
describe heterogeneous networks where small cells use energy
harvesting to supply power. Although this paper broadly
explores similar concepts to ours, the restrictions of energy
harvesting and their analytical model result in different design
decisions. The authors of [12] propose a low complexity
sleeping mechanism which makes use of wuser traffic
prediction. This work is complementary to ours, as traffic
prediction can be used to further improve the performance of
GREENFEMTO. The approach proposed in [13] and [14] is
limited in scope to single femtocells, and is used in this paper
as a comparison against GREENFEMTO. Combes et al. [30]
describe an algorithm that uses a centralized controller
to reduce the energy consumption of macrocell networks;
however, it does not specifically address femtocells.

Dudnikova et al. [31] describe a coverage-focused dis-
tributed algorithm that adjusts femtocell pilot signals and
uses sleep mode to disable unused femtocells. Due to their
emphasis on coverage, they provide no throughput results,

which made their algorithm poorly suited for a comparison
with ours. Jin et al. [32] present a centralized algorithm that
optimizes the expression global throughput divided by global
energy consumption of the network by disabling femtocells.
However, it is not a reactive algorithm and must be re-run from
scratch when the network changes. Ebrahim and Alsusa [33]
present a centralized algorithm that iterates over a fixed context
of users and femtocells to create an interference map from
which to make decisions about which femtocells to disable.
However, the interference map is not updated as femtocells
are disabled, leading to suboptimal behavior.

Given the breadth of work that explores similar, but not
identical concepts to this paper, we summarize some of the
key differences from the papers that are most similar to ours
in Table II. The table describes whether the provided algorithm
is (a) centralized or distributed, if the algorithm is (b) adaptive
to changing network conditions and user demand, (c) the time
scale of its responsiveness to changes, (d) the key aspect
that triggers the algorithm decisions, and (e) whether the
designed algorithm addresses the specific features of femto-
cell networks.

IX. CONCLUSION AND FUTURE WORK

This paper introduced GREENFEMTO, a novel distributed
algorithm that finds a solution to MinActivation, a femtocell
selective activation problem. Selective activation has not been
extensively studied in femtocell networks. However, due to
the nature of femtocell power consumption, we find that it is
a promising approach to reducing the energy consumption of
these networks. Our simulations show that selective activation
can be used in these networks to reduce total energy con-
sumption, and improve outage probability. We find that selec-
tive activation algorithms, if designed correctly, can improve
network performance with low network churn. Our solution
to MinActivation makes only local changes. Potential future
work can be done on a solution that makes global changes.
Future solutions, currently under investigation, concern the use
of power control and resource block scheduling, to reduce
interference and improve quality of service.
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