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Highlights

• A finite strain formulation for frozen porous media based on multiplicative kinematics is presented.
• The stabilization procedure and pre-conditioner for the three-phase frozen soil are adopted.
• Nonlocal diffusion-deformation coupling effects during freezing and thawing are analyzed.

Abstract

A stabilized thermo-hydro-mechanical (THM) finite element model is introduced to investigate the freeze–thaw action of
frozen porous media in the finite deformation range. By applying the mixture theory, frozen soil is idealized as a composite
consisting of three phases, i.e., solid grain, unfrozen water and ice crystal. A generalized hardening rule at finite strain is
adopted to replicate how the elasto-plastic responses and critical state evolve under the influence of phase transitions and
heat transfer. The enhanced particle interlocking and ice strengthening during the freezing processes and the thawing-induced
consolidation at the geometrical nonlinear regimes are both replicated in numerical examples. The numerical issues due to lack
of two-fold inf–sup condition and ill-conditioning of the system of equations are addressed. Numerical examples for engineering
applications at cold region are analyzed via the proposed model to predict the impacts of changing climate on infrastructure at cold
regions.
c⃝ 2017 Elsevier B.V. All rights reserved.
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1. Introduction

In permafrost regions, soil underneath pavement and concrete structures may experience freeze–thaw action.
During the freezing phase, the crystallization of ice leads to the expanding of voids and micro-cracks in the porous
media. When temperature arises, ices near the heat source may thaw out and turn into meltwater, but this water may be
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trapped by the frozen region that remains nearly impermeable. This results in a thaw-weaken soil that is wet, loose and
highly deformable [1–4]. The freeze–thaw action may repeat itself everyday due to the temperature difference between
day and night near surface, and, in the larger spatial and time scales, between winter and spring. The accumulated
damage and deterioration of roads, airfields and infrastructure due to freeze–thaw action are of ultimate importance for
vehicle mobility and structural integrity of infrastructure in cold region. This demand of understanding the freeze–thaw
action of porous media undergoing large deformation is further intensified by the climate changes that bring in more
extreme weather and heavier rains which are expected to accelerate the damages of infrastructure in alerting speed
in the coming decades. For instance, the frost-free season in Fairbanks, Alaska has been lasted 50% longer between
1904 and 2008. The increase of permafrost temperature, which occurs throughout Alaska since the late 1970s, has
caused land subsidence and put public infrastructure, such as roads, runways and sewer system, at risk [4,5].

In this paper we present for the first time a finite strain poromechanics theory that fully considers the thermo-
hydro-mechanical coupling effect of the mass-exchanging, phase-transiting porous media. Previously, significant
contributions have been made to derive thermal-sensitive or degree-of-saturation-sensitive constitutive laws for the
frozen soil [6]. These constitutive laws are often incorporated in thermo-mechanical simulations in which the presence
of unfrozen water is neglected. A notable exception is the work presented in [7] where the infinitesimal strain
thermo-hydro-mechanical model is coupled with a modified Cam-clay model with generalized hardening rules. Unlike
the previous modeling efforts in which the flow of unfrozen water, energy dissipation due to phase transition and
geometrical nonlinearity are neglected (cf. [6,8,9]), we introduce a new comprehensive theory that incorporates all of
these important thermo-hydro-mechanical mechanisms into the balance principles (linear momentum, mass, energy)
in the finite deformation range. An implicit total Lagrangian finite element framework is formulated, while thermal
and cryo-suction effects are explicitly captured by a generalized hardening rules that allow the yield surface to evolve
based on the volume fraction of ices in the pore space and the temperature. In addition, we also highlight a number of
numerical issues that are crucial for developing a practical and robust numerical implementation. Numerical examples
are provided for elucidating the mechanical behavior of frozen soil under thawing and freezing conditions. The
results indicate that a comprehensive model that explicitly captures the multiple thermo-hydro-mechanical coupling
mechanisms of frozen porous media (instead of lumping them together through phenomenological laws) may yield far
more accurate and reliable results. This elegant approach also eliminates the needs to introducing excessive amount
of ad hoc parameters solely for curve-fitting, and is therefore easier to calibrate and more practical.

The organization of the paper is as follows. We first provide the derivation of the balance principle for frozen soil in
the geometrically nonlinear regime (Section 2). Then, the finite strain elasto-plasticity model with the non-mechanical
hardening rule and the finite strain suction-permeability theory is presented (Section 3). Following this is the total
Lagrangian finite element formulation of the thermo-hydro-mechanical model (Section 4). The numerical stability,
in particular, the two-fold inf–sup condition and the corresponding two-fold inf–sup test are outlined in Section 5.
Numerical examples are then provided (Section 6), followed by a conclusion.

As for notations and symbols, bold-faced letters denote tensors; the symbol ‘·’ denotes a single contraction of
adjacent indices of two tensors (e.g., a · b = ai bi or c · d = ci j d jk); the symbol ‘:’ denotes a double contraction of
adjacent indices of tensor of rank two or higher ( e.g., C : ϵe = Ci jklϵ

e
kl); the symbol ‘⊗’ denotes a juxtaposition of two

vectors (e.g., a ⊗ b = ai b j ) or two symmetric second order tensors (e.g., (α ⊗ β) = αi jβkl). As for sign conventions,
unless specify otherwise, we consider the direction of the tensile stress and dilative pressure as positive.

2. Conservation laws

In this section, we present the balance principle (i.e., balance of linear momentum, mass and energy) for frozen
soil undergoing finite deformation. The soil is idealized as a continuum mixture that consists of three constituents,
the liquid water and crystal ice, which occupy the pores inside the solid skeleton, and the solid constituent that
forms the solid skeleton. Based on the classical thermo-hydro-mechanics theory as reported in the previous studies
(e.g., [2,10–15]), we present a new derivation that takes account of the heat generated from plastic dissipation and
the thermal-convection to replicate the path-dependent thermo-hydro-mechanical effect of frozen porous media with
infiltrating unfrozen water in the finite deformation range. The incorporation of geometrical nonlinearity effect is
critical for modeling thawing materials in which the cryo-suction effect often leads to soft soil that develops large
strain. The energy required for the phase transition between ice and water is incorporated into the balance of energy.
Meanwhile we adopt the Taylor–Quinney coefficient to control the amount of mechanical dissipation converted into
heat. We extend both the net stress theory in [16] and the effective stress theory in [12] for the finite strain problems.
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Consequently, the energy dissipation due to fluid diffusion, thermal convection, phase transition and outward heat flux
are all formulated in the total Lagrangian framework. The implications of these modifications will be examined via
numerical examples.

2.1. Kinematics of three-phase frozen porous media

We consider an idealized kinematics based on the theory of pre-melting dynamics which elucidates the mechanism
of existence of unfrozen water at temperatures below the bulk freezing point (e.g., [3,17]). In addition, the behavior
of crystal ice is captured through crystal ice pressure obtained by the Clausius–Clapeyron equation (29). This relation
is based on thermodynamic requirements for equilibrium that needs to be satisfied by crystal ice pressure, liquid
water pressure and temperature in non-isothermal condition [7,18]. Within this framework, we adopt the passive
air phase assumption. Hence, we neglect the existence of air in the pore space and consider a three-phase porous
medium composed of solid skeleton, liquid water, and crystal ice [19,20]. Based on the mixture theory, if the
representative elementary volume exists, then the three-phase material can be idealized as a mixture continuum
where each constituent occupies a fraction of volume at the same macroscopic material point (e.g., [21–25]). Unlike
solid composite in which one may assume that all constituents at a material point share the same trajectories until
delamination or other forms of failure, the solid and pore-fluid constituents do not necessarily follow the same
trajectory unless the porous medium is locally undrained. Therefore, the mappings for materials at a point x of the
current configuration can be represented from the configuration of solid skeleton (XS), liquid water (XL) and crystal
ice (XC) counterparts:

x = ϕα (Xα, t) , α = S, L, C. (1)

Because the path-dependent constitutive laws and the internal variables that represent the loading history of the solid
skeleton are corresponding to the solid skeleton trajectory, our formulation will be derived in accordance with the
motion of the solid skeleton (ϕS). As a result, the motion of liquid water and crystal ice in THM model at finite-strain
is captured by their relative motion with respect to the solid skeleton. The frozen soil with three constituents (solid
skeleton (S), liquid water (L) and crystal ice (C)) is homogenized as a continuum. Therefore, the current density field
of a porous medium can be written as,

ρ = ρS + ρL + ρC = φSρS + φLρL + φCρC, (2)

where ρα (α = S,L,C) is the partial mass density of constituent α given by ρα = φφρα; φα is the volume fraction
of each constituent in the current configuration; ρα is the intrinsic mass density of each constituent α. By assuming
that the pores inside the solid skeleton are fully saturated with either liquid water or crystal ice, the density of frozen
soil mixture can be obtained by taking the freezing characteristic function. The freezing characteristic function (SL)
indicates the ratio between the volume of liquid water in the void to the total volume of the void, while the ratio of
crystal ice in the total void space is SC = 1 − SL. The concept of freezing characteristic function is analogous to the
water retention curve of unsaturated porous materials (in Section 3.2). Therefore, the total current density of Eq. (2)
can be also rewritten as,

ρ = φSρS + φLSLρL + φLSCρC = (1 − φL)ρS + φL [SLρL + (1 − SL)ρC] . (3)

Note that this becomes the total current density of a fully saturated porous medium under unfrozen state when SL

becomes a unity (the pores are fully saturated only with liquid water).

2.2. Balance of linear momentum

To capture the stress status during thawing and freezing, we adopt the Bishop’s effective stress theory for the frozen
soil idealized as a three-phase continuum [26]. In other words, we assume that the total stress can be partitioned into
the effective stress σ ′ which evolves due to the deformation and loading history of the solid skeleton, and a net pore
pressure p̄ build up in the void space due to the motion and interaction of the water and ice crystal, that is,

σ = σ ′ − p̄I, with p̄ = χpL + (1 − χ )pC, (4)
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where the parameter χ is commonly assumed to be equal to the degree of liquid saturation (χ = SL) (e.g., [27–29])
where pL and pC indicate the liquid water and crystal ice pressures, respectively. This treatment is a simplification of
the actual retention behavior in which the history or path dependence of the effective stress coefficient χ is neglected.
In this formulation, the interaction of the ice crystal and unfrozen water is characterized by a freezing retention curve
in an analogy of the characterization of the water–air interaction via the water retention curve (cf. [30,31]). As such,
the pore space is assumed to be always saturated by a combination of two constituents, the ice crystal and unfrozen
water. Furthermore, we follow the treatment in [7] and [32] where the Bishop’s effective stress principle originally
proposed for unsaturated porous media is applied to capture the interaction among the solid skeleton, ice crystal
and unfrozen water. It should be noted that while the usage of freezing retention curve and Bishop’s effective stress
theory does imply that the water–ice–skeleton and water–air–skeleton interactions share similarities, in particular,
both of them are determined by pore size distribution and the water–solid interface tensional force [2,7,16,27], the
ice crystal is not considered as a fluid, and the influence of the presence of ice on the shear strength must be taken
account properly. In this work, this influence is captured via a phenomenological approach in the framework of finite
strain critical state theory. More consistent approach may require more explicit modeling of the crystallization of
ice phase at the pore scales and treating the ice and solid skeleton as a composite or effective medium composed
of two solid phases [32]. These improvements are out of the scope of this study but will be considered in future
extensions. In this work, we adopt the total Lagrangian formulation and hence the model is formulated with respect
to the reference configuration of the solid skeleton. Note that the total Lagrangian formulation is not the only feasible
choice. For instance, Sanavia et al. [33] have successfully formulated the poromechanics problem in a spatial setting
which results in an updated Lagrangian formulation. Due to the usage of total Lagrangian formulation in our current
work, the balance of linear momentum is written in terms of the total Piola–Kirchhoff stress tensor, which is related
to the first effective Piola–Kirchhoff stress tensor and the pull back of the contribution from the water and ice crystal
constituents, i.e.,

P = τ · F−T = τ ′ · F−T − J p̄F−T, (5)

where τ = Jσ is the symmetric total Kirchhoff stress tensor, τ ′ = Jσ ′ is the effective Kirchhoff stress tensor
(e.g., [34–38]). Therefore, by ignoring the inertia forces, the balance of linear momentum in Lagrangian form takes
the following relation in the reference configuration:

∇X · P + ρ0G = 0, (6)

where ρ0 = Jρ is the pullback of the total mass density which can be determined via Eq. (3).

2.3. Balance of mass

We assume that the porous medium is fully saturated with three constituents, solid (S), liquid water (L) and crystal
ice (C). The possibility of phase transition between liquid water and crystal ice is considered. The following derivation
is formulated with our choice of primary variables (solid displacement, liquid phase pressure, and temperature) in
mind. Since the frozen porous media we considered consist of three constituents, one may also introduce additional
primary variables, such as the degree of saturation or ice phase pressure. However, as we will discuss in Section 3,
one may also exploit arguments from the Clausius–Clapeyron equation to eliminate the ice phase pressure from the
prime variables by expressing it as a function of the liquid phase pressure and temperature. This approach allows
us to derive a simplified system of equations with just three prime variables. The balance of mass for a three-phase
solid–water–ice mixture, therefore, can be written as,

DρS

Dt
+ ρS∇x · v = 0, (7)

DρL

Dt
+ ρL∇x · v + ∇x ·

(

ρLvLS
)

= −
◦
mL→C, (8)

DρC

Dt
+ ρC∇x · v + ∇x ·

(

ρCvCS
)

=
◦
mL→C. (9)

Here
◦
mL→C is the rate of liquid water mass crystallizing into ice crystal. In general, the Eulerian relative flow vector

of ice with respect to soil skeleton (vCS) is much slower than that of the liquid ice. Therefore, we assume that vCS ≈ 0.
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Combining Eqs. (8) and (9) leads to the following equation,

DρL

Dt
+

DρC

Dt
+ (ρL + ρC)∇x · v + ∇x ·

(

ρLvLS
)

= 0. (10)

We can consider an equation of state for density/pressure relation through a barotropic flow assumption (e.g.,
[14,37,38]). Introducing a bulk modulus for each phase (solid, liquid water, and crystal ice), we expand the total
time derivative of the partial density ρπ as,

DρL

Dt
=

D(φLρL)

Dt
= ρL

DφL

Dt
+ φL DρL

Dt
= ρL

(

DφL

Dt
+
φL

KL

DpL

Dt

)

, (11)

likewise,
DρC

Dt
= ρC

(

DφC

Dt
+
φC

KC

DpC

Dt

)

. (12)

Inserting these relationships into Eqs. (7) and (10) gives,

DφS

Dt
+
φS

KS

DpS

Dt
+ φS∇x · v = 0, (13)

ρL

(

DφL

Dt
+
φL

KL

DpL

Dt

)

+ ρC

(

DφC

Dt
+
φC

KC

DpC

Dt

)

+ (ρL + ρC)∇x · v + ∇x · (ρLvLS) = 0. (14)

Taking into account the saturation of liquid water and crystal ice, we use the following identity:

Dφπ

Dt
=

D

Dt

[

Sπ (1 − φS)
]

= (1 − φS)
DSπ

Dt
− Sπ

DφS

Dt
, π = L, C, (15)

in which, SL is the saturation of liquid water and SC (=1− SL) is the saturation of crystal ice. Combining the equations
of (13), (14), and (15) leads to an expression for the mass balance equation of three-phase porous medium. Note the
notation that ˙(·) = D(·)/Dt is used.

ρL

[

(1 − φS)ṠL +
φL

KL
ṗL +

SLφ
S

KS
ṗS + SL∇x · v

]

+ ρC

[

(1 − φS)ṠC +
φC

KC
ṗC +

SCφ
S

KS
ṗS + SC∇x · v

]

+ ∇x · w = 0, (16)

where w = φLρLvLS. The Piola transform of w is

W = JF−1 · w, (17)

where W and w are the Lagrangian and Eulerian relative mass flow vectors with the following Piola identity (e.g.,
[34–38]),

∇X · W = J∇x · w. (18)

Furthermore, we note that (cf. [38]),

J ṗπ = ˙(J pπ ) − pπ J̇ , π = S, L, C. (19)

Substituting Eqs. (17)–(19) into Eq. (16) gives the mass balance equation in the reference configuration as,

ρL

[

(1 − φS)ṠL J +
φL

KL

˙pL J +
SLφ

S

KS

˙pS J +

(

SL −
φL

KL
pL −

SLφ
S

KS
pS

)

J̇

]

+ ρC

[

(1 − φS)ṠC J +
φC

KC

˙pC J +
SCφ

S

KS

˙pS J +

(

SC −
φC

KC
pC −

SCφ
S

KS
pS

)

J̇

]

+ ∇X · W = 0. (20)

Assuming that the change of unfrozen fluid content due to the expansion and contraction of the constituents of porous
medium is negligible compared to that due to changes of porosity and degree of saturation, mass conservation equation
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is simplified as,

(1 − φS)(ρL − ρC)ṠL J + [ρLSL + ρC(1 − SL)] J̇ + ∇X · W = 0. (21)

Here the Lagrangian liquid water mass flux after a pull-back operation reads (cf. [14,39]),

W = ρLKL ·
(

−∇X pL + ρLFT · G
)

, where, KL = JF−1 · k · F−T. (22)

The pull-back permeability tensor (KL) is obtained by pulling-back the Eulerian effective permeability tensor to the
reference configuration [37]. The constitutive law for the Eulerian effective permeability tensor (k) in Eq. (38), which
depends on the degree of saturation of the ice crystal, porosity and temperature will be described in Section 3.2.

2.4. Balance of energy

For the sake of simplification, the previous efforts on frozen soil modeling often adopt a balance of energy equation
that neglects the contribution of mechanical dissipation, heat convection, structural heating and the geometrical
nonlinearity (cf. [6,7,32,40]). This treatment is often a trade-off between convenience and rigorousness. A well-
justified simplification may allow one to derive analytical solution or at the very least shorten the implementation
time. Nevertheless, the additional assumptions also limit the application of the simplified thermo-hydro-mechanics
theory to more general situations. For instead, dissipation due to frictional shear of frozen soil may generate heat that
melts the portion of ice crystal in the pore space. Flow of unfrozen water that is significantly hotter or colder than
the frozen soil may cause significant change in temperature of the frozen soil, and the thawing process may weaken
the soil and cause the thaw-soil highly deformable. These mechanisms are important for modeling frozen soil that
exhibits path dependent behaviors, especially when the hardening/softening mechanism of the frozen soil is sensitive
to the temperature [7]. These reasons above motivate us to derive a version of the balance of energy that incorporates
all the aforementioned mechanisms.

Our starting point is the balance of energy for three-phase frozen soil at finite strains expressed in the current
configuration which reads (cf. [14,41]):

JcFṪ =

[

−J∇x · q +
φLSLcFL

ρL
Jw · ∇xT

]

+ [Dmech + RT ]. (23)

Here we adopt an apparent heat capacity cF, which incorporates both the heat capacity of frozen soil and latent heat
[9,42,43], that is,

cF = cFSφ
S + cFL(1 − φS)SL + cFC(1 − φS)SC + ρC(1 − φS)l

∂SL

∂T

= ρScSφ
S + ρLcL(1 − φS)SL + ρCcC(1 − φS)SC − ρC(1 − φS)l

∂SC

∂T
, (24)

where cS, cL and cC are the specific heats of each constituent, and l is the latent heat of fusion (liquid water and crystal
ice). In Eq. (23), Dmech denotes the contribution to the dissipation due to pure mechanical load and RT is the heat
source term. Assuming that all constituents of frozen soil follow Fourier’s law, the Cauchy heat flux may be expressed
as the dot product of the gradient of temperature and the effective thermal conductivity of the multi-phase porous
media (κ). In this work, we estimate the effective thermal conductivity as the geometric mean [44], i.e.,

q = −κ∇xT, κ = κ
1−φS

S κ
SLφ

S

L κ
SCφ

S

C , (25)

where κS, κL and κC indicate the isotropic thermal conductivities of solid, liquid water and crystal ice, respectively.
It should be noted that the geometric mean is only one of the many possible ways to homogenize the thermal
conductivity. Another valid choice can be, for instance, the estimate based on Eshelby equivalent inclusion method
(cf. [14]). Applying the Piola–Kirchhoff heat flux Q corresponding Eq. (25) reads,

Q = −KT · ∇XT, (26)

where KT is the pull-back thermal conductivity tensor, that is,

KT = JF−1 · κ · F−T , κ = κI. (27)
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Eq. (23) can be recapitulated in the reference configuration as follows:

JcFṪ =

[

−∇X · Q +
φLSLcFL

ρL
W · F−T · ∇XT

]

+ [Dmech + RT ] (28)

where Dmech = βS : DP and β is the Taylor–Quinney coefficient (cf. [45–47]). Here we assume that the mechanical
dissipation of the solid skeleton is primary driven by plastic work. A more comprehensive study would require
the consideration of other dissipative mechanisms, such as creeping and fracture. Furthermore, it is also possible
that the Taylor–Quinney coefficient of frozen soil can be temperature and strain-rate dependent. Nevertheless, the
identification of the relation among the Taylor–Quinney coefficient and the temperature and strain-rate requires
suitable design of experiments to generate sufficient experimental data. These generalizations of the proposed model
will be considered in the future studies.

3. Constitutive model

The balance principle presented in Section 2 provides a general description for the three-phase frozen porous media
undergoing large deformation. In this section, we introduce specific constitutive models to replicate the thermo-
hydro-mechanical responses of a soil undergoing deformation in geometrical nonlinear regime. In particular, we
assume that the soil in the unfrozen and isothermal states may exhibit constitutive responses adequately described
by a finite strain Cam-Clay model with an associative hardening rule (e.g., [48,49]). We then introduce an additional
hardening/softening mechanism which allows the yield surface changes according to the degree of saturation of ice
crystal to mimic the tensile and enhanced shear strength due to the presence of ice crystal in the void space. This solid
constitutive law is coupled with the freezing retention model, which relates the degree of saturation of ice crystal with
temperature and the difference between the ice and pore water pressure.

3.1. Constitutive law for skeleton with ice crystals

The finite strain solid constitutive law is derived based on the infinitesimal-strain generalized hardening model first
introduced in [7] and further explained in [16]. This constitutive law has ties to the basic Barcelona model [50] and the
generalized hardening rule [51,52] in the sense that yield function is expressed not only as a function of the effective
stress invariants and preconsolidation pressure, but also depends on suction (and indirectly the degree of saturation).
As a result, the hardening/softening of the material can be triggered by a change of the (mechanical) effective stress
state as well as a change on the (non-mechanical) material state (e.g., frozen/unfrozen, chemical weathering). Here
our goal is to extend this model to the finite deformation range, within the framework of multiplicative plasticity.

As explained in [53], one of the key difficulties in introducing constitutive law in the finite deformation range
is the cumbersome derivation and implementation requiring proper linearization of the multiplicative kinematics.
One attractive way to overcome this obstacle is to establish a formal connection between the infinitesimal-strain
constitutive law and the finite-strain counterpart. This idea is not new. For instance, Simo [35] has shown that
in the case of isotropic plasticity, infinitesimal constitutive law can be extended to a finite strain counterpart by
adopting suitable energy conjugated measure. Borja and Tamagnini [48] introduce an algorithmic design that employs
exponential/logarithmic mapping and spectral decomposition to derive the analytical consistent tangent for the Cam-
Clay model. Meanwhile, Cuitino and Ortiz [53] introduce a general algorithmic design where one may create a
finite-strain version of any constitutive law by embedding an infinitesimal-strain constitutive law within a three-step
framework [48,53,54].

This simple and yet efficient approach is used in this study. In the implementation process, we first implement
an infinitesimal-strain constitutive law with a generalized hardening rule that depends on the degree of saturation
of ice crystal. Following this step, we introduce additional pre and post-processing steps. In particular, the pre-
processing step allows one to employ logarithmic mapping to project finite strain measures to the infinitesimal strain
counterparts such that infinitesimal-strain constitutive law is used to generate an incremental stress update. Following
this step, the first effective Piola–Kirchhoff stress tensor can be obtained via the Piola transformation (cf. [53,54]).
For completeness, this procedure is outlined below.
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(i) Pre-processing. Given incremental displacement ∆u, update the deformation gradient and compute elastic trial
state as,

F∆ := I + ∇X(∆u), Fn+1 := F∆ · Fn, Be
b := exp

[

2εe
n

]

Be trial
n+1 := F∆ · Be

n · (F∆)
T, εe trial

n+1 :=
1

2
ln

[

Be trial
n+1

]

.

(ii) Infinitesimal-strain update. The general elastic predictor/return mapping algorithm using the relationship
between τ ′ and ε.

(iii) Post-processing. Update the first effective Piola–Kirchhoff stress tensor (P′),

P′
n+1 = τ ′

n+1 · F−T
n+1.

Note that the relationship between τ ′ and ε requires the exact calculation of derivative of logarithmic tensor or
consideration of higher order terms in Taylor expansion while deriving the consistent tangent stiffness matrix (in
Section 4.2).

In the infinitesimal-strain algorithm, we employ a two-invariant isotropic hyper-elasto-plasticity model based on
the modified Cam-Clay model with associative flow rule for the reference unfrozen state [48,55]. We then extend it to
capture the mechanical behavior of the frozen state by introducing the cryo-suction effects (cf. [7,16,32]). Presumably,
it is possible to extend this framework for the non-associative plasticity models, which may capture the constitutive
responses more closely than the associative counterpart. However, in such cases, the restriction imposed by the
principle of maximum plastic dissipation must be carefully considered before incorporating non-associative flow
rule into the balance of energy equation [56]. This extension is out of the scope of this study, but will be considered
in the near future.

Our starting point is to consider the frozen soil as a three-phase porous medium that consists of two constituents
that can be viewed as the same two-phase media in two different phase regions (i.e. liquid vs. crystalline solid).
An important implication is that one may use the corresponding thermodynamically-consistent Clausius–Clapeyron
equation to establish relation among crystal ice pressure (pC), liquid water pressure (pL) and temperature (T ) [7] at
the thermodynamics equilibrium, i.e.,

pC =
ρC

ρL
pL − ρCl ln

(

T

273.15

)

, (29)

where the unit of temperature is in Kelvin and l is the specific latent heat of fusion. Notice that, in Eq. (29), the ice
pressure is a function of pore water pressure, temperature and the densities of both ice crystal and the unfrozen water.
Due to the usage of the exponential/logarithmic mapping, both the ice and pore water pressure described above and
the constitutive relation is described in the infinitesimal strain setting. The elastic responses of the frozen soil are
replicated by an isotropic hyperelasticity model (cf. [55,57]), with a modification such that the volumetric constitutive
law depends on the amount of cryo-suction pressure, i.e.,

p′ = kscryo + (p0 − kscryo) exp

(

εv0 − εe
v

cr

)

, q = 3µεe
s , (30)

where p0 is the reference pressure; scryo is the cryo-suction given by scryo = max(pC − pL, 0); k is the parameter
describing the increase in cohesion with suction (cf. [58]); εv0 is the reference volumetric strain; cr is the elastic
compressibility parameter (or recompression index); εe

v and εe
s are the volumetric and deviatoric strain invariants of

the elastic logarithmic strain, respectively; and µ is the elastic shear modulus. Note that the freezing and thawing
processes should influence both the stiffness and strength of the three-phase frozen porous media. In this work, our
focus is mainly on the latter, following the treatment of Nishimura et al. [7]. Nevertheless, a more comprehensive
treatment can be also made by considering that the change of degree of ice saturation affects the elastic stiffness.
This can be done via a purely phenomenological approach if sufficient experimental data are available or based on a
theoretical approach, such as Eshelby’s equivalent inclusion method (e.g., [12,32]). The yield surface of the frozen
soil that incorporates the cryo-suction effect is represented as follows,

f =

[

p′ −

(

pc + kscryo

2

)]2

+
q2

M2
−

(

pc − kscryo

2

)2

, (31)
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Fig. 1. Change of the yield surface from unfrozen (T > 0 ◦C) to frozen state (T = −2 ◦C) – tension is positive.

where pc is the preconsolidation stress; M is the slope of critical state line; and p′ and q are the mean normal and
deviatoric stresses as defined below,

p′ =
1

3
tr(τ ′), q =

√

3

2
∥ξ∥, ξ = τ ′ − p′I. (32)

Fig. 1 indicates how the yield surface and critical state line change from unfrozen to frozen state. We can identify that
frozen soil holds stable without the confining pressure due to the apparent cohesion by cryo-suction. We note that the
preconsolidation stress (pc) is assumed to be independent upon temperature (cf. [7]).

In the return mapping algorithm for a two-invariant plasticity model, we adopt the hardening law proposed in
[48,55,59–61] which takes the following form,

ν̇

ν
= −cc

ṗc

pc

, (33)

where ν is the specific volume of the soil; cc is a compressibility index (or compression index). This hardening law
allows the hardening parameter pc to be expressed exactly as a known function of the plastic volumetric strain ε p

v as,

ṗc = −
ε̇

p
v

cc − cr

pc, (34)

under the condition of 0 < cr < cc [48,55]. Therefore, we employ the residual vector (r) and unknown vector (x) for
a local Newton’s iteration as follows:

r =

⎧

⎨

⎩

εe
v − εe trial

v + ∆λ∂p′ f

εe
s − εe trial

s + ∆λ∂q ′ f

f

⎫

⎬

⎭

; x =

⎧

⎨

⎩

εe
v

εe
s∆λ⎫⎬⎭ ; a = r′ (x) , (35)

where ∆λ is the incremental plastic multiplier; f is the yield function in Eq. (31), while ∂p′ f and ∂q f indicate
the derivative of f with respect to p′ and q , respectively; a is the local consistent tangent operator. More details
regarding the process of the return mapping algorithm presented herein can be found in [48]. Note that the cryo-
suction pressure (scryo) in the local Newton mapping algorithm adopts the global variables of liquid water pressure pL

and temperature T (for pC). As the thermal and hydraulic convection–diffusion takes place in the porous media, these
two physical quantities are determined not solely from a local material state, but also dependent on the material state
of the neighborhood. Through the thermo-hydro-mechanical coupling effect, these non-local effects may affect the
path-dependent responses [15]. The physical implications of these nonlocal effects will be further explored through
numerical examples in Section 6.

3.2. Freezing characteristic function and constitutive law for unfrozen water

In the unsaturated soil mechanics, the water retention curve or the soil–water characteristic function can be derived
from the liquid–air interface energy between gas and liquid phases coexisting in the pores. This concept can be
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expanded to a three-phase frozen soil in which the frozen soil is idealized as a solid–ice–water mixture. In this case,
one relates the difference between the pressure of the ice crystal and the unfrozen water with the degree of saturation
of liquid or ice crystal while neglecting the presence of water or vapor in the pores (e.g., [30,31]). The similarity of the
soil retention characteristic to the soil moisture characteristic has been studied in a number of previous studies such
as [62] and [63]. Assume that pre-melting theory is valid such that thin water film exists in between the ice crystal and
solid skeleton, one important mechanism that leads to this similarity is the relative small water–ice interfacial force
compared to the water–solid interfacial force. This allows the absorptive forces dominate. Since adsorptive forces only
act on the liquid phase, whether ice or air is present at the other side of the water–solid interface does not affect the
retention significantly. Consequently, the ice–water interfacial energy can be neglected.

Mimicking the air–water–suction relation in the van Genuchten retention model (cf. [64]) and neglecting the
hysteresis due to the dissipation during the freeze–thaw cycles, one may introduce a non-hysteretic phenomenological
characteristic function to relate the liquid water saturation with the pressure difference between the crystal ice and the
liquid water (pC − pL > 0), which is cryo-suction [7,32], i.e.,

SL =
[

1 +
( scryo

P

)n]−m

, scryo = max(pC − pL, 0), (36)

in which P , n and m are material parameters. P is a scaling parameter, and n and m are empirical constants defining the
shape of the freezing characteristic curve (m = n−1

n
). We note that the capillary suction pressure in the water retention

curve by van Genuchten [64] for unsaturated soil is replaced by the cryo-suction for saturated frozen soil [7]. We re-
mark that other models for freezing characteristic function can be used (e.g., [31] – using a given value of water content
and the porosity; Zhou [32] – a simplified temperature only model). Finally, one may substitute Eq. (29), the Clausius–
Clapeyron equation, into Eq. (36) to express the freezing characteristic function of Eq. (36) as a relation among the
degree of saturation of liquid water (SL), pore water pressure (pL) and the temperature (T ) when scryo > 0, that is,

SL =

[

1 +

[

−(1 − ρC/ρL)pL − ρCl ln(T/273.15)

P

]n]−m

, (37)

where the unit of temperature T is Kelvin; l stands for the latent heat of fusion. In the numerical examples shown
in Section 6, we adopted the parameter n = 2.0, the reference pressure P = 200 kPa and the latent heat of fusion
l = 334 kJ/kg (cf. [7]). The freezing characteristic function becomes a unity when T > 0 ◦C, which leads to unfrozen
state fully saturated only with liquid water (SL = 1.0). Fig. 2(a) shows how the freezing characteristic function varies
by temperature (T ) and liquid water pressure (pL). It should be noted that the pore pressure dependence of the freezing
characteristic function remains important near the phase transition temperature but exhibits relatively minor impact
on the degree of saturation of water once the phase transition completes [7].

The constitutive law for the flow of the unfrozen water is assumed to be Darcian. We adopt the saturation-dependent
relative permeability (e.g., [65]) and the temperature-dependent viscosity (e.g., [66]). As a result, for the unfrozen
water, the evolution of hydraulic conductivity tensor (k) is formulated using the relation below,

k =
kr

µr

kL, (38)

where kr and µr are the relative permeability and the temperature-dependent viscosity, respectively. kL is the isotropic
hydraulic conductivity tensor at the reference temperature. Meanwhile, the relative permeability and the temperature-
dependent viscosity are empirical relations that read,

kr =
√

SL

[

1 −
(

1 − S
1/m

L

)m]2
, µr = 1.5963 × 10−2 exp

(

509.53

T − 150

)

. (39)

Here m is a material parameter described above (m = n−1
n

), T is the temperature in Kelvin and SL is the saturation
of liquid water described by freezing characteristic function (e.g., [12,66]). Fig. 2(b) presents how the relative
permeability (kr ) changes under various liquid water pressure and temperature conditions. The relative permeability
is highly sensitive to the change of liquid water pressure and temperature. Nevertheless, the relative permeability
and hence the hydraulic conductivity approach to zero once the temperature is lower than approximately −2 ◦C
regardless of the liquid water pressure. Meanwhile, a decrease in temperature will also reduce the viscosity. These
two mechanisms make it difficult for the supercooled water to flow as the temperature drops.
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(a) Freezing characteristic function (SL) from Eq. (37). (b) Relative permeability (kr ) from Eq. (39).

Fig. 2. (a) Freezing characteristic function (SL, degree of saturation) and (b) Relative permeability (kr ) under different liquid water pressure (pL)
and temperature (T ) conditions.

4. Variational formulation

In this section, we introduce the variational form, the corresponding equal-order displacement-liquid water
pressure–temperature finite element implementation, and the corresponding stabilization procedure of the thermo-
hydro-mechanical model for frozen soil undergoing finite deformation range. We first define the standard weak form
of the poromechanics problem based on the conservation laws derived in Section 2. To prevent spurious modes due
to the usage of equal order interpolations, we adopt a stabilization mechanism into the weighted-residual statement of
the mass and energy balance equations. This will be further discussed in Section 5.1.

4.1. Galerkin form

We proceed the numerical implementation by deriving a weighted residual statement suitable for a total Lagrangian
formulation. Firstly, we can consider a reference domain B whose boundary ∂B is composed of the Dirichlet and von
Neumann boundaries as,

∂B = ∂Bu ∪ ∂Bt = ∂BpL ∪ ∂BQ pL
= ∂BT ∪ ∂BQT

, (40)

∅ = ∂Bu ∩ ∂Bt = ∂BpL ∩ ∂BQ pL
= ∂BT ∩ ∂BQT

, (41)

where ∂Bu is the solid displacement boundary; ∂Bt is the solid traction boundary; ∂BpL is the liquid water pressure
boundary; ∂BQ pL

is the liquid water fluid flux boundary; ∂BT is the temperature boundary; ∂BQT
is the heat flux

boundary. Dirichlet boundary conditions of the thermo-hydro-mechanical (THM) problem for frozen soil read,
⎧

⎨

⎩

u = u on ∂Bu,

pL = pL on ∂BpL ,

T = T on ∂BT .

(42)

Meanwhile, the von Neumann boundary conditions that describe the traction and fluxes read,
⎧

⎨

⎩

P · N = t on ∂Bt,

−N · QpL = Q pL
on ∂BQ pL

,

−N · QT = QT on ∂BQT
,

(43)
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where N is the outward normal vector on the reference configuration ∂B. In addition, we consider the trial space for
the weak form that reads,

Vu =
{

u : B → R
3|u ∈ [H 1(B)]3, u|∂Bu = u

}

, (44)

VpL =
{

pL : B → R|pL ∈ H 1(B), pL|∂BpL
= pL

}

, (45)

VT =
{

T : B → R|T ∈ H 1(B), T |∂BT
= T

}

. (46)

Here, H 1 denotes the Sobolev space of degree one. The admissible variations of the displacement η, liquid water
pressure ψ and temperature θ read,

Vη =
{

η : B → R
3|η ∈ [H 1(B)]3, η|∂Bu = 0

}

, (47)

Vψ =
{

ψ : B → R|ψ ∈ H 1(B), ψ |∂BpL
= 0

}

, (48)

Vθ =
{

θ : B → R|θ ∈ H 1(B), θ |∂BT
= 0

}

. (49)

Therefore, the weighted residual statement of the balance of linear momentum, mass and energy are: find u ∈ Vu,
pL ∈ VpL and T ∈ VT such that for all η ∈ Vη, ψ ∈ Vψ and θ ∈ Vθ ,

G (u, pL, T, η) = H (u, pL, T, ψ) = L (u, pL, T, θ) = 0, (50)

where G : Vu × VpL × VT × Vη → R is the weak statement of the balance of linear momentum, that is,

G (u, pL, T, η) =

∫

B

[

∇Xη : P − Jρη · G
]

dV −

∫

∂Bt

η · tdΓ . (51)

H : Vu × VpL × VT × Vψ → R is the weak statement of the balance of mass, that is,

H (u, pL, T, ψ) =

∫

B

ψ
[

(1 − φS)(ρL − ρC)ṠL
]

JdV +

∫

B

ψ [ρLSL + ρC(1 − SL)] J̇ dV

−

∫

B

∇Xψ · WdV −

∫

∂BQ p

ψQ pdΓ . (52)

And L : Vu × VpL × VT × Vθ → R is the weak statement of the balance of energy, that is,

L (u, pL, T, θ) =

∫

B

θ (JcF) Ṫ dV +

∫

B

∇Xθ · KT · ∇XT dV

−

∫

B

θ

(

φLSLcFL

ρL
W · F−T · ∇XT

)

dV −

∫

∂BQT

θQT dΓ . (53)

4.2. Consistent linearization

Since we use an implicit time integration scheme to solve the system of equations, it is essential to either
approximate or obtain the exact expression of the consistent tangent such that the solution fields of u, pL and T can
be updated in an incremental fashion. Here we perform the consistent linearization of the weak form (51)–(53) with
respect to variation of displacement, pore pressure and temperature. We first focus on the linearization of momentum
balance equation which adopts the infinitesimal strain algorithm including the pre and post–processing steps. This can
be represented as:

δG (u, pL, T, η) =

∫

B

∇Xη : A : δFdV −

∫

B

∇Xη : δ(JF−T p̄)dV

−

∫

B

η · δ (JρG)−

∫

∂Bt

η · δtdΓ = 0, (54)

where A in the first term is defined as in Eq. (55). The partial derivative of the effective first Piola–Kirchhoff stress
with respect to the deformation gradient or other tangential stiffness tensor stemmed from other energy-conjugate pair
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must be sought, that is,

A ≡
∂P′

∂F
, P′ = Jσ ′ · F−T = τ ′ · F−T. (55)

Expressing A in terms of index notation using the effective Kirchhoff stress τ ′ and considering two point tensors F

and P′ yield,

Ai Mk N =
∂P ′

i M

∂Fk N

=
∂τ ′

i p

∂Fk N

F−1
Mp + τ ′

i p

∂F−1
Mp

∂Fk N

. (56)

Note that the difference of F−1 and F−T should be considered in tensor and index notations,

F−1 = F−1
J i GJ ⊗ gi , F−T = F−1

J i gi ⊗ GJ , (57)

where gi and GJ stand for the basis vectors of current and reference configurations, respectively. A logarith-
mic/exponential mapping is employed to allow infinitesimal strain constitutive law extended into the geometrical
nonlinear regime [35,53]. As a result, the Kirchhoff stress in the first term of Eq. (56) can be updated by means of the
incremental constitutive function of small strain algorithm (τ̃ )

∂τ ′

∂F
=

∂ τ̃

∂ϵe trial
:
∂ϵe trial

∂Be trial
:
∂Be trial

∂F
, (58)

where,

∂ τ̃

∂ϵe trial
= D = infinitesimal-strain elastoplastic consistent tangent operator, (59)

∂ϵe trial

∂Be trial
= L =

∂ ln Be trial

∂Be trial
, (60)

∂Be trial

∂F
= B, Bi pk N = δik

(

Fe trial
)

pN
+ δpk

(

Fe trial
)

i N
, (61)

by the definition of the left Cauchy–Green tensor B.

As stated D can be obtained from the infinitesimal-strain constitutive model in Section 3.1. More details regarding the
process of deriving the consistent tangent operator D can be found in [48]. In the second term of Eq. (56), the tensor
derivative of the inverse of deformation gradient can be derived using the derivative of the second order identity tensor,
which gives:

∂F−1
Mp

∂Fk N

= −F−1
Ml δlkδM N F−1

Mp = −F−1
Mk F−1

N p . (62)

Note that the linearization for update of the effective first Piola–Kirchhoff stress (P′) in Eq. (55) includes not only
the consistent tangent operator from the infinitesimal-strain constitutive model (Eq. (59)) but other terms as in
Eqs. (56)–(62) to be represented in the total Lagrangian framework considering the geometrical nonlinearity at finite
deformation regime. As stated, the associative flow rule is used and the general elastic predictor/return-mapping
algorithm is adopted through the relationship between the Kirchhoff stress (τ ′) and the elastic logarithmic strain
(ε = 1

2 ln B), from the left Cauchy–Green tensor B. Note again that this relation requires the exact calculation
of derivative of logarithmic tensor or consideration of higher order terms in Taylor expansion while deriving the
consistent tangent stiffness matrix. The following relations can be used for linearization [38]:

δF = ∇X (δu) , δF−1 = −F · ∇x (δu) , δ J = J∇x · (δu) , (63)

where we recall the following identities [67,68]: ∇x(δu) = ∇X(δu) · F−1 and ∇x · (δu) = ∇X(δu) : F−T. Next the
linearization of the mass balance equation reads:

δH (u, pL, T, ψ) = δ

(∫

B

ψ
[

(1 − φS)(ρL − ρC)ṠL
]

JdV

)

+ δ

(∫

B

ψ [ρLSL + ρC(1 − SL)] J̇ dV

)

−

∫

B

∇Xψ · δWdV −

∫

∂BQ p

ψδQ pdΓ , (64)
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where the linearization of SL can be conducted by considering a function of pL and T as in Eq. (37). In addition, we
can use the relation J̇ = J∇x · u̇ and ∇x · u̇ = ∇Xu̇ : F−T [68]. The linearization of the Lagrangian relative liquid
water mass flux, W, requires the linearization of the pull-back permeability tensor KL , which is represented based on
k in Eq. (38), that is,

δKL = δ
(

JF−1 · k · F−T
)

= δ (J )F−1 · k · F−T + Jδ
(

F−1
)

· k · F−T

+ JF−1 · δ (k) · F−T + JF−1 · k · δ
(

F−T
)

, (65)

with δ(k) =
∂k

∂kr

δkr +
∂k

∂µr

δµr =
kL

µr

∂kr

∂SL
δSL +

(

−
kr

µ2
r

kL

)

∂µr

∂T
δT

=
kL

µr

∂kr

∂SL

∂SL

∂pL
δpL +

[

kL

µr

∂kr

∂SL

∂SL

∂T
+

(

−
kr

µ2
r

kL

)

∂µr

∂T

]

δT . (66)

Finally the linearization of energy balance equation can be performed as the same procedure for momentum and
mass balance equations, that is,

δL (u, pL, T, θ) =

∫

B

θδ
(

JcFṪ
)

dV +

∫

B

∇Xθ · δ
(

KT · ∇XT
)

dV

−

∫

B

θδ

(

φLSLcFL

ρL
W · F−T · ∇XT

)

dV −

∫

∂BQT

θδQT dΓ . (67)

Note that the linearization of KT can be sought considering Eqs. (25) and (27) following the procedure for the pull-back
permeability tensor in Eq. (65).

4.3. Time discretization

In order to solve the transient boundary value problem, the weak statement in Eq. (50) is discretized in time. In
this implementation, the solution is incrementally advanced via the backward Euler scheme following [14,37]. The
time-discretized weighted-residual form reads,

Ĝ (un+1, pLn+1, Tn+1, η) = Ĥ (un+1, pLn+1, Tn+1, ψ) = L̂ (un+1, pLn+1, Tn+1, θ) = 0, (68)

where the discrete weak form of the balance of linear momentum now reads

G (un+1, pLn+1, Tn+1, η) =

∫

B

[

∇Xη : Pn+1 − (Jn+1ρn+1) η · G
]

dV −

∫

∂Bt

η · tn+1dΓ . (69)

Similarly, the discrete weak form of the mass and energy balance equations can be represented as

H (un+1, pLn+1, Tn+1, ψ) =

∫

B

ψ

[

(1 − φS
n+1)(ρL − ρC)

(SL)n+1 − (SL)n∆t

]

Jn+1dV

+

∫

B

ψ[ρLSL + ρC(1 − SL)]n+1 Jn+1
∇X (un+1 − un)∆t

: F−T
n+1dV

−

∫

B

∇Xψ · Wn+1dV −

∫

∂BQ p

ψQ pn+1dΓ , (70)

L (un+1, pLn+1, Tn+1, θ) =

∫

B

θ (Jn+1cFn+1)
Tn+1 − Tn∆t

dV +

∫

B

∇Xθ · KT n+1 · ∇XTn+1dV

−

∫

B

θ

[(

φLSLcFL

ρL

)

n+1

Wn+1 · F−T
n+1 · ∇XTn+1

]

dV −

∫

∂BQT

θQT n+1dΓ . (71)

4.4. Spatial discretization

In this study, we introduce the standard shape functions of equal-order interpolation (linear) to the testing functions
and field variables. Therefore, the following approximations are adopted:
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⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

u ≈ uh =

n
∑

a=1

Naua,

pL ≈ ph
L =

n
∑

a=1

Na pLa,

T ≈ T h =

n
∑

a=1

Na Ta,

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

η ≈ ηh =

n
∑

a=1

Naηa,

ψ ≈ ψh =

n
∑

a=1

Naψa,

θ ≈ θh =

n
∑

a=1

Naθa .

(72)

Here the superscript h indicates a spatially discretized function; Na is the shape function matrix; ua , pLa and Ta are
the nodal values of displacement, liquid water pressure, and temperature; ηa , ψa and θa denote the nodal values of
corresponding test functions; n indicates the number of node per element. We can substitute the approximations of
Eq. (72) into Eq. (68) and take Ĝ, Ĥ and L̂ as residuals of the full discrete system of equations for THM problems.
This leads to three-field mixed finite element formulations of the thermo-hydro-mechanical model for frozen soil in
which the Jacobian system in each Newton update has a following form:

⎡

⎣

A B1 D1

B2 C E1

D2 E2 F

⎤

⎦

⎡

⎣

δu

δpL

δT

⎤

⎦ = −

⎡

⎣

Rmom.

Rmas.

Rene.

⎤

⎦ . (73)

Note that the Jacobian has a three by three block structure; δu, δpL, δT are the nodal incrementals over given time
interval for displacement, liquid water pressure and temperature fields; Rmom., Rmas., Rene. are residuals of the balance
of linear momentum, mass and energy as in Eqs. (68)–(71). A detailed expression of 3 × 3 Jacobian is listed in
Appendix.

5. Highlights of numerical issues and the responding remedy

This section describes two numerical issues raised from the THM system for frozen soil, namely, (1) the lack
of two-fold inf–sup condition and (2) a system of equation with high condition number and proposed possible
solutions to overcome them. The issue of the lack of two-fold inf–sup condition is caused by the usage of equal-
order finite dimensional space for displacement, liquid water pressure and temperature. This well-known effect has
been intensively studied for poromechanics problems in the last few decades (e.g., [11,14,37,69–71]). Here, we adopt
the stabilization procedure to overcome this numerical deficiency. To ensure that the stabilization procedure we used
leads to stable results, we introduce a new numerical test called weak two-fold inf–sup tests to check whether solution
remains stable for arbitrary mesh size. Furthermore, we have also exploited ways to introduce a pre-conditioner
specialized for the THM system to speed up the simulations.

5.1. Spatial stability and two-fold inf–sup tests

In classical poromechanics FEM models that employ solid displacement and pore pressure as the prime variables,
the interpolated pore pressure field is known to suffer from spurious oscillation in the undrained limit (e.g., [19,72])
if displacement and pore pressure are spanned by the same basis function. The cause of the problem is due to the
lack of inf–sup condition (e.g., [19,37,73]). Similar spurious oscillations have been addressed in THM problem with
the equal-order finite element when the prime variables of the displacement, pore pressure and temperature were
considered in a very fine temporal discretization or near the undrained limit [14,74]. Previously, Liu et al. [74]
introduced an interior-penalty procedure on the discrete Galerkin model of the thermo-hydro-mechanics problem
in geometrically nonlinear range. On the other hand, Sun [14] analyses the cause of the spurious oscillation of
pore pressure and temperature and proposes a projection-based stabilization method for the finite-strain thermo-
hydro-mechanical problem to eliminate the spurious modes in the pore pressure and temperature [75]. In this study,
we adopt the polynomial projection scheme of Sun [14] to stabilize the THM problems, in which the inf–sup
deficiency of equal-order finite element is counterbalanced using stabilization terms based on the weak two-fold
inf–sup condition. Nevertheless, a systematical numerical procedure to test the validity of the stabilization procedure
has not yet proposed.

Our starting point is the result from [76] which proves that saddle-point problems containing more than two solution
fields require the two-fold inf–sup condition to maintain spatial stability (e.g., [14,71]). By considering the finite
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element model with a saddle point structure form: (uh, ph
L, T h) ∈ Vh

u × V h
pL

× V h
T , where Vh

u , V h
pL

and V h
T are the

finite dimensional spaces chosen for displacement, liquid water pressure and temperature interpolations, the discrete
two-fold inf–sup condition holds if and only if there exists a constant C0 > 0 such that,

sup
wh∈Vh

u

∫

B

(

aph
L + bT h

)

∇x · whdV

∥wh∥Vh
u

≥ C0

(

∥ph
L∥V h

pL
+ ∥T h∥V h

T

)

where, (ph
L, T h) ∈ V h

pL
× V h

T . (74)

Note that the coefficients of a and b are described by SL, SC (=1 − SL) and pC which are functions of liquid water
pressure and temperature fields (i.e., a = ∂(SL pL)/∂pL + ∂(SC pC)/∂pL, b = ∂(SL pL/∂T ) + ∂(SC pC)/∂T ); ∥ · ∥Vh

u
,

∥ · ∥V h
pL

and ∥ · ∥V h
T

are the norms corresponding to the finite dimensional space Vh
u , V h

pL
and V h

T . The same associated
norms are equipped to the solution spaces and their corresponding test functions. We choose the norm ∥ · ∥Vh

u
= ∥ · ∥1

and ∥ · ∥V h
pL

= ∥ · ∥V h
T

= ∥ · ∥0, where ∥ · ∥k indicates the standard Sobolev norm of order k, which leads to the

relation, C0

(

∥ph
L∥V h

pL
+ ∥T h∥V h

T

)

≥ C0
(

∥ph
L + T h∥0

)

. Adopting the same basis functions for displacement, liquid
pore pressure and temperature leads to a formulation that lacks the two-fold inf–sup condition as stated in Eq. (74).
However, as pointed out in [14], the spurious pressure and temperature oscillations due to the lack of two-fold inf–sup
condition can be eliminated by introducing the additional gradient or projection terms that counterbalance the inf–sup
deficiency. This study adopted the projection stabilization scheme to eliminate the spurious oscillations. Note that an
analytical proof of the inf–sup condition for a particular choice of finite dimensional spaces can be difficult [77]. As
an alternative, we introduce the numerical inf–sup test (e.g., [70,77–81]) for analyzing the thermo-hydro-mechanical
formulation. The underlying idea of this inf–sup test is to consider the liquid water pressure and temperature fields
together as a product space and introduce proper norms for this product space. Following this step, one may solve
a series of generalized eigenvalue problems of Eq. (75) corresponding to the inf–sup condition (cf. Eq. (74)) for a
selected number of elements, that is,

GhVh = λShVh, (75)

where λp is the smallest non-zero eigenvalue, in which
√

λp corresponds to the inf–sup value; the matrices Gh and Sh

are defined for a given finite element discretization, as detailed in Refs. [77] and [78]. To perform a two-fold inf–sup
test for the product space, one may partition the Jacobian matrix of Eq. (73) such that,

⎡

⎣

A B1 D1

B2 C E1

D2 E2 F

⎤

⎦ →

[

A H1

H2 K

]

, where H1 =
[

B1 D1
]

, H2 =

[

B2

D2

]

, and K =

[

C E1

E2 F

]

. (76)

We limit our focus in a very fine temporal discretization in which the heat transfer and pore-fluid diffusion terms are
both assumed to be minor. Note that this limit case leads the matrices H1 and H2 to be H1 ≈ HT

2 = H (cf. Eq. (A.84)
and [71]).

Following [78] and [79] and two-fold inf–sup test of Howell and Walkington [76] and Sun and Mota [81] based
on Eqs. (74) and (76), the matrices for the eigenvalue problem in Eq. (75) are represented as,

Gh = HhKh(Hh)T and (wh)TShwh = ∥wh∥
2
Vh

u
, (77)

where Hh and Kh are the expressions of H and K discretized by shape functions (cf. Eq. (72)). Meanwhile, the
expression of Gh depends on the choice of weighted norm equipped for the product space of the interpolated pore
pressure and temperature. In our case, we follow the procedures depicted in [79,82,83] and simply use the condensed
lower diagonal matrix Kh to form the weighted norms. It should be noted that this particular Gh is not the only
valid choice. For instance, one may also replace Kh with its inverse in Eq. (77) such that the two-fold inf–sup test is
directly related to the statically condensed system of equations as have done in [81]. However, as pointed out in [78],
a choice that involves inversed matrix may likely increase the computational cost for evaluating the inf–sup tests due
to the fact that the inverse matrix is more dense and the inverse operation can also be costly. Sh , which is referred
as the norm matrix in [78], is obtained from the linear operator that gives the norm ∥ · ∥Vh

u
following [77], in which

∥uh∥
2
1 =

∫

B
∇xu · ∇xudV (cf. [14,70,84]). Note that the numerical inf–sup value is sensitive to the norms chosen to

construct the inf–sup test. While the existence of the inf–sup value and hence the validity of the inf–sup condition
can be proved by any equivalent norms, the actual choice of the norms used to construct the inf–sup test may affect
the trend of the numerical inf–sup values upon mesh refinement [80,82]. Here we select the problem of 1D thawing



683 S. Na, W. Sun / Comput. Methods Appl. Mech. Engrg. 318 (2017) 667–700

Fig. 3. Inf–sup test of 1D thawing consolidation (the results from the number of elements with 4, 8, 16 and 32 are presented).

consolidation for the numerical inf–sup test. The problem description including boundary conditions can be found in
Section 6.1. The number of elements with 4, 8, 16 and 32 are selected for the numerical inf–sup test (Fig. 3). The
stabilized inf–sup value is bounded which indicates the test is passed (e.g., [70,77,79,80]).

5.2. Pre-conditioner

It is well acknowledged that the implicit monolithic solvers for mixed finite element may lead to ill-conditioning
tangential matrix system [85,86]. Since the residuals of the balance of mass, linear momentum and energy are all of
different units, the eigenvalues and singular values of the block matrix system could be of several orders of difference
and in different signs. Presumably, direct solvers such as Gaussian elimination may allow one to obtain incremental
updates even when condition number of the tangent is high, provided that the condition number is still sufficiently
small compared with the inverse of the machine error. Nevertheless, the direct solvers are often slower due to the
significantly higher numbers of arithmetic operations required. Another feasible possibility to resolve this issue is
to design a proper pre-conditioner and then use it with an iterative solver. This approach is adopted in this study.
The implementation of the preconditioner leverages the open source finite element library, deal.II (cf. [87,88])
interfaced with p4est mesh handling library [89], and algorithm libraries from the Trilinos project [90]. When
the coupled thermo-hydro-mechanical (THM) model is solved in an implicit monolithic scheme, the nonlinear system
of equations may lead to a three-by-three block-partitioned tangential matrix through a consistent linearization process
(Section 4.2). In this study, we extended the block-preconditioned Newton–Krylov solvers for originally designed for
a u/p formulation by Dawson et al. [91] and White and Borja [85]. The underlying idea is to simply consider the
space of the interpolated pore pressure and temperature fields as a product space and design a pre-conditioner such
that,

P−1Jx = P−1b, (78)

where J is the Jacobian; x is the solution fields; b is the residuals; P−1 is the preconditioner. The strategy of
preconditioning is to choose P ≈ L such that P−1J ≈ U when a block LU factorization of J is concerned as J = LU,
in which the quality of this approximation determines how fast the Krylov solver converges [85]. In this study, we
first express the 3 by 3 system of equations (Eq. (73)) into 2 by 2 system as written in Eq. (76). In this case, the
block Schur complement with respect to A is S = K − H2A−1H1 (cf. [92]). Therefore, the template using the “exact”
preconditioner and its approximation can be described as,

P−1 =

[

A−1 0

S−1H2A−1 S−1

]

≈

[

P−1
A 0

P−1
S H2P−1

A P−1
S

]

. (79)

Note that the exact inverses A−1 and S−1 are too expensive to compute, which requires designing good approximations
(P−1

A and P−1
S ). In particular, we extend the approximation of Schur complement (S) for THM problem based on the
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Table 1

Residence norm (square root of the inner product of residual column vector) and the number of Krylov iterations at the selected Newton steps for
comparison of preconditioning strategy (coarse mesh condition with the total degrees of freedom 120).

Newton steps No preconditioning Diagonal preconditioning Current preconditioning

RHS norm Krylov iteration RHS norm Krylov iteration RHS norm Krylov iteration

Trial step 5.9E−03 7839 5.9E−03 4 5.9E−03 4
Iteration 1 1.9E−01 2575 1.9E−01 4 1.9E−01 4
Iteration 5 1.1E−03 7335 1.1E−03 4 1.1E−03 4
Iteration 10 7.5E−10 6951 7.5E−10 4 7.5E−10 4
Solve time (s) 3.10 0.16 0.16

hydro-mechanical systems [85] as,

SM = KD − αM, where M =

[

MpL 0

0 MT

]

with [Mπ ]a,b
e =

∫

B

Na NbdV, (π = pL, T ) . (80)

Here, we choose KD with matrices at diagonal positions (C and F) to simplify and improve the calculations based
on physics point of view (assuming weak coupling between pressure and temperature) [85,87,88]. In addition, M is
the extended mass matrix including liquid water pressure and temperature fields. The methods to estimate the optimal
coefficient α and the approximation of A−1 and S−1 for the block Krylov solver in isothermal poromechanics problem
can be found in [85,93]. Note that it is also possible to estimate an optimal choice of α for thermo-hydro-mechanical
problems. In such a case, the parameter α should be different for each block to deliver the optimal performance.
One feasible strategy can be found in the interesting works done by White et al. [93] and Kim [94], where the
relationship of the operator-split solvers (fixed stress split (e.g., [95]); adiabatic split (e.g., [96])) can be exploited
for the pre-conditioners. The improvement of preconditioning strategy for thermo-hydro-mechanical formulation will
be considered in the future. Nevertheless, based on the evidences collected from the numerical experiments, even
the simple preconditioning strategy in (Eq. (79)) has already provided significant improvement in efficiency for THM
solvers. In these numerical tests, we adopt the thawing consolidation problem as a benchmark to evaluate the efficiency
of the preconditioning strategy within the infinitesimal deformation range. The detailed problem descriptions are
provided in Section 6.1. Due to the difference in scales of the tangential term with respect to the displacement
(e.g., tangential stiffness), pore pressure (e.g., hydraulic conductivity) and temperature (e.g., thermal conductivity), the
thawing consolidation may lead to a highly nonlinear problem whose consistent tangents can be very ill-conditioned
(i.e., with a very high condition number).

To evaluate the efficiency of different preconditioning strategies, we first introduce a coarse mesh (the total number
of unknowns is 120 with 72 degrees of freedoms for displacement, 24 for liquid water pressure and another 24 for the
temperature fields) and solve the corresponding system of equations with and without applying the pre-conditioners.
The number of iterations required to obtain the converged solution from the solver without any no-preconditioning
strategy is compared against the counterparts in which two different preconditioning strategies are used (Table 1).
For comparison purposes, in addition to the pre-conditioner introduced in Eq. (80), we implement a simpler block-
diagonal pre-conditioner where each diagonal block is separately inverted and no Schur-complement approximation
is introduced, which is one of the simplest approaches one might use in practice. The preconditioning strategy for the
current study saves the calculation time by reducing the Krylov iterations. Regardless of whether a preconditioner is
used, the norm of the residual obtained after each Newton iteration step is identical as expected. Although there is no
significant difference between the diagonal and current preconditioning strategies, the number of Krylov iterations is
significantly reduced in both cases — an indication that both pre-conditioners are effective for this simple problem.

To analyze how mesh refinement affects the performance of the pre-conditioners, we re-run the numerical
experiments with a finer mesh (the total number of unknowns is 420 with 252 degrees of freedoms for displacement,
84 for liquid water pressure and another 84 for the temperature fields). In this case, the solver without any pre-
conditioner does not yield converged solution within 50,000 iterations with the same tolerance (10−9). However, the
solvers equipped with either pre-conditioner is still able to deliver converged solution, as shown in Table 2. This
result also indicates that the pre-conditioner in Eq. (80) outperforms the simpler diagonal pre-conditioner. It requires
less Krylov iterations in each Newton–Raphson step and is approximately 48% faster. Both numerical experiments
indicate the importance of pre-conditioners on the solver performance.
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Table 2

Residence norm (square root of the inner product of residual column vector) and the number of Krylov iterations at the selected Newton steps for
comparison of preconditioning strategy (refined mesh condition with the total degrees of freedom 420) – No preconditioning case does not yield
converged solution within 50,000 iterations with the same tolerance (10−9).

Newton steps Diagonal preconditioning Current preconditioning

RHS norm Krylov iteration RHS norm Krylov iteration

Trial step 1.6E−02 38 1.6E−02 13
Iteration 1 1.6E−01 19 1.6E−01 15
Iteration 5 1.9E−03 16 1.9E−03 13
Iteration 10 7.4E−10 17 7.4E−10 13
Solve time (s) 10.2 5.28

6. Numerical simulations

We conducted four numerical examples to test the applicability and robustness of the proposed thermo-hydro-
mechanical model for frozen soil. Through these models, we analyze the geometrical effect during thawing by
comparing results from infinitesimal and finite strain simulations. We demonstrate how the plastic dissipation
influences the three-phase frozen porous medium at finite deformation range, and validate our predictions with
experimental results. The first two examples are selected to analyze and validate the simulated phase-transition effect
during the freezing and thawing processes. In the first example, we idealize the frozen soil deposit as a one dimensional
domain subjected to an increased temperature at the top of the surface with drained boundary condition. Due to the
temperature difference, heat flux developing on the top of the deposit leads to the thawing and therefore the ground
consolidates until the steady state is reached. In another related example, we decrease the temperature at the top
surface of an unfrozen soil deposit so that the outflow heat flux may instead lead to the freezing process starting at the
top and developing through depth of the domain. The third example is adopted a well injection problem. We formulate
the frozen ground with a well at the center and apply both pore flux and temperature gradient to mimic the injection
of hot water. In the last example, we examine the formation of shear band and the influence of plastic dissipation in a
biaxial compression test. We vary the Taylor–Quinney coefficient and re-run the simulations to obtain the axial stress–
displacement curve of the sample and analyze the effect of plastic dissipation. In addition, we obtain the shear band
under different combinations of thermal conductivity and permeability to see how thermal and hydraulic couplings
influence the regularization of THM formulation for frozen porous media.

6.1. Thawing consolidation of frozen ground

In this numerical example, we simulate a thawing consolidation process of frozen ground by a raised temperature
prescribed at the top surface. The purpose of this example is to validate the numerical model and demonstrate the
performance of numerical formulation when phase transition from crystal ice to liquid water occurs. It should be noted
that other experimental data such as those reported in [97] can also be used for validation purpose. We discretize the
three-dimensional domain and fix the displacement at the bottom and radial surfaces to simulate a 1-D consolidation
induced by thawing. The domain of frozen soil sample has a height of 10 cm and a cross-section of 0.3 × 0.3 cm2

following the previous experimental set up by Yao et al. [98].
Fig. 4(a) shows the schematic diagram and test conditions. The initial temperature of the domain except the top

surface is −1 ◦C and the surcharge load of 50 kPa is applied. Meanwhile, the temperature at the top surface is
prescribed to be 20 ◦C with a drained condition by imposing zero pore pressure. The bottom end is kept at −1 ◦C and
the radial surfaces are insulated and assumed to be undrained to consolidate only through the top surface. As a result of
this setup, thawing consolidation progresses in time until a new isothermal status is reached. The material properties
of solid, liquid water and crystal ice used in the simulations including the hydraulic conductivity of 7.0 × 10−9 m/s
can be found in detail from [98].

Fig. 4(b) shows the thawing settlement results obtained from both infinitesimal and finite strain simulations. In
addition, the experimental results along with the previous numerical analyses performed by Yao et al. [98] are also
presented in the same figure. This simulation is performed under the elastic range and we obtained the settlement
at the top surface along with time. Both current infinitesimal and finite strain model show good agreement with the
previous experiment data. Furthermore, the infinitesimal strain model predicts larger vertical settlement compared to
the corresponding finite strain model due to the geometrical non-linearity effect (e.g., [99]).
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(a) Schematic diagram. (b) Thawing settlement.

Fig. 4. Schematic diagram of thawing simulation with boundary conditions (a) and the comparison of thawing settlement results (b) with the
previous research [98].

Fig. 5. Transient responses of the freezing soil — changes of temperature, cryo-suction, porosity and ice saturation.

6.2. Soil freezing from unfrozen state

In addition to the thawing simulation, the soil freezing test under 1-D heat flux condition is also conducted to
check the numerical implementation regarding phase transition from unfrozen to frozen states. This example can be
considered as an opposite situation of the previous numerical experiment of which the concept is adopted from the
previous study by Zhou [32]. Likewise in the schematic in Fig. 4, we formulated three dimensional domain and fixed
the bottom and radial surface displacement. With the initially unfrozen condition with temperature of 2 ◦C, we lower
the temperature at the top to −2 ◦C so that the freezing process mobilizes to downward. The temperature at the bottom
surface is fixed with 2 ◦C and the radial surfaces are insulated. Table 3 describes the input parameters used in this
numerical simulation. We prescribed the impermeable boundary conditions except the bottom surface with drained
condition (pL = 0) to allow water supply.

The first column in Fig. 5 shows the temperature profile along the depth in different times. We can see that the
temperature reaches the steady state after 20 h. The second column shows the suction pressure profile with different
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Table 3

Reference input parameters of homogeneous numerical model for material sensitivity test.

Parameter Description Value Unit

ρS Mass density of solid 2.7 Mg/m3

ρL Mass density of liquid water 1.0 Mg/m3

ρC Mass density of crystal ice 0.9 Mg/m3

cS Specific heat of solid 900 kJ/Mg/K
cL Specific heat of liquid water 4180 kJ/Mg/K
cC Specific heat of crystal ice 2100 kJ/Mg/K
κS Thermal conductivity of solid 3.0 × 10−3 kW/m/K
κL Thermal conductivity of water 0.6 × 10−3 kW/m/K
κC Thermal conductivity of crystal ice 2.2 × 10−3 kW/m/K
φ Initial porosity 0.3 –
k Intrinsic permeability 1.0 × 10−12 m2

µ0 Viscosity (at 0 ◦C) 1.8 × 10−6 kPa s
cr Recompression index 0.035 –
cc Compression index 0.30 –

Fig. 6. Schematics of injection well simulation: a quarter of the domain (the domain length, L = 0.38 m; the radius of injection well, R = 0.03 m;
the confining pressure, p0 = 100 kPa) was simulated from the initial temperature (Ti ) of −2 ◦C. The temperature of the fluid mass flux ( f = 0.001
cm2/s) was increased to 1 ◦C.

times in depth. It is observed that cryo-suction due to freezing is developed and progressed downward along the
time. In addition, frost heaving or volume expansion due to freezing in frozen porous medium is captured through
the change of porosity in the third column. The last column shows how the freezing fringe changes along with time
through the ice saturation profile.

6.3. Injecting unfrozen fluid in frozen ground

To demonstrate the forward-prediction capacity of the proposed model, an injection well problem is replicated
numerically. Fig. 6 shows the schematics of the current problem. Due to rotational symmetry, only a quarter of the
domain is considered. The domain is defined by the length (L) of 0.38 m and the injection well radius (R) of 0.03
m. The initial temperature condition was set to −2 ◦C. The outer boundaries are assumed to be impermeable and
insulated and mechanically confined with the pressure (p0) of 100 kPa. We assumed the type of frozen soil as a lightly
overconsolidated clay (OCR = 1.5), and the mechanical, hydraulic and thermal properties are described in Table 4.

We conducted the preliminary test prescribing the fluid flux without temperature change, and the constant mass
flux of 0.001 cm2/s. was selected which had little influence (no equivalent plastic strain) on the domain during the
given time (up to 10 h from the initial state). Then we prescribed the fluid mass flux with temperature increase
around the well surface to induce the inelastic behavior vicinity of the well causing the plastic deformation. First of
all, we compare the numerical results from infinitesimal and finite strain models. Fig. 7 presents the thermo-hydro-
mechanical behavior of injection well at different time for each model. As expected, phase transition zones expand
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Table 4

Mechanical, hydraulic and thermal input parameters for injection well problem.

Parameter Description Value Unit

ρS Mass density of solid 2.7 Mg/m3

ρL Mass density of liquid water 1.0 Mg/m3

ρC Mass density of crystal ice 0.9 Mg/m3

cS Specific heat of solid 900 kJ/Mg/K
cL Specific heat of liquid water 4190 kJ/Mg/K
cC Specific heat of crystal ice 2095 kJ/Mg/K
κS Thermal conductivity of solid 1.27 × 10−3 kW/m/K
κL Thermal conductivity of water 5.80 × 10−3 kW/m/K
κC Thermal conductivity of crystal ice 2.20 × 10−3 kW/m/K
φ Initial porosity 0.3 –
k Intrinsic permeability 1.0 × 10−15 m2

µ0 Viscosity (at 0 ◦C) 1.8 × 10−6 kPa s
cr Recompression index 0.03 –
cc Compression index 0.13 –
pc Preconsolidation stress 150 kPa

Fig. 7. Thermo-hydro-mechanical behavior of frozen soil in the injection well problem — different phase zones indicated by the temperature
contour and liquid water stream line under (a) infinitesimal and (b) finite strain models.

after 10 h from the initial state due to heat transfer. The increase of temperature makes the crystal ice thawing into
liquid water as predicted by the freezing characteristic function (in Eq. (37)), which leads to the change of liquid water
pressure reflected on stream line configuration. Therefore, we can see the different phases from both the temperature
contour and the hydraulic stream line induced by injecting unfrozen water around the well surface. With respect to the
comparison of infinitesimal and finite strain model, we can see the little difference in heat transfer from temperature
contours. However, the expansion of liquid water stream line is delayed in finite strain model compared to that from
the infinitesimal model. This can be explained by the effect of geometrical nonlinearity, as we observed in Section 6.1
that the finite strain model estimates less settlement due to geometrical nonlinear effect (e.g., [98,99]). The more
distinct difference between the infinitesimal and finite strain models is observed as the time progresses (Fig. 7).

Next we analyze the effect of latent heat reflected on apparent heat capacity. In the concept of apparent heat
capacity, the freezing characteristic function is introduced into heat capacity to incorporate the phase transition effect
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Fig. 8. The effect of considering latent heat in apparent specific heat on thermo-hydro-mechanical behavior of frozen soil. Temperature and
equivalent plastic strain distribution with fluid flow stream line is compared at the same time (after 2 h from the initial state).

in the energy balance equation (Eq. (23)). Therefore, the effective specific heat of the frozen soil system changes along
the temperature change. When the temperature ranges around 0.0 to −2.0 where the freezing characteristic function
shows significant changes, the increase of effective specific heat of the system delays the heat transfer to account for
the latent heat effect in phase transition. We note that the effect of latent heat due to phase transition is evaluated
qualitatively. This consideration may play an important role in changes of temperature profile with time diffuse and
related pore pressure distributions, elastic and inelastic behaviors for the frozen soil (e.g., [100,101]). Fig. 8 shows
how the apparent heat capacity influences the heat transfer and the frozen soil system. At the same time step, the heat
transfer develops much faster when the latent heat effect is not considered. These are depicted both on temperature
contour line and liquid water stream line. Moreover, as the phase transition zone further expands under the no latent
heat effect model, the higher equivalent plastic strain is concentrated around the well surface. This can be further
explained from the constitutive model (Eq. (31)), which includes the temperature change upon the yield surface size
due to the cryo-suction. In other words, the increase of temperature accelerates the plastic behavior by shrinking the
yield surface as a recursive process. We further present the influence of latent heat effect on the mechanical behavior
along the time in Fig. 9. Along with the prescribed temperature boundary condition, the changes of temperature
around 0.03 m away from the well surface with time are described in Fig. 9(a) to evaluate the consideration of latent
heat. While the region around the well surface becomes unfrozen state in 1 h when the latent heat is ignored, the
heat transfer is delayed and the well surface region stays below 0 ◦C until around 5 h after the initial state when the
latent heat is considered. This is also reflected on cryo-suction pressure changes in Fig. 9(b). The displacement and
equivalent plastic strain results in Fig. 9(c) and (d) further identify the recursive process between the temperature
increase and yield surface change. In other words, the more inelastic behavior around the well surface is observed
in a shorter time when latent heat effect is not considered. However, the heat transfer delay due to latent heat effect
causes less concentration of equivalent plastic strain by procrastinating the change of yield surface against temperature
change.

6.4. Thermal softening by plastic dissipation in 2D biaxial test

In this section, we analyze how the plastic dissipation in frozen soil influences the mechanical behavior using
numerical experiments. The plastic dissipation may generate heat due to frictional movement of soils in the shear
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(a) Temperature vs. time around the injection well
(0.03 m away from the well surface).

(b) Cryo-suction pressure vs. time around the in-
jection well (0.03 m away from the well surface).

(c) Displacement vs. time at the injection well
surface.

(d) Equivalent plastic strain vs. time around the
injection well.

Fig. 9. The effect of considering latent heat in apparent specific heat on thermo-hydro-mechanical behavior of frozen soil: displacement vs. time
at the well surface, cryo-suction, temperature and equivalent plastic strain vs. time around the injection well (0.03 m away from the well surface).

band. We set up the numerical simulation for 2D biaxial test (Fig. 10). The top boundary moves downwards uniformly
with the rate of 0.0002 m/s, while a constant confining pressure of σc = 1000 kPa is applied on the right side of
the specimen. The bottom of the specimen is fixed, and the left side is fixed along the lateral direction for shear
band initiation. The gravity is neglected for this small specimen to simplify the problem. The specimen is globally
undrained and thus no-fluid-flux boundary conditions are prescribed. All four surfaces are thermally insulated with
no-thermal-flux condition. In other words, no Dirichlet boundary condition is adopted for both liquid water pressure
and temperature fields. The mechanical, hydraulic and thermal properties of frozen soil were used based on the
injection well problem (Table 4), but the preconsolidation stress (pc) of 3000 kPa was adopted.

In general, the loading rate needs to be fast enough so that we can see the effect of heat generation due to mechanical
dissipation. Otherwise, the heat generated would reach the steady state condition before it acts. Fig. 11 indicates how
the shear band is formed using the equivalent plastic strain (at 80 s) and related temperature distributions to identify
the effect of plastic dissipation, which leads to heat generation. We use the Taylor–Quinney coefficient β to control
the plastic dissipation in the energy balance equation (28). When the plastic dissipation is considered (β = 1.0,
Fig. 11(b)), the increase of temperature and heat transfer are observed around the shear band, while no heat generation
occurs when the plastic dissipation is totally ignored (β = 0.0, Fig. 11(c)). Considering the freezing characteristic
function and mechanical constitutive model we used in this study, it can be expected that the increase of temperature
leads to shrinking of the size of the yield surface. Fig. 12(a) shows how the local yield surface changes due to heat
generation including the local stress path at two indicated points. Initially at Point 1, the stress path moves upward
vertically (Path 1) due to the location of element and globally undrained boundary conditions with low permeability of
the specimen. When the stress path reaches the yield surface, the shrinking of yield surface because of heat generation
enforces the stress path to follow the trajectory described in Path 1 of Fig. 12(a). At Point 2, the similar behavior is
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Fig. 10. The schematic of the 2D biaxial test with the dimensions of 0.1 m × 0.3 m deforming in plane strain: the vertical displacement (δ) is
applied on the top surface of the specimen, while the bottom of the specimen is fixed; the left side is fixed in the lateral direction; the confining
pressure (σc) of 1000 kPa is applied on the right side of the specimen. The initial temperature (Ti ) was set to −1 ◦C.

(a) Equivalent plastic strain. (b) Temperature (β = 1.0). (c) Temperature (β = 0.0).

Fig. 11. The effect of plastic dissipation in 2D biaxial test: Equivalent plastic strain forming shear band (a) at 80 s and the temperature distribution
with different Taylor–Quinney coefficients ((b) β = 1.0, (c) β = 0.0 – no dissipation) in a deformed shape (scale = 1.0).

observed but its stress path changes before hitting the yield surface (Path 2). Due to the location of the element, the
local liquid water pressure changes in the elastic regime even though the boundary conditions are globally undrained.
We can further analyze the local behavior in Fig. 12(b). In the selected elements, the local deviatoric stress–strain
behaviors are observed along with the volume changes. The thermal softening comes from the change of yield surface
due to temperature increase along the shear band. The deviatoric stress–strain curves on Point 1 and 2 give the similar
behavior. However, due to the mean effective stress changes in Point 2 with Path 2, the volume expansion shows
different in Point 2 compared to Point 1. The specific volume changes including temperature changes are depicted in
Fig. 12(c). Both curves of the specific volume-logarithm of −p′ do not encounter the critical state line of −1.0 ◦C
which changes with the temperature. The higher increase of temperature at Point 1 compared to Point 2 is also
identified.

We can further evaluate the effect of plastic dissipation in terms of the stress–strain behavior of frozen soil
specimen. The vertical stress and axial strain obtained at the top of the specimen are presented in Fig. 13(a). Here
we include additional test results with slow loading rate of 2.0 × 10−7 m/s. When the dissipation effect is ignored
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Table 5

Mechanical, hydraulic and thermal input parameters for injection well problem.

Parameter Low Reference High

Thermal conductivity (kW/m/K) 3.0 × 10−6 3.0 × 10−3 3.0 × 100

Intrinsic permeability (m2) 1.0 × 10−20 1.0 × 10−15 1.0 × 10−10

(β = 0), the hardening behavior is captured in the given range of axial strain (<5%). However, the fast loading case
(2.0 × 10−4 m/s) with plastic dissipation effects leads to the strain softening behavior after the axial strain increases
more than 3%. Considering the local element behavior (in Fig. 13), the thermal softening due to shrinking of yield
surfaces with temperature increase is reflected on the specimen behavior. When the slow loading rate is adopted
(2.0 × 10−7 m/s), however, the vertical stress of the specimen follows the no dissipation case (β = 0) with slight
decrease of stress values. In other words, the decrease of loading rate allows the heat to transfer fast enough which
leads to the minor increase of temperature around the shear band. The increase of temperature with the slow loading
rate was less than 0.05 ◦C. Note that the mechanical constitutive model is rate independent. However, the proposed
framework captures the effect of loading rate by including the mechanical dissipation as well as coupled governing
equations for thermo-hydro-mechanical interactions. In addition, we present the volume change in the specimen using
the porosity distribution (Fig. 13(b)). Note that the porosity distribution of slow loading rate shows little difference
compared to the no dissipation case. As can be seen, the strain localization and increase of porosity are concentrated
around the shear band when the loading rate is slow (or when thermal dissipation is ignored). However, the increase of
porosity from other parts as well as shear band in the specimen are observed when the plastic dissipation is considered.
This indicates that the contribution of heat transfer from the temperature increase along the shear band leads to thermal
softening by affecting the yield surface change.

6.5. Thermo-hydro-mechanical coupling effects of frozen soil system on shear band

The frozen soil system formulated in this study is not in an isothermal condition and the phase transition between
the liquid water and crystal ice is considered. Thus, solid response is affected by both thermal and hydraulic couplings.
As studied in the previous researches (e.g., [14,15,102]), shear band width is influenced by the thermal diffusivity as
well as diffusivity of the pore fluid. To identify how thermal and hydraulic diffusivities influence the thermo-hydro-
mechanical responses of frozen soil which include phase transition, we conducted a parametric study by changing the
permeability and thermal conductivity.

The numerical experiment is set up based on the 2D biaxial test conducted in the previous section (Section 6.4).
Likewise, Fig. 10 shows the schematics of the test while the confining stress (σc) of 500 kPa was used. The same rate
of moving boundary condition (0.0002 m/s) was used on the top of the specimen. Note that the drained condition was
applied on the top and bottom surfaces of the specimen to allow liquid water flow. Table 5 presents a set of intrinsic
permeability and thermal conductivity of frozen soil. First we hold the permeability as the reference value and evaluate
the effect of thermal conductivity by comparing the low and high values. Next we fix the thermal conductivity with
the reference value and analyze shear band with low and high permeability.

Fig. 14 demonstrates equivalent plastic strain, temperature distribution and the pore pressure at 150 s after the
loading. The equivalent plastic strain results in the formation of shear band under the high (left) and low (high) thermal
conductivities. The onset of shear bands locates slightly different in both cases, but the concentration of equivalent
plastic strain and shape of shear bands show little difference. The temperature distribution due to generation of heat by
the local plastic dissipation on shear bands differs, however, because of thermal conductivity difference. As expected,
the high thermal conductivity leads heat transfer much faster as in Fig. 14(b). The pore pressure increase shows
little difference while the stream line of liquid fluid follows the onset of shear band (Fig. 14(c)). In this numerical
experiment, the change of thermal diffusivity may affect the location and thickness of shear band due to heat transfer.

Next we fix the thermal conductivity and change the permeability. Fig. 15 demonstrates equivalent plastic strain,
temperature distribution and the liquid water pressure at 150 s after the loading with different permeability conditions.
The little difference in initiation and formation of the shear band is observed. However, a marginally thicker shear
banding and lower concentration of equivalent plastic strain is identified under the high permeability condition
(Fig. 15(a)). In addition, slightly faster heat transfer is captured, which can be considered as convection effect in
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(a) The change of yield surface and stress paths at two different local elements due to increase of
temperature by plastic dissipation (Point 1 with Path 1: A–B–C, and Point 2 with Path 2: A′–B′–C′).

(b) The deviatoric stress vs. deviatoric strain curve and specific volume vs. logarithm of means effective stress
(ln(−p′)) curves at the two local elements (Path 1: A–B–C and Path 2: A′–B′–C′).

(c) The behavior of specific volumes with respect to logarithm of means effective stress
(ln(−p′)) including temperature change (following the trajectory of A–B–C and A′–B′–C′).

Fig. 12. The effect of plastic dissipation in 2D biaxial test: the change of yield surface, stress path, deviatoric stress vs. strain and specific volume
vs. logarithm of mean effective stress at two different local elements.

energy balance equation (Fig. 15(b)). By considering the temperature increase and yield surface change reflected on
the solid constitutive model of this framework, the heat transfer accelerated by convection effects may contribute the
size of shear band. The difference in permeability is identified from the results of pore pressure in Fig. 15(c), where
the most excess pore pressure generated by loading is dissipated.



694 S. Na, W. Sun / Comput. Methods Appl. Mech. Engrg. 318 (2017) 667–700

(a) Vertical stress vs. strain obtained at the top surface of the specimen. (b) Comparison of porosity showing volume
change in the specimen.

Fig. 13. The effect of plastic dissipation reflected on the specimen. Fast and slow loading indicates 2.0×10−4 m/s and 2.0×10−7 m/s, respectively.

(a) Equivalent plastic strain.

(b) Temperature. (c) Pore pressure.

Fig. 14. The effect of different thermal conductivities on shear band (equivalent plastic strain, temperature and pore pressure distributions): the left
and right figures in (a), (b) and (c) present the results under high and low thermal conductivities, respectively.

7. Conclusions

In this study, we present, for the first time, a computational framework that simulates the thermo-hydro-mechanical
responses of freezing and thawing porous media in the finite deformation range. Our starting point is the mixture
and pre-melting theory, which enables one to derive finite strain constitutive laws for both the path-dependent solid,
hydraulic and thermal constitutive responses. On the theoretical side, we analyze how the degree of saturation of
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(a) Equivalent plastic strain.

(b) Temperature. (c) Pore pressure.

Fig. 15. The effect of different permeability on the development shear band (equivalent plastic strain, temperature and pore pressure distributions):
the left and right figures in (a), (b) and (c) present the results under high and low effective permeabilities, respectively.

ice, determined from the unfrozen pore water pressure and temperature, introduces nonlocality and rate dependence
to the non-mechanical hardening/softening mechanism. Unlike the single-physics solid mechanics problem in which
strain and strain history alone are sufficient to predict stress, the incorporation of non-mechanical hardening makes
the solid skeleton constitutive responses to be highly sensitive to the evolution of the pore water pressure, temperature
and the corresponding gradients. As a result, any simplification made on the balance principles, such as eliminating
the heat generated by the plastic dissipation in the balance of energy and neglecting the heat convection terms, may
have profound impacts on the quality of predictions on the solid mechanical behavior. On the computational side,
we address the major difficulties encountered in modeling the frozen porous media. In particular, the lack of the
two-fold inf–sup condition, usage of preconditioner, and the logarithmic and exponential mapping techniques used
for implementing the finite-strain constitutive law are explicated. In summary, this work provides a feasible approach
to model frozen porous media with unfrozen water constituents and addresses some key theoretical and computational
issues for capturing the essence of the path-dependent thermo-hydro-mechanical responses of porous media.
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Appendix

In this section, we present the expressions of 3 × 3 Jacobian in Eq. (73). Note that the displacement, liquid water
pressure and temperature fields are approximated as,

uh = Nud, ph
L = N ppL, T h = NT T, (A.81)

where a superscript h is used to indicate spatially discretized values; Nu , N p and NT are shape function matrices
for displacement, liquid water pressure and temperature, respectively; d, pL and T are corresponding nodal vectors.
Following the standard Galerkin approximations, the weighting functions are represented as,

ηh = Nuc, ϕh = N p c̄, θh = NT c̃. (A.82)

Recall the Jacobian in Eq. (73),
⎡

⎣

A B1 D1

B2 C E1

D2 E2 F

⎤

⎦ , (A.83)

where each block matrix consists of the linearization (Section 4.2) can be expressed as follows.

A = −

∫

B

(∇XNu)T : A : (∇XNu)dV +

∫

B

(∇XNu)T : ( p̄F−T)(J∇XNu : F−T)dV

−

∫

B

(∇XNu)T :
[

p̄ J (F−T · (∇XNu)T · F−T)
]

dV, (A.84)

B1 =

∫

B

(∇XNu)T :

(

J
∂ p̄

∂pL
F−T

)

N pdV, (A.85)

D1 =

∫

B

(∇XNu)T :

(

J
∂ p̄

∂T
F−T

)

NT dV, (A.86)

B2 =

∫

B

(N p)T
[

(1 − φS)(ρL − ρC)ṠL
]

(J∇XNu : F−T)dV

+

∫

B

(N p)T [ρLSL + ρC(1 − SL)] (∇Xu̇ : F−T)(J∇XNu : F−T)dV,

+

∫

B

(N p)T [ρLSL + ρC(1 − SL)] (J∇XNu : F−T)dV

−

∫

B

(N p)T [ρLSL + ρC(1 − SL)]
[

J∇Xu̇ : (F−T · (∇XNu)T · F−T)
]

dV

+

∫

B

(∇XN p)T ·
[

(ρLF−1 · k · F−T) · (∇X pL)
]

(J∇XNu : F−T)dV

−

∫

B

(∇XN p)T ·
[

ρL JF−1 · (∇XNu) · F−1
]

· (k · F−T) · (∇X pL)dV

∫

B

(∇XN p)T · (ρL JF−1 · k) ·
[

F−T · (∇XNu)T · F−T
]

· (∇X pL)dV (A.87)

C =

∫

B

(N p)T

[

J (1 − φS)(ρL − ρC)

(

∂ ṠL

∂pL

)]

N pdV

+

∫

B

(N p)T

[

(ρL − ρC)

(

∂SL

∂pL

)

(J∇Xu̇ : F−T)

]

N pdV,

+

∫

B

(∇XN p)T ·

[

ρL JF−1 ·

(

∂k

∂pL

)

· F−T

]

· (∇X pL)N pdV

+

∫

B

(∇XN p)T ·
(

ρL JF−1 · k · F−T
)

·
(

∇XN p
)

dV, (A.88)



697 S. Na, W. Sun / Comput. Methods Appl. Mech. Engrg. 318 (2017) 667–700

E1 =

∫

B

(N p)T

[

J (1 − φS)(ρL − ρC)

(

∂ ṠL

∂T

)]

NT dV

+

∫

B

(N p)T

[

(ρL − ρC)

(

∂SL

∂T

)

(J∇Xu̇ : F−T)

]

NT dV,

+

∫

B

(∇XN p)T ·

[

ρL JF−1 ·

(

∂k

∂T

)

· F−T

]

· (∇X pL)NT dV, (A.89)

D2 =

∫

B

(NT )T
(

cFṪ
)

(J∇XNu : F−T)dV

+

∫

B

(∇XNT )T ·
[

(F−1 · κ · F−T) · (∇XT )
]

(J∇XNu : F−T)dV

−

∫

B

(∇XNT )T ·
[

JF−1 · (∇XNu) · F−1
]

· (κ · F−T) · (∇XT )dV

−

∫

B

(∇XNT )T ·
[

JF−1 · κ · (F−T · (∇XNu)T · F−T )
]

· (∇XT )dV

+

∫

B

(NT )T

(

φLSLcFL

ρL

)

ρL
[

(F−1 · k · F−T)(J∇XNu : F−T)

− J (F−1 · (∇XNu) · F−1) · (k · F−T)

− (JF−1 · k) · (F−T · (∇XNu)T · F−T )
]

· (∇X pL) ·
(

F−T · ∇XT
)

dV

−

∫

B

(NT )T

(

φLSLcFL

ρL

)

[

W ·
(

F−T · (∇XNu)T · F−T
)

· (∇XT )
]

dV, (A.90)

E2 =

∫

B

(NT )T

(

J Ṫ
∂cF

∂pL

)

N pdV +

∫

B

(∇XNT )T ·

[

∂KT(κ)

∂pL
· (∇XT )

]

N pdV

+

∫

B

(∇XNT )T ·

[(

φLcFL

ρL

∂SL

∂pL

)

W · F−T · (∇XT )

]

N pdV

+

∫

B

(∇XNT )T ·

[(

φLSLcFL

ρL

) (

∂W(kr )

∂pL

)

· F−T · (∇XT )

]

N pdV

−

∫

B

(∇XNT )T ·

[(

φLSLcFL

ρL

)

(

ρLKL · (∇XN p) · F−T
)

· (∇XT )

]

dV (A.91)

F =

∫

B

(NT )T

(

J Ṫ
∂cF

∂T

)

NT dV +

∫

B

(∇XNT )T ·

[

∂KT(κ)

∂T
· (∇XT )

]

NT dV

+

∫

B

(∇XNT )T · KT · (∇XNT )dV

+

∫

B

(NT )T

[(

φLcFL

ρL

∂SL

∂T

)

W · F−T · (∇XT )

]

NT dV

+

∫

B

(NT )T

[(

φLSLcFL

ρL

) (

∂W(kr )

∂T

)

· F−T · (∇XT )

]

NT dV

+

∫

B

(NT )T

[(

φLSLcFL

ρL

) (

∂W(µr )

∂T

)

· F−T · (∇XT )

]

NT dV

+

∫

B

(NT )T

[(

φLSLcFL

ρL

)

(

W · F−T
)

]

·
(

∇XNT
)

dV . (A.92)
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