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This paper presents a new real-time electrodynamics approach for determining the rate of resonance energy
transfer (RET) between two molecules in the presence of plasmonic or other nanostructures (inhomogeneous
absorbing and dispersive media). In this approach to plasmon-coupled resonance energy transfer (PC-RET),
we develop a classical electrodynamics expression for the energy transfer matrix element which is evaluated
using the finite-difference time-domain (FDTD) method to solve Maxwell’s equations for the electric field
generated by the molecular donor and evaluated at the position of the molecular acceptor. We demonstrate
that this approach yields RET rates in homogeneous media that are in precise agreement with analytical
theory based on quantum electrodynamics. In the presence of gold nanoparticles, our theory shows that the
long-range decay of the RET rates can be significantly modified by plasmon excitation, with rates increased
by as much as a factor of 10° leading to energy transfer rates over hundreds of nm that are comparable to
that over 10s of nm in the absence of the nanoparticles. These promising results suggest important future
applications of the PC-RET in areas involving light harvesting or sensing, where energy transfer processes
involving inhomogeneous absorbing and dispersive media are commonplace.
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I. INTRODUCTION

In recent years, the synthesis of metal nanoparticles
has been developed to provide new capabilities for mak-
ing metal structures with complex tunable geometries
and sizes.' ! This has enabled significant variation in the
physical properties of the nanoparticles,'> !4 and as a re-
sult there have been extensive experimental and theoreti-
cal studies of plasmonic effects.>!4 12 Of particular inter-
est is the electromagnetic field at the surface of the par-
ticles when localized surface plasmon resonances (LSPR)
are excited, as this enables surface enhanced Raman spec-
troscopy (SERS),?° plasmonic therapies,?! chemical and
biological sensing,?22° and catalysis.20

One promising direction of this research involves the
use of plasmonic nanostructures to modify the rate of res-
onance energy transfer (RET) between molecules. RET
has been studied for more than half a century, and usually
the short-range energy transfer from an excited donor
molecule to an acceptor molecule is understood in terms
of Forster resonance energy transfer (FRET).272 FRET
is a crucial step in the functioning of photovoltaics,?’
photosynthesis, 3932 biosensing,?33* amonst other light
harvesting and sensing applications. It is also widely
used for nano-scale distance measurement,?> 37 leading
to studies of the dynamics of molecular conformations
such as protein folding.?®4° Recently, plasmonic en-
hancement has been experimentally observed in fluores-
cence and energy transfer in molecular systems in the
vicinity of nanoparticles,*! 46 or between the nanoparti-
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cles themselves.*"#® This motivates the need for a theo-
retical method for such processes, especially to describe
plasmon-coupled resonance energy transfer (PC-RET)
under conditions where the donor/acceptor interaction
between molecules takes place at long distances in a com-
plex dielectric environment.

As is well known, Forster theory leads to an in-
verse sixth-power distance dependence for RET between
molecules in homogeneous media within the electrostatic
approximation. It cannot describe long-range effects in
RET or molecules in inhomogeneous media. On the other
hand, quantum electrodynamics (QED) does properly
take long-range effects into account. Based on Fermi’s
golden rule, the rate of RET can be expressed in terms
of the transition matrix element M(w,rp,ra) as
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where w is the frequency of the transferred energy (es-
sentially the excitation energy of the acceptor), rp(ra) is
the spatial position of the donor (acceptor) particle, and
p(w) is the density of final states associated with energy
w (corresponding to the excited state of the acceptor and
the ground state of the donor). In this case, the coupling
between donor and acceptor is described by a transition

matrix element M (w,rp,ra) of the form:>158
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where the bold symbol pu9¢(rp) (19 (ra)) stands for the
transition dipole of the donor (acceptor) molecule at the



position rp (ra), and uf°(rp) is the i-th component of
the transition dipole from the excited state (the super-
script e) of the donor molecule to its ground state (the su-
perscript g). The matrix elements of the electric dipole-
Ayd
dipole coupling tensor 6 (w,rp,ra) in vacuum are®! 5%
91] (UJ, D, rA)
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In the equation above, § denotes the Kronecker delta,
R = |R| = |ra — rp| is the amplitude of the displace-
ment vector between the donor and the acceptor, and
er; stands for the i-th component of the unit vector of
R (e = R/R). It is clear from Egs. (3) and (1)
that |M(w,rp,ra)|? and the RET rate kp_, 4(w) both
have an inverse sixth-power distance dependence in the
near-zone (wR/c < 1), and an inverse quadratic de-
pendence in the far-zone (wR/c > 1). Eq. (3) is re-
stricted to RET in homogeneous and non-absorbing me-
dia, i.e., the index of refraction is a real number and
it is independent of r and w. Through the years, sev-
eral studies have successfully described RET in inhomo-
geneous or periodic media using computational chem-
istry techniques®®%° or QEDS!, but these methods can-
not adequately describe the behavior of PC-RET because
the index of refraction needs to be represented as both
a space- and frequency-dependent complex function in
the theory. Recently, some theoretical studies have been
done for treating RET in absorbing and dispersive®®-62-64
media by calculating the dyadic Greens function, and
computational methods have been developed to describe
emission and radiative decay rates in the vicinity of a
variety of structures, including dielectric interfaces,> 67
planar dielectric/metallic surfaces,58 70 cavities between
plates or mirrors,”' 7 spherical cavities,””"® multilayer
geometries,” nanoparticles (such as nanospheres8%-8!,
nanorods®? 86 and other more complex structures®7),
and photonic crystals.”®3892 Most of these methodolo-
gies involve imposing specific boundary conditions on the
electromagnetic fields to simplify the analysis, and are
unable to treat arbitary environments.

Here, we present a general but simple computational
scheme, termed the time-domain electrodynamics reso-
nance energy transfer (TED-RET) method, to simulate
RET in inhomogenous media. In section II, we show that
the transition matrix element for RET (M (w,rp,ra))
can be expressed in terms of the the donor and acceptor
transition moments, and the external polarization field
generated by the donor molecule, evaluated at the accep-
tor molecule. These physical quantities can be obtained
using excited state electronic structure methods to eval-
uate transition moments, and using the finite-difference
time-domain (FDTD) method to determine electromag-
netic fields. In section IIT A, the rate of RET in homo-
geneous media obtained from our method is shown to be

exactly the same as the analytic solution from quantum
electrodynamics. To demonstrate the broad applicability
of the present approach, in sections IITB and ITIC, we
study PC-RET in the vicinity of gold nanoparticles and
show that the plasmonic enhancement factor (PEF) for
RET, compared to the vacuum value, can be as high as
106.

Il. METHODS
A. Theory

In this paper, we focus on PC-RET between two
molecules (donor and acceptor) in the presence of dis-
persive and absorbing media and assume no charges and
currents embedded in the background dielectrics. There
are two crucial steps in the derivation of our theory. First,
from classical electrodynamics, we show the relationship
between the electric field generated from the donor and
the dyadic Greens function (See Eq. (12)). Second, from
quantum electrodynamics, the rate of resonance energy
transfer can be expressed in terms of the dyadic Greens
function (See Eq. (13)). Based on the two results, one can
directly compute the rate of resonance energy transfer us-
ing real-time classical electrodynamics methods instead
of solving the dyadic Greens function. For applications
to energy transfer in inhomogeneous, absorbing, and dis-
persive environments, this has significant computational
advantages.

We start from classical electrodynamics. In inhomo-
geneous dispersive and absorbing media, the electromag-
netic fields can be described by Maxwell’s equations

V- -D(r,t) =0, (4a)
V-B(r,t) =0, (4b)
V x E(r,t) = —W7 (4c)
V x H(r,t) = % (4d)

For a dielectric medium with permeability p, we have

B(r,t) = pH(r, ), (5a)
D(r,t) = Duea(r, t) + Pex(r, 1), (5b)

where the magnetic field B(r,t) is proportional to the
demagnetizing field H(r,t), and the total displacement
field D(r,t) includes the displacement field of the inho-
mogeneous media Dyeq(r,¢) and the external polariza-
tion generated by a donor molecule Pey(r,t). Here, we
consider RET in the vicinity of gold nanoparticles so it
is adequate to assume that pu ~ po (the vacuum perme-
ability). In fact this assumption can be applied to any
material with a relative permeability close to 1, such as
water, silver, copper, etc.



By using Egs. (4) — (5), Maxwell’s equations can be
cast into an inhomogeneous partial differential equation:
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Considering that a single radiating donor molecule is
at rp and the molecular size is much smaller than the
distance between the donor and the acceptor, it is ap-
propriate to make the point-dipole approximation and as-
sume that Pey(r, ) = pex(t)d(r —rp). Moreover, assume
that the background medium as a linear time-invariant
medium Dyyeq(r,w) = €,.(r,w)eoE(r,w), after performing
the temporal Fourier transform, Eq. (6) in the frequency
domain is

2
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where the speed of light in vacuum ¢ = 1/,/€ypo and
Pex(w) = F{pex(t)} (the temporal Fourier transform of
Pex(t)). Note that the index of refraction n(r,w) =
v/ €-(r,w) is a complex function, and this leads to screen-
ing of the dipole in the presence of a dielectric medium,
as is appropriate®®?3. The related issue of local field
scaling of the dipole will be addressed in the Conclusion.
The solution of Eq. (7) can be expressed in terms of the
dyadic Green’s function §(r,r’,w) and it consists of two
terms,

E(r,w)

=EO(r,w)+ /?(r,r',w) <CL::O> Pox(w)d(r' — rp)dr’
2

=E(r,w) + §(r,rp,w) (CZ’GJ Pex (W), (8)

where §(r, ', w) satisfies

<€(rc‘2”)°“’2 —V x v><> g(r,x',w)=—d(r-r'). (9

In Eq. (8), the first term E(©)(r,w) is the homogeneous
solution of Eq. (7), and the second term corresponds to
the inhomogeneous solution (a response caused by the
external polarization field). Note that we assume that
€-(r,w) is independent of the positions of the molecules,
i.e., we neglect the influence of the molecules on the di-
electrics. We rearrange the terms in Eq. (8) and it be-
comes

w? o

ED(rAaw) = _Ig(rA7rDvw)pex(w)7 (10)
0
where we define a response electric field at ra (the po-

sition of the acceptor molecule) caused by the donor

molecule as

EP(ra,w)=E(ra,w) — EO(rs,w). (11)

Note that we assume that there is no internal electric field
in the inhomogeneous media in our simulations (that is,
E®(rp,w) = 0), but Eq. (10) can be generally applied
to inhomogeneous media with internal electric fields.

Taking an inner product of Eq. (10) and ea (the unit
vector of the transition dipole of the acceptor molecule)
and letting pex(w) = pex(w)ep, where ep is the unit
vector of the transition dipole of the donor molecule,
Eq. (10) becomes

ea EP(ra,w) w2
————F——% = —5—eaq(ra,rp,w)ep.
Pex (w) c?eg

Eq. (12) clear shows the relationship between the elec-
tric field generated by a donor molecule and the dyadic
Greens function. Here we recall that the external polar-
ization is generated by the donor molecule so the exter-
nal polarization and the transition dipole of the donor
molecule have the same unit vector ep.

For absorbing and dispersive media, in the framework
of quantum electrodynamics and Fermi’s golden rule, the
transition matrix has been found can be expressed as
follows®?,

(12)

2
w
M(w,rp,ra) = Meg(rA)ﬂge(rD)?% ead(ra,rp,w)ep,
0

(13)

where p9¢(rp) (u9(ra)) stands for the magnitude of the
transition dipole of the donor (acceptor) molecule, and
19¢(rp) represents the transition dipole from the excited
state (the superscript e) of the donor molecule to its
ground state (the superscript ¢g). Comparing Eq. (12)
with Eq. (13), we obtain the final result

ea EP(ra,w)
Pex(w)

Here, we would like to emphasize that Eq. (14) pro-
vides a convenient and direct computational scheme
for studying resonance energy transfer in inhomoge-
neous and absorbing media because (i) EP(ra,w) and
Pex(w) can be obtained from computational electromag-
netics software based on the FDTD method, (ii) u®(ra)
and p9¢(rp) can be calculated via quantum chemistry
software based on excited state methods, e.g., time-
dependent density functional theory, (iii) Eq. (14) can
be applied to dispersive and absorbing media, not lim-
ited to inhomogeneous media, and (iv) the validity of
Eq. (14) is independent of the shape of the dielectrics. In
other words, this formula can be applied to studying RET
in inhomogeneous absorbing and dispersive media based
on any type of nanostructure that is weakly-coupled to
the electromagnetic fields and with relative permeability
close to 1. Note that M(w,rp,ra) and EP(ra,w) can
be complex functions because EP(ra,w) is the Fourier
transform of a real function E(ra,t) (recall that we let
E© (ra,t) = 0).

M(w,rp,ra) = —p“(ra)p’*(rp) - (14)



B. Simulation details

In order to capture the properties of real molecules
in applications of the RT-ED-RET approach, we calcu-
lated the transition dipole moment between the Sy and
51 states of 6 molecules in the acene family, as their RET
properties (up to pentacene) are well studied. For the
ground state geometry optimization and the calculation
of Sp-S7 transition dipole, we used the NWChem com-
putational package,”® with exchange-correlation PBEO
functional®® and cc-pVDZ basis set.”® We used density
functional theory (DFT) for the ground state optimiza-
tion, while excited state calculations were performed with
time-dependent density functional theory (TDDFT). The
identities of these molecules are presented in Table I, to-
gether with their Sy — S7 transition dipole moment and
excitation energy. All of these molecules have a transi-
tion dipole moment amplitude close to 1 a.u.. Therefore,
in all following FDTD simulations, we chose u®(ra) =
w9¢(rp) = 1 a.u. uniformly for simplicity. The excitation
energies in Table I for the Sy — S; transitions are spread
across the visible-near IR spectrum. Hence, to achieve
maximum plasmonic effect, we have used the wavelength
of the absorption maximum of each nanoparticle as w in
Eq. 14 for the FDTD calculations, rather than the ac-
tual excitation energy of a specific molecule. The actual
wavelengths used for nanoparticles will be listed in later
sections.

The calculations of EP(ra,w) were performed by the
computational package Lumerical FDTD Solutions,”” a
commercial-grade simulator based on the finite-difference
time-domain method. Several different systems were con-
sidered in our study, whose geometry setup will be de-
scribed in detail in the following sections together with
the presentation and discussion of their results. In this
section, we provide the general parameters and settings
used in these calculations. All simulations were set to
run for 100 fs, with some of them terminating earlier
when they reached the auto-shutoff parameter (the frac-
tion of the field intensity that is still in the simulation
box) of 10~7. All boundaries are set to be perfectly
matched layers (PML). Symmetry was used along the
Y and Z directions to minimize computational cost. The
donor molecule was approximated as an oscillating elec-
tric point dipole source with a wavelength at the absorp-
tion maximum of the accompanied nanoparticle, and a
polarization direction as specified later. Other parame-
ters of the dipole were kept the same as the default, un-
less otherwise stated. The dielectric function of gold from
Johnson and Christy”® was used for any gold nanopar-
ticle included in the simulation. For the cases consid-
ered in section IITA, a FDTD domain of 2000 x 1100
x 1100 nm was used. A conformal mesh of 1 nm was
imposed on the region of 613 x 10 x 10 nm covering the
dipole source and the monitor range, while the outside
mesh was chosen to be auto-nonuniform with a mesh ac-
curacy of 4 (a setting in the Lumerical FDTD Solution).
For the nanosphere cases in section IIIB, the sides of

the FDTD domain for each case considered are set to at
least 20 times the sphere’s diameter. A conformal mesh
was applied to the space containing the nanosphere, with
each side of the cubic space to be 20 nm larger than the
sphere diameter. The grid size was chosen to be 1/400
of the sphere diameter, while the outside grid size was
set to be auto-nonuniform with a mesh accuracy of 4.
For nanorod cases in section IIIC, the FDTD domain
was selected such that each side of the domain was 1 pm
larger than the corresponding side of the rod. The region
between the donor molecule (source) and 5 nm into the
nanorod, as well as between any acceptor molecule (mon-
itor) and 5 nm into the nanorod, has a mesh of 0.2 nm;
while the rest of the nanorod was covered with a mesh
of 1% of the corresponding rod size. Outside these mesh
override regions, the same auto-nonuniform mesh setting
was in effect, with a mesh accuracy of 4.

IlIl. RESULTS AND DISCUSSION

In this section, three different systems are considered,
namely the homogeneous media in section III A, gold
nanospheres in section IITB, and gold nanorods in sec-
tion IIIC. Calculated values of the transition matrix
element M (w,rp,ra) in these different cases will be pre-
sented, and the plasmonic enhancement factor (PEF) will
be analyzed and discussed.

A. Homogeneous media

Here we show that the transition matrix element com-
puted using our method is the same as the analytic solu-
tion from quantum electrodynamics, and we study vari-
ation of the results with respect to numerical parameters
in the theory. We tested eleven cases with different set-
tings, nine of which are in vacuum, one in water, and
one in an arbitrary dielectric medium. For all cases, the
donor in RET was simulated by using an oscillating elec-
tric point dipole polarized in the Z direction at the origin,
while the acceptor was a second electric dipole with equal
magnitude and polarization as the donor, located on the
X-axis and separated from the donor by a distance R
(i.e. rp =(0,0,0) and ro = (R,0,0)). As stated in the
section IIB, the amplitudes of all donor and acceptor
transition dipoles were set to 1 a.u.. Hence, in homoge-
neous media with a constant relative permittivity ¢,., the
transition matrix element in atomic units becomes:

3 JiwR/c' o3 ic'? o
Mzz(w,rp,ra) = — -,
22(w,TD, T) dmege,c’3 (w3R3 w?R? wR)

(15)
where ¢ is the speed of light in the host media, ¢/ =
c¢/\/€r. Since the electric dipole source takes the form of

a pulse signal, the nine vacuum cases were used to con-



TABLE I. Acene molecules and their structures with their Sop — 51 transition dipole moment amplitude in atomic units and

excitation energy in wavelength.

Transition Excitation

Molecule Structure dipole moment
energy (nm)
(a.u.)

Naphthalene 0.75638 275
Anthracene 0.86480 374
Tetracene OOOO 0.91574 491
Pentacene OOOOO 0.94884 630
Hexacene OOOOOO 0.96932 794
Heptacene OOOOOOO 0.97853 989

firm that our approach is robust under different source
wavelengths and pulse lengths, while the water and di-
electric medium cases were used to test the method for
the non-vacuum host media.

For the vacuum cases, we chose three different wave-
lengths (\) as the dipole source oscillation frequency, and
for each wavelength, three different pulse lengths T},sc
were tested. The source time signal pex(t) generated by
the donor molecule is chosen as:

_(t=tg)?
2A¢2

Pex(t) = sin [—w(t —to) + g} e

(16)

where w = 27¢/ ) is the angular frequency of the source,
to is the pulse delay time selected to ensure that the wave
envelope starts after ¢ = 0, and the standard deviation At
defines the width of the Gaussian envelope and is related

to the pulse length by At = Tpyise/ [2 ln(2)} as defined

in the Lumerical FDTD Solution package. To avoid sys-
tematic error, the three wavelengths were chosen to be
300 nm, 491 nm, and 720 nm; with non-uniform inter-
vals. The program default pulse lengths were: 1.98157 fs
for 300 nm source, 3.24365 fs for 491 nm source, and
4.75577 fs for 720 nm source. Although At, and hence
the pulse lengths, were different in each case, they were
scaled so that the number of cycles within each pulse
was the same. The other two pulse lengths tested for
each source wavelength were set to be twice and thrice
the default pulse length, therefore doubling and tripling
the number of cycles within the pulse, respectively. The
source time signals of all nine vacuum cases are shown in
Fig. 1, with the appropriate label for their corresponding
wavelength A and standard deviation At on top of each
graph. The numerical results from FDTD and the corre-
sponding analytical results, are presented in Fig. 2. The

figures show the real and imaginary parts of the tran-
sition matrix element M (w,rp,ra) between donor and
acceptor, as the acceptor moves along the X direction.
As one can see, for each case, the real part of the FDTD
result (solid green) matches that of the analytic solution
(dashed red), and so does the imaginary part (solid cyan
for FDTD and dashed blue for analytic solution). Mean-
while, within each group with the same wavelength, the
results do not change as the pulse length changes. Thus,
we conclude that our numerical method for calculating
M (w,rp,ra) is robust for a variety of source wavelengths
and pulse lengths.

After validation of the vacuum cases, we moved on
to the non-vacuum cases. Setting the source to be
A=491 nm and At=1.948010 fs, we defined the host en-
vironment to be either water with relative permittivity
€,=1.796 or a dielectric medium with €,=5. After per-
forming the same calculations as in the vacuum cases,
we obtained the results shown in Fig. 3. Once again, the
real and imaginary parts from the two methods match
each other, respectively. Furthermore, as expected, one
observes different distance-dependent oscillations of the
real and imaginary parts of M (w,rp,ra) in vacuum, wa-
ter, and €,.=5 dielectric medium. Even though the source
is kept the same, the period of this oscillation is deter-
mined by the exponential term e*“#/¢" in Eq. (15). Since
larger permittivity of the host medium leads to a slower
speed of light in that medium, the power of the exponen-
tial term increases in non-vacuum media, resulting in a
smaller spatial oscillation period of M (w,rp,ra). Note,
however, that even though the real and imaginary parts
of M(w,rp,ra) oscillate with distance, the rate of RET
kp_ a(w) does not. The rate itself will follow R~% in the
near-zone and the R~2 in the far-zone, because kp_a(w)
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FIG. 1.

The source time signals for the nine vacuum cases, labeled with their corresponding wavelength A and standard

deviation At. Figures in the same row have the same wavelength, but different pulse lengths.

is proportional to the absolute square of M(w,rp,ra),
i.e., |M(w, rp, I'A)|2.

To summarize, the proposed computational scheme us-
ing the FDTD method leads to reliable RET rates in ho-
mogeneous media. It is robust under a variety of choices
of source wavelength, pulse length, and permittivity of
the host media. Therefore, it can be confidently applied
to more complex environments, as we shall demonstrate
in the following sections, with examples where RET oc-
curs in the presence of gold nanospheres and nanorods
with different sizes.

B. Gold nanospheres

A total of five gold nanospheres were chosen for this
study, with diameters of 10, 25, 50, 75, and 100 nm. The
setup showing the relative positions of the nanospheres
and the dipoles is presented in Fig. 4(a), where the solid
double-arrow represents the donor molecule with a tran-
sition dipole, while the dashed arrows are the acceptors at
different locations on the particle surface. The donor and
the acceptor, together with the nanospheres, are taken to
be in vacuum . All donor and acceptor molecules were
approximated by point dipoles that were 5 nm from the
surfaces of the nanospheres, regardless of the diameters
of the spheres. This choice was made to avoid potential
charge transfer between molecules and the gold particles
that would be associated with smaller separations. The
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FIG. 2. Comparison between FDTD results and analytic solution for the vacuum cases, labeled with their corresponding
wavelength A and standard deviation At. In each graph, the solid green and cyan lines are the real and imaginary parts of the
FDTD result, respectively; while the dashed red and blue lines are the real and imaginary parts of the analytic solution. The
real parts from the FDTD and analytic solutions match each other, and so do the imaginary parts.

polarization directions of the dipoles were assumed point-
ing radially towards the center of the nanosphere, so as to
mimic molecules in which the transition dipoles are ori-
ented with a similar local geometry at each point on the
surface. A total of 12 positions were examined, mapping
out a semicircle on the particle surface. An angle ¢ can
be defined by the line from the donor point dipole to the
nanosphere center and the line from the acceptor to the
center. These 12 positions were chosen so that the angle
¢ in the figure has an increment of 15° as the acceptor
maps out the semicircle. Please note that even though
12 dashed arrows are shown in the figure and only one
FDTD simulation is needed to calculate the electric field
at all desired positions, only one acceptor is included in

each RET rate calculation.

The normalized absorption spectra for all the spheres
considered are shown in Fig. 4(b). As mentioned in sec-
tion IIB, the wavelength of the absorption maximum
for each nanoparticle was used for the RET calculations.
These wavelengths are: w = 506 nm for the 10 nm and
25 nm spheres, 508 nm for the 50 nm sphere, 511 nm for
the 75 nm sphere, and 515 nm for the 100 nm sphere.
For each nanosphere, the electric field generated from
the donor dipole source was calculated for both cases
with and without the nanosphere present. Setting the
acceptor dipoles with the same amplitude as the donor,
|M (w,rp,ra)|? was obtained for all the desired locations
on the particle surface. The results are shown in the log
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plot in Fig. 4(c), with the PEF results being in (d). Here
the PEFs are the ratios of |[M (w,rp,ra)|? from the cases
with nanosphere and their counterpart from the vacuum
cases. As one can see, the PEF can be enhanced by 2
orders of magnitude in the presence of nanospheres, de-
pending on the positions of the donor and the acceptor
relative to the nanoparticles.

For all cases, maximum enhancement is achieved when
the donor and the acceptor are separated by the en-
tire nanoparticle. This arises because the polarization
direction of the acceptor dipole is completely aligned
with that of the dipolar plasmon resonance of the
nanosphere. Meanwhile, not only does the 100 nm
nanosphere case show the largest enhancement, the val-
ues of |[M(w,rp,ra)|? at positions with ¢ > 115° in the
100 nm case are larger than those in the 50 and 75 nm
vacuum cases. Even though these values are still smaller
than those in the other two vacuum cases, the differences
decrease from 3 or 4 orders of magnitude to within 1 or
2 orders of magnitude, for 25 and 10 nm cases respec-
tively. This demonstrates great potential for the plas-
monic nanospheres to be useful in in RET, as they not
only enhance the transfer rate, but also reduce the long-
range decay of the rate.

It is worth noting that the RET is not always enhanced
by plasmonic effects in the simulations. Fig. 4(d) shows
that the PEFs are mostly less than 1 when ¢ < 30°,
and for the 10 and 25 nm cases, even the 45° posi-
tion has a PEF smaller than 1. This means that the
value of |M(w,rp,ra)|? is suppressed in the presence of
nanospheres compared to that in vacuum. This suppres-
sion arises from interference between the dipole electric
field from the donor and the induced dipole electric field
from the nanosphere when both fields are evaluated at
the acceptor. This is because the donor and acceptor
are in an H-aggregate geometry”® for small ¢ where the
field of the donor points oppositely to the donor direction
when evaluated at the acceptor, while the donor-particle
and particle-acceptor geometries are both J-aggregate in

character, meaning that the induced field is parallel to
the donor dipole when evaluated at the acceptor. As a
result of this interference, smaller | M (w, rp,ra)|? values
are generated. For larger ¢, especially ¢ = 180°, both
the donor-acceptor and donor-particle-acceptor interac-
tions have J-aggregate character and the interaction is
constructive.

C. Gold nanorods

In a similar fashion, PC-RET was probed for gold
nanorods. Here we chose gold nanorods 50 nm in diame-
ter and with lengths such that the aspect ratio (AR) was
1:1, 2:1, 4:1, 6:1, and 8:1, corresponding to rod lengths
of 50 nm, 100 nm, 200 nm, 300 nm, and 400 nm, re-
spectively. As shown in Fig. 5(a), the donor dipole was
placed at the center of one end of the rod, with a 5 nm
distance to the rod surface. Four positions were chosen
for the acceptor, namely one at the center of the opposite
end of the rod from where the donor is located (position
@), and three positioned at 1/4, 1/2, and 3/4 the rod
length from the donor end along the curved surface of the
rod (position D, @, and @). All acceptor positions were
also separated from the particle surface by 5 nm. The po-
larizations of all dipoles were perpendicular to the local
surface. Again, only one FDTD simulation was needed
to obtain the electric field at all acceptor positions, and
only one acceptor position was considered in each RET
rate calculation.

Fig. 5(b) shows the normalized absorption spectra of
the five choices of nanorods with 50 nm diameter and
different aspect ratios. We only focused on rods where
plasmon resonances are in the visible to near-IR region,
corresponding to where the last four molecules in Table I
absorb. Similar to the nanosphere cases, we used the
wavelength of maximum absorption as the frequency of
the dipole source (donor) for each nanorod case to achieve
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FIG. 4. Geometry setup and simulation results for RET near a gold nanosphere. (a) Relative positions of gold nanosphere
and donor-acceptor pair, where the angle ¢ is defined by the line from the donor to the sphere center and the line from the
acceptor to the sphere center; (b) the normalized absorption spectra of the different nanospheres; (c) simulation results showing
|M(w, rp, I'A)|2 versus ¢, with solid lines and the letter “S” representing simulations with the nanospheres, while dashed lines
and the letter “V” representing the same calculations but without the nanospheres; (d) PEF of the RET rate, calculated by
taking the ratio of |M(w,rp,ra)|? from the nanosphere case and from the vacuum case.

a significant enhancement factor. This wavelength corre-
sponds to the dipole mode of the plasmon resonance in
each case, however, other resonance modes can also be
excited by a dipole source with appropriate energy and
enhance the electric field propagating around the parti-
cle. The wavelengths used are: w = 531 nm for the AR
1:1 case, 606 nm for the 2:1 case, 855 nm for the 4:1 case,
1129 for the 6:1 case, and 1405 nm for the 8:1 case. The
results for |[M(w,rp,ra)|? and PEF are shown in Fig. 5
(c) and (d), respectively.

Fig. 5 (d) shows that the maximum PEF 105, corre-
sponding to the 8:1 AR rod and RET to the more distant
acceptor sites (as much as 410 nm donor-acceptor separa-
tion). Similar to the nanosphere cases, the enhancement
is large when the donor and acceptor are at opposite ends
of the nanorod; in other words the acceptor being at po-
sition @. However, the largest enhancement occurs at

position @), even though the polarization of the acceptor
at position @ is parallel to that of the donor and the lon-
gitudinal modes of LSPR. Note that |M(w,rp,ra)|? has
its lowest value at position @) in the vacuum cases, but
this is not true for the nanorod cases. To understand this,
we consider what happens in the electrostatic (near-zone)
limit for the vacuum case. In this case, M (w,rp,ra) be-
comes:

M(I‘D, I‘A)

= %:;3(“3) [(ep -ea) —3(er -ep)(er -ea)].
(17)

In this case, M(rp,ra) is no longer w dependent, and
the exponential term e“®/¢ from Eq. (3) is 1. From
Fig. 5(a), one can see that the acceptor dipoles at po-
sitions D, @), and @ are perpendicular to the donor,
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FIG. 5. Geometry setup and simulation results for RET near a gold nanorod.

(a) Relative positions of gold nanorod and donor-

acceptor pair, the aspect ratio (AR) is calculated by dividing the rod length by the rod diameter; (b) normalized absorption
spectra of the different nanorods; (c) simulation results for |M(w,rp,ra)|?, with solid lines and the letters “R” representing
simulations with nanorods, and dashed lines and letter “V” representing the same calculations but without nanorods; (d) PEF
associated with the RET rate, calculated by taking the ratio of |M(w,rp,ra)|? from the nanorod case and from the vacuum

case.

and hence, the first term (dot product of two dipoles)
in Eq. (17) is zero. The second term depends on the
relative positions of the donor and the acceptor as deter-
mined by the displacement vector er between the two
dipoles. When the acceptor is at positions @ or @), the
angle between the displacement vector and the acceptor
dipole vector is still far from being 90°. Thus, M (rp,ra)
still has noticeable amplitude. However, at position @),
the large distance between the donor and the acceptor
makes the displacement vector much closer to being per-
pendicular to the acceptor. Therefore, the second term
in Eq. (17) is much closer to zero at this point, result-
ing in a very small M(rp,ra) compared to the other
positions. On the other hand, the electric field induced
the donor /nanorod interaction involves propagating plas-
mons on the rod surface that would decay slowly with
distance from the donor for lengths considered in this
figure, providing a very large enhancement factor at po-

sition 3). The slight decrease in enhancement factor at
@ can be understood in terms a loss in propagating plas-
mon intensity at the end of the smooth nanorod, simi-
lar to what was discussed previously with experimental
verification. 9

Of particular significance with respect to the results
in Fig. 5 is that because of the large enhancement, the
values of |M(w,rp,ra)|? at positions @ and @ for all
cases are now one order of magnitude larger than those
in AR 1:1 case, which in vacuum has the largest values
of |M(w,rp,ra)|? because of its shortest length. In fact,
from Fig. 5(c), one can see that |M(w,rp,ra)l? has
comparable amplitude at all positions in each AR case,
and that the values at each position for the different
AR cases only vary by about one order of magnitude,
in contrast to the 3 to 7 orders of magnitude variation
in the vacuum cases. This means that not only do the
nanorods overcome the distance dependent decay of the



RET rate (even more effectively than do nanospheres),
they also have the ability to fill the “minima” (such as
position @) associated with the vacuum case.

IV. CONCLUSIONS

We have presented a general but simple computational
scheme to simulate RET in inhomogeneous absorbing
and dispersive media based on a real-time electrody-
namics approach, termed the time-domain electrodynam-
ics resonance energy transfer (TED-RET) method. The
main result, Eq. (14),

€A -ED(I‘A,W)

M(w, rp, I‘A) =—pn (rA)Mge (rD) pcx(w)

)

can be employed to study RET in the vicinity of any
type of nanostructure (not necessarily plasmonic) as long
as the relative permeability is close to 1, e.g., gold, wa-
ter, silver. For homogeneous media, the numerical re-
sults from the present approach are exactly the same as
those from quantum electrodynamics, and are robust un-
der different numerical settings, including the wavelength
and pulse length of the source time signal generated by
the donor molecule. We demonstrate the usefulness of
the TED-RET approach by examining energy transfer
between molecules in the presence of gold spheres and
rods, and we show that enhancement factors as high as
10% can occur. Furthermore, the calculated transition
matrix elements indicate that the nanoparticles can dra-
matically reduce long-range decay of the RET rate, such
that the transfer rate for over hundreds of nanometers
can be comparable to that over tens of nm. In addi-
tion, factors related to the relative orientations of the
donor and acceptor molecules can be significantly mod-
ified, leading in some cases to reduced RET rates but
in other cases to greatly enhanced rates. Note that this
study does not consider the effect of a dielectric medium
on the transition dipole that leads to enhancement of the
dipole by a local field factor [(e, +2)/3]%.5%93 This extra
factor, which arises in the quantum electrodynamic de-
scription of energy transfer®® when the dielectric medium
is in direct contact with the dipole, is important for the
homogeneous medium example that we considered, but
is not relevant for dipoles in vacuum that are several nm
from gold nanostructures. Indeed, our approach does
correctly incorporates local field effects associated with
nanostructures that are not in direct contact with the
donor and acceptor. Finally, we believe that these re-
sults demonstrate that plasmonic nanoparticles provide
exciting opportunities for RET applications, such as in
light harvesting and sensing.
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