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A B S T R A C T

A continuum-scale modeling approach is developed and employed with three-dimensional finite element
analysis (FEA), for simulating the temperature response of a Ti-6Al-4V, two-layered parallelepiped with
dimensions of 10×5×0.06 mm3 during Laser Powder Bed Fusion (L-PBF), a metals additive manufacturing
(AM) method. The model has been validated using experimental melt pool measurements from the literature
and also accounts for latent heat of fusion and effective, temperature-dependent transport properties. The
discretized temperature, temperature time rate of change (i.e. cooling rate) and temperature gradient are
investigated for various scan strategies and number of lasers, i.e. 1, 2 or 4. The thermal response inherent to
multi-laser PBF (ML-PBF) is investigated. The number of sub-regional areas of the powder bed dedicated to
individual lasers, or ‘islands’, was varied. The average, maximum cooling rate and temperature gradient per
layer, as well as the spatial standard deviation, or uniformity, of such metrics, are presented and their
implications on microstructure characteristics and mechanical traits of Ti-6Al-4V are discussed. Results
demonstrate that increasing the number of lasers will reduce production times, as well as local cooling rates and
residual stress magnitudes; however, the anisotropy of the residual stress field and microstructure may increase
based on the scan strategy employed. In general, scan strategies that employ reduced track lengths oriented
parallel to the part's shortest edge, with islands ‘stacked’ in a unit-row, proved to be most beneficial for L-PBF.

1. Introduction

Additive manufacturing (AM) is an appealing means for generating
complex-shaped, metallic components conformal to specific applica-
tions. A metallic feedstock, typically in the form of powder or wire, is
processed to generate a target volume from the ground-up using solid
model data, directed energy, computer numerical control (CNC) and an
inert or evacuated atmosphere. Many industries, ranging from aero-
space to biomedical, have taken interest in employing AM for produc-
tion of application-tailored components [1,2]; however, before such
parts can be used reliably, their quality and mechanical strength must
be verified and assured [3–5]. By determining ‘feedstock-process-
property-performance’ relationships inherent to a specific material/
feedstock and process, such efforts can be expedited. Since the macro/
microstructure of many metallic AM parts is directly coupled with the
heat transfer experienced during their manufacture, process-property
relationships can be elucidated by observing and quantifying part
temperature and other thermal phenomena during its AM.

Powder Bed Fusion (PBF) is an AM method used for fabricating
metallic (or ceramic) components via directed energy and a pre-

deposited layer (or ‘bed’) of powder feedstock [6]. The energy source
can be in the form of a focused electron beam or laser. When a laser is
used as the energy source, the process is referred to as Laser-PBF (L-
PBF). The localized laser irradiation results in a very high heat flux that
overcomes powder latent heat of fusion, forming a micro-sized pool of
molten material; i.e. the melt pool. As the laser beam moves away from
the irradiated location, the melt pool solidifies very rapidly, forming a
track of solid material. This process is repeated to form multiple tracks
within a single layer based on a user-defined laser scan (or scanning)
strategy. Upon finishing the build, the structure is detached from the
substrate and excess powder is removed. In general, the PBF part will
possess a net shape due to partially melted powder along its surface.
Post-PBF, subtractive machining procedures are often employed for
achieving target surface quality and tolerances.

A schematic of the L-PBF process is shown schematically in Fig. 1.
A moving laser, melt pool, powder bed, part, substrate and a recently
solidified track are depicted, as well as all modes of local heat transfer,
i.e. conduction, convection and thermal radiation. The heat transfer
process is initiated upon the selective laser irradiation of the pre-
deposited powder bed. The solid region in the neighborhood of the melt
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pool is the heat affected zone (HAZ). A portion of the incident energy
delivered from the laser, typically at constant wavelength, is absorbed
and this ratio of energy, or absorptivity, depends on powder surface
properties which are dictated by its phase (solid or liquid), tempera-
ture, cleanliness, oxidization, material type, shape, etc. Absorbed
thermal energy is primarily used for melting the powder by overcoming
its latent heat of fusion. Thermal energy not used for melting is utilized

for sensible heating of the melt pool, surrounding solidified tracks and/
or powder bed [7,8]; evaporation of the melt pool can also occur [9,10].
The non-isothermal melt pool can circulate due to density and surface
tension gradients [11], and local mass transfer is also possible [12].
The high heat fluxes inherent to L-PBF allow parts to experience
localized, extreme temperature gradients near their HAZ and highly-
dynamic, as well as high magnitude, heating/cooling and solidification
rates during their manufacture [9,10]. These temperature gradients
and cooling rates can result in adverse material side effects such as
residual stress or pore/defect formation, respectively [13,14]. Due to
cyclic, laser-induced conduction with previously-deposited layers and
adjacent tracks, the microstructure of the part continues to evolve even
after its initial solidification. Cooling rates are driven by conduction
through the HAZ, as well as heat loss to the process/shielding gas and
enclosure walls via convection and thermal radiation, respectively.

Many free L-PBF (and PBF in general) process parameters exist,
including: laser power, laser heating area, scan speed, inter-layer time
interval, and hatching distance. There are also free design parameters,
such as type of material, laser scanning pattern, build orientation,
powder size, powder distribution and more. Utilization of various
process/design parameter combinations results in a part possessing a
unique spatiotemporal temperature field, or thermal history, during
fabrication. Since thermal history directly affects the microstructure,
residual stress and pore/defect distribution within L-PBF parts, its
quantification allows one to better select process/design parameters for
a desired quality tolerance and microstructure. This is the motive for
understanding process-property relationships inherent to L-PBF.

If an operator aims to minimize the variation in PBF process
parameters throughout a build, quality control is perhaps easiest
achieved by strategically determining optimal scan patterns a priori,
such that adverse thermal effects associated with part size, geometry

Nomenclature

AMCR average maximum cooling rate, °C/s
AMTG average maximum temperature gradient, °C/µm
c specific heat capacity, J/kg K
C heat capacity, J/K
d diameter, m
Fo view factor
G laser heat flux, W/m2

h heat transfer coefficient, W/m2 K
k thermal conductivity, W/m K
Δl layer height thickness, m
L latent heat of fusion, kJ/kg
n normal direction outward to surface
P laser power, W
P number of islands
Pr Prandtl number
q heat flux, W/m2

q heat flux vector, W/m2

R effective laser beam radius, m
Re Reynolds number
SDCR standard deviation of average maximum cooling rate, °C/s
SDTG standard deviation of average maximum temperature

gradient, °C/µm
T temperature, K or °C
Ti,o temperature at previous time step, K or °C
t time, s
ΔtM time elapsed between each layer, s
tstep time step, s
V volume, m3

v laser scanning velocity, m/s
W track length, m

x spatial ordinate, m
y spatial ordinate, m
z spatial ordinate, m

Greek

α total/spectral absorptance
ε emissivity
γ kinematic viscosity, m2/s
Γm mass fraction function
П rectangular function, s
ϕ powder bed porosity
ρ density, kg/m3

σ Stefan-Boltzmann constant, W/m2 K4

τ absorption coefficient, cm−1

θ solid-phase volume fraction

Subscripts

c cooling
conv convection
eff effective
g gas
h heating
l liquid
las laser
mp melt pool
pb powder bed
rad radiation
s solid
surr surroundings

Fig. 1. Schematic of a typical L-PBF process consisting of a single moving laser beam,
powder bed, solidified tracks, part and substrate. The modes of heat transfer in proximity
to the melt pool and HAZ are shown.
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and complexity are minimized. Such scan patterns are at the full
discretion of the part designer/manufacturer and implementable on a
per-layer basis. A part layer can be built on a sub-regional basis, each
with a dedicated scan path, in a specific sequence; or the entire layer
can be built using a single scan path that ‘sweeps’ across the layer in a
single direction. Each sub-region, or ‘island’, can possess its own laser
scan sweep direction. Many possible options exist for island division
per layer and path strategy per island, as well as for the island
formation sequence per layer (i.e. order in which islands are solidified).
Recent work has demonstrated that island scan strategies are effective
in reducing residual stress within PBF parts [15,16].

Due to the locality and speed of fusion during L-PBF, residual stress
formation within the fabricated materials can be high. Various residual
stress distributions within the part can lead to delamination [17], as
well as observable geometric intolerances, such as bowing or warping
[18]. The HAZ temperature field conducive to residual stress formation
is typically characterized by highly-localized, spatial variation in
temperature, i.e. temperature gradients in HAZ, and/or the rapid
temperature time rates of change. For PBF [18–22] residual stress
can be mitigated via proper support structuring at the part/substrate
interface and/or assigning more appropriate laser scan directions per
layer; appropriate scan planning has found to mitigate residual stress
in parts fabricated via Directed Energy Deposition (DED) methods, as
well [23]. Parry et al. demonstrated via thermo-mechanical simulation
that residual stresses in PBF parts are anisotropic due to non-uniform
thermal history and typically increase with longer tracks [21]. Hussein
et al. [24] numerically demonstrated, for the L-PBF of stainless steel
(SS) 316 L, that temperature gradients are highest at the beginning of
each track and subsequently decrease along track length. Nickel et al.
[25] and Cheng et al. [26] demonstrated, via simulation of the PBF
process, that the use of islands with scan paths that vary in direction for
each new layer (i.e. rotating directions) can result in parts possessing
more uniform residual stress distributions.

Kruth et al. [27] experimentally studied the effects of scan direction
on part temperature gradients during L-PBF of Ti-6Al-4V. Shorter scan
vectors, or tracks, were found to result in the part experiencing smaller
temperature gradients and thermal stress. It was also found that
preheating the substrate generally reduces intra-part temperature
gradients during manufacture. In another study, Kruth et al. [28]
fabricated parts with dimensions of 35×15 mm2 from iron-based
powder via four different scan patterns. Two patterns consisted of
the laser moving along the regular X and Y directions; while the other
two scan patterns employed 21 islands, each 5×5 mm2, or 42 islands,
each 2.5×2.5 mm2. The results suggested that samples fabricated using
an island-based scan strategy deformed less relative to samples
fabricated with no sub-regions/islands (i.e. one ‘island’). Nickel et al.
[25] made similar conclusions via finite element methods and numer-
ical simulation.

Thijs et al. [29] studied the effects of scan strategies on the
microstructure of AlSi10Mg and found that part texture can be
controlled by rotating the scanning direction 90 ° between neighboring
islands for a given layer. Lu et al. [30] built 10×10×10 mm3 Inconel
718 parts using L-PBF while employing an island-based scan strategy
consisting of various island sizes. It was found that scan strategies
employing larger islands resulted in parts having higher density, while
microstructure, ultimate tensile strength, and yield strength demon-
strated only a slight dependence on the number of islands employed.
The residual stress within the part was found to increase with island
size. Bo et al. [31] studied the effects of swirl/helix-type scan patterns
on the mechanical response of SS 316 L parts during L-PBF. Parts
fabricated using this scan pattern were found to possess a relatively
rougher surface consisting of ravines between tracks. Part dimensional
accuracy was also found to be less relative to parts fabricated using
unidirectional scan patterns. Li et al. [18] demonstrated that part
distortion in the laser scan direction is lowest relative to other
directions, and that using island scan strategies can result in decreased

deformation of the final part. Bending of the part away from the
substrate, in the height-wise direction, was also reported as the most
prevalent form of distortion for the unidirectional scan strategies
investigated.

Since the typical PBF process employs a relatively small directed
energy area, powder size, and layer thickness, and due to the fact that
many PBF machines takes time to deposit/remove powder for each new
layer (‘coating’ procedure and post-fusion clean-up), today's PBF
process can take multiple hours to complete [32], and this provides a
challenge to manufacturers targeting fast production rates. Further, in
a typical PBF process, each new powder layer is ‘over-sized’ and spans
the entire width and length of the chamber, and this can add significant
time to production of small-sized parts. Hence, in order for the PBF
process to be more attractive for high volume production, in terms of
both component size and quantity, it is of interest to decrease the time
associated with part manufacture. One solution is to employ multiple
directed energy sources; allowing the cross-sectional geometry of the
part to be divided into individual islands each possessing their own
dedicated directed energy source. In this way, parts can be fabricated
by densifying multiple islands in parallel, with each island having its
own scan strategy and build sequence. The directed energy source can
be split (diffracted) or multiple energy sources [33–36] can be utilized.
When multiple lasers are used to accomplish PBF, the process can be
referred to as multi-laser PBF (ML-PBF).

A potential challenge for ML-PBF lies in the fact that using multiple
islands may impact the quality of manufactured parts. As shown for
single-laser PBF, such island strategies can introduce porous/unmelted
regions concentrated between islands [30,37]. In addition, the effective
scan strategies for ML-PBF, and the degree in which such strategies
deviate from those used for single-laser PBF, have not been clearly
identified. Hence, this study aims to elucidate relationships between
scan strategies and mechanical properties of Ti-6Al-4V for both single
and multi-laser PBF for aiding process and product design decisions.
Although the use of multiple lasers during welding and cladding has
been investigated [32,38–41], the effects of ML-PBF on material
properties and residual stress still needs attention.

Since determination of the appropriate scan strategy for ML-PBF
can be challenging, as more free design/process variables are intro-
duced, the problem herein is reduced to synchronous, orthogonal
multi-laser scan strategies. The ML-PBF process is modeled and then
simulated for various scan strategies as to determine effects of laser
number, scan pattern and part size on the spatiotemporal temperature
distribution of Ti–6Al–4 V material during its first few layers of
densification. Titanium alloy is selected for demonstration purposes
only, while the model is applicable to various other materials. Ti-6Al-
4V has commercial appeal in various industries, including chemical
[42] and biomedical [43], and its microstructure is relatively sensitive
to cooling rate [44], allowing it to be a suitable material for considera-
tion herein.

2. Physical model

The transient heat transfer during the L-PBF of metals is complex;
exhibiting dense heat flux transport, inhomogeneous phase change,
short length/time scales, melt pool instability, surface/fluid interac-
tion, microstructural coupling, anisotropic microstructural growth and
more [3,45]. Utilizing a physical model that reduces this complexity
can be advantageous for minimizing computational investment and for
providing general insight into the process-property relationships
inherent to parts fabricated via PBF. One such approach is to model
the heat diffusion in all participating media while neglecting, or
creatively accounting for, secondary/tertiary effects such as melt pool
flow dynamics, powder bed mechanics, powder heterogeneity and
microstructural evolution (i.e. solid-phase transformations). Then,
the melt pool, powder bed and solidified part may be represented as
continua with effective density and transport properties, and this
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approach is adopted herein.
As shown in Fig. 1, all modes of heat transfer, i.e. conduction,

convection and thermal radiation are present during L-PBF. For
modeling purposes, melt pool convection and phase-change can be
accounted for by employing an effective melt pool thermal conductivity
and by estimating the latent heat transfer due to melting. More
advanced solidification phenomena such as solid-phase nucleation,
liquid-solid wetting behavior, pore generation, and more, can be
neglected while understanding that the predicted temperature response
is only an estimation. Such temperature response provides insight to
the process-property relationships for that given material.

For the sake of mathematical formulation, and in an attempt to
formalize scan planning, a simplified ML-PBF process is described.
This particular process involves the manufacture of a rectangular part
with uniform cross-sectional area and single material type; fabricated
using P identical lasers (i.e. same wavelength, intensity profile, etc.),
each operating at the same scan speed and power. Each laser may have
its own scan strategy and, any group of lasers are assumed to not
intersect, operate synchronously (i.e. starting and ending at the same
time) and have time-invariant power and scan speeds. Consistent with
literature to date, the region of the powder bed dedicated to a single
laser scan pattern is referred to as an ‘island’, J. Islands are constrained
to have rectangular shapes distributed along a layer uniformly.

Each layer consists of J≥1 identical islands, and each island may
consist of K≥1 identical sub-islands built sequentially by each island-
dedicated laser. An island is defined as a sub-region dedicated to a
single laser, while a sub-island is defined as a sub-region within an
island dedicated to the same laser; hence, P= J herein. The number of
sub-islands per island follows the rule: K≥J and the number of sub-
islands for each island is assumed constant. Sub-islands may consist of
sub-islands, and so forth, indefinitely; however, these scenarios are not
examined in this study. One may quantify the ‘order’ of island division
on a per layer basis using a ‘level of island planning’ (LIP) metric which
describes the number of lasers and the parallelism of island building. A
LIP of zero order, i.e. LIP-0, indicates that the entire powder bed
functions as a single island and that a single laser is used (i.e. J=K=1), a
LIP-1 indicates sequenced, sub-island scanning for a single laser (i.e. J
=1, K > 1), a LIP-2 indicates ‘all at once’ ML-PBF, in which a layer is
divided into separate islands with 1 sub-island per island (i.e. J > 1,
K=1), finally, a LIP-3 indicates that the powder layer is divided into
islands that consist of sub-islands, to be built in a prescribed sequence,
per island (i.e. J > 1, K > 1). An individual layer may be fabricated on
an island-by-island basis with a single laser, i.e. in-series island
building corresponding to LIP-1 (single laser) or LIP-3 (multi-laser),
or with all islands built at once, i.e. in-parallel island building,
corresponding to LIP-0 (single laser) or LIP-2 (multi-laser). An aerial
view of the ML-PBF domain, for an arbitrary case of P= J = K =4, is
shown schematically in Fig. 2.

The LIP for each layer of powder requires a description of the island
division scheme (IDS), which indicates how sub-islands and islands are
divided. One can impose an IDS with the aid of island border lines as
shown in Fig. 2. Herein, these border lines are constrained to be
collinear with the edges of the part. In addition, a uniform IDS is
employed such that all islands (and sub-islands) have identical area.
The number of lasers used per layer does not necessarily have to equal
the number of lasers available; in general, each laser must be assigned
specific islands for each new layer. For instance, a laser may have a
different angle-of-attack, intensity and/or wavelength more desirable
for a given island in some cases. The laser assignment per layer follows
a matrix JP where each island is labeled.

Each sub-island, consisting of N ≥1 tracks, consists of a scan plan
that dictates laser motion during its fabrication. If the rectangular part
consists of M, equal-LIP layers of height, Δl, then the final part consists
ofM x J x K x N total tracks. Herein, scan plans are constrained to form
tracks collinear with the width (x) and/or length (y) of the layer. Note
that the general direction in which tracks are added (i.e. perpendicular

to tracks) is referred to as the track sweep direction. For in-series PBF,
i.e. LIP-1 and LIP-3, the sub-island sequence or order must be
specified. The employed L-PBF/ML-PBF process then consists of a
per-layer build plan consisting of the: LIP, IDS, laser-to-island assign-
ments and sub-island scan plans.

Absolute temperature, Ti, within bounded ith continuum region,
which may be the solid phase (part), liquid phase, mixed solute phase
(i.e. mushy zone), or powder bed, abides conservation of energy for a
given time, t0, i.e. Eq. (1), during the selective laser irradiation of
arbitrary layer M, i.e.:

ρc
x y z t

t
k x y z t(T)

∂T( , , , )
∂

= ∇ (T) ∇T( , , , )t t
t

t t
t

i i −∆
i

i i −∆ io
o

o
o (1)

where ci is specific heat capacity and ki is continuum thermal
conductivity. The continua distribution/phase during L-PBF is coupled
with the unknown temperature field; therefore, it is evaluated at a
previous time, t0-Δt, and updated based on local temperature, Ti.
Temperature gradients at the boundaries of each continuum region are
assumed differentiable. The x-z and y-z planes of island borders in
contact with the edge of the build chamber are assumed insulated,
while interior island borders are assumed to have zero interfacial
thermal resistance. Note that the process of adding more powder to the
PBF build chamber results in elapsed time, ΔtM, between the final
sinter(s) on layer M−1 and the start of laser scanning on layer M.

The rate of energy delivered by the laser ensemble is either used for
quickly overcoming the latent heat of fusion of powder for melting,
qmelt, or transferred via conduction through the melt pool, qmp, gas-
entrapped powder, qpb, or non-powder solid material (i.e. built part),
qs. Heat exchange also occurs with the surroundings via thermal
radiation, qrad,net, and/or convection, qconv,net. Thermal radiation
between melt pools and neighboring islands is neglected. For a given
time and control surface atop an arbitrary layer, M, atop the Jth island,
the energy balance can be represented as:

q q qq q q q− = + + + +j melt pb s mp conv,net rad,net (2)

where qj is the island surface heat flux due to laser irradiation. With
respect to a growing control volume, Vt(t), that encapsulates the entire
part and powder bed, and by accounting for the phase change heat

Fig. 2. Aerial view of a LIP-3 ML-PBF process for building a single part atop a powder
bed while employing a scan strategy involving four islands (J =4), 4 sub-islands per
island (K =16) and four synchronized lasers (P=4). The island/sub-island borders and
track scan/sweep directions are also shown.
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transfer within the melt pool via an effective specific thermal capaci-
tance, the heat exchange between the total volume and surroundings is
conserved following:

⎛
⎝⎜

⎞
⎠⎟∬ ∭Pq q q A ρ c

x y z t
t

V t− − d ≅ (T) (T)
∂T( , , , )

∂
d ( )

A j V tconv,net rad,net c,pb
( ) i i i i

i
t

c,pb t

(3)

where Ac,pb is the initial, exposed cross-sectional area of the powder
bed.

The laser position relative to the imposed coordinate system, (x, y),
as dictated by the scan strategy/path assigned to each island, XJ(t),
results in a temporal heat flux distribution at the exposed boundary of
each island. The laser power absorbed by the melt pool and surround-
ing powder is assumed to have a Gaussian intensity profile. As a result,
each laser-sourced heat flux penetrates through the melt pool and
powder bed following:

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟X t z α P

R

x x y y

R
zq ( ( ), ) ≅ 2

π
exp −

2[( − ) +( − ) ]
I( )laser j

c c
λ 2

2 2

2
(4)

where αλ is the hemispherical, spectral (at λ=1040 nm) absorptance of
the irradiated, two-phase powder bed region, R is the effective laser
beam radius at which intensity reduces to the constant 1/e2, and (xc,
yc) is the laser spot center location [46]. The absorptance correspond-
ing to irradiation of the melt pool is assumed to be temperature
independent and near-equal to that of the solid part and powder during
the heating and cooling processes [47,48], i.e.: αλ ≅αpb ≅αmp ≅αs. Laser
energy is assumed to transmit through the melt pool and adjoining
powder via Beer-Lambert attenuation [49], I(z), i.e.:

z τ z M lI( ) = exp(− ( + Δ ))λ (5)

where τλ is the absorption coefficient of the irradiated region.
During L-PBF, temperature variation within the powder bed and

part drives non-uniform conduction of various, local magnitude and
direction through various continua. Due to the ultra-high heat flux
delivered by each laser, significant temperature gradients exist due to
thermal spreading resistance [50] in vicinity of the superheated melt
pool, i.e. within the powder bed, previous layers, neighboring tracks
and substrate. Via Fourier's law, these temperature gradients, com-
bined with an effective thermal conductivity, define a local heat flux
vector within the powder bed, qpb,i, superheated melt pool, qmp,i, and
surrounding (non-powder) solid media, qs,i, i.e.:

q k T= − ∇
Tpb,i pb pb

pb,i (6)

q k T= − ∇
Tmp,i mp mp
mp,i (7)

q k T= − ∇Ts,i s ss,i (8)

The effective thermal conductivity of the powder bed, kpb, is
calculated for a given Tpb,i using [51]:

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎧
⎨⎪

⎩⎪

⎡

⎣
⎢⎢⎢

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎤

⎦
⎥⎥⎥

⎫
⎬⎪
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k
k

ϕ
ϕk
k
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k
k
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= (1− 1− ) 1+ + 1− 2

1−

1

1−
ln −1 +k

k

k

k

pb

g

r

g

s

g

r

gg

s

g

s (9)

where kg is the thermal conductivity of the entrapped gas (e.g. argon),
and ϕ is the porosity of the powder bed, i.e.:

ϕ
ρ ρ

ρ
=

−s p

s (10)

The effective thermal conductivity of the irradiated powder, kr,
which depends on thermal radiation exchange between neighboring
particles and the powder distribution/size [51], is found using:

k F σ d
εσ d

ε
=4 T =

4 T
1 − 0. 132i o

i o
r T 0 ,

3
p

,
3

p

i o, (11)

where Fo is the radiation view factor, σ is the Stefan-Boltzmann
constant, dp is the mean powder diameter and ε is the constant
emissivity for a typical, spherical powder arrangement [51]. The
effective thermal conductivity of the melt pool, kmp, is estimated using:

k θ k θk= (1− ) +mp T l,eff s Tmp,i mp,i (12)

where θ is the solid-phase volume fraction during melt pool formation;
varying between 0 and 1, i.e.:

θ
V

V V
V

V
=

+
=s

s l

s

mp (13)

and kl,eff is an effective, temperature-independent liquid thermal
conductivity that accounts for heat transfer due to Marangoni and
natural convection within the superheated melt pool [52,53].
Evaporation heat transfer within the melt pool is neglected herein.

Each continuum is assigned its own temperature-dependent spe-
cific thermal capacitance, ci, relating heat flux to temperature rise. For
the case of the melt pool, which is a mixed-phase alloy, an effective
specific thermal capacitance, cmp,eff, is defined for relating heat flux to
both temperature rise and phase change. The effective melt pool
specific thermal capacitance considers melt pool regions exceeding
sintering temperature, Ts, and below melting temperature, Tm, found
using:

ρ c θ ρ c θρc ρ c= [(1− ) + ] +l l smp mp,eff T s mp L
Tmp,i

mp,i (14)

where melt pool density, ρmp, is found using:

ρ θ ρ θρ= (1− ) +mp
T

l T s T
mp,i

mp,i mp,i
(15)

and the effective latent heat capacity is approximated by:

c L
d θ

dT
=

Γ ( )
L T

m
mp,i (16)

where Γm is the mass fraction function defined as:

θ ρ θρ
θρ θ ρ

Γ = 1
2

(1− ) −
+(1− )m

l s

s l (17)

Note that the mass fraction function equals −0.5 before phase
change and 0.5 afterwards. Total thermal energy released during phase
transformation, between solid and liquid, is then:

∫L C dT=T L T mpi omp,i , (18)

The specific thermal capacitance of the powder bed is found using:

c c= (1 − ∅)pb T s Tpb,i pb,i (19)

where cs is the specific thermal capacitance of the solid phase material.
Heat transfer via convection and thermal radiation, between

exposed continua and surroundings, is estimated by assuming that
exposed portions of the powder bed and part possess an average
temperature, Tpb, for the Mth layer, and that the shielding gas and
chamber walls are at a uniform, constant temperature, T∞, i.e., for
convection:

q h T T= ( − )conv,net pb ∞ (20)

with:

∬T
A

x y m l t A= 1 T( , ,− ∆ , )dpb
c,pb

i c,pb
(21)

where all fluid properties are evaluated using a film
temperature,T T T= ( + )/2f pb ∞ . Convection between the exposed powder
bed and chamber gas is assumed uniform and forced with a total heat
transfer coefficient, h ; depending on chamber gas speed (near surface),
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u∞, and inert gas properties [54], i.e.:

[ ]h
k
W

≅
0. 6774Re Pr

1+( )

g L
1/2 1/3

Pr
0 . 0207 (22)

with

u W
γ

Re =
T

L
∞

g
f (23)

where γg is the gas kinematic viscosity, ReL is the gas Reynolds number,
Pr is the gas Prandtl number and W is the width of the powder bed (i.e.
along Y direction). Thermal radiation between the exposed powder bed
area and surrounding chamber walls is calculated using:

q σε T T= ( − )rad,net pb pb
4

∞
4

(24)

where εpb is the average powder bed thermal emissivity.

3. Numerical methodology and validation

3.1. Numerical methodology

The spatiotemporal temperature field encompassing the substrate,
powder bed, solidified part and melt pool was estimated by discretizing
and numerically solving Eq. (1) via finite difference. Since the L-PBF
process consists of phase change and energy transport occurring at
relatively fine spatial and temporal scales, e.g. micrometers and
microseconds, respectively, highly resolved discretization of the energy
equation was sought. A 3072 core cluster setup was utilized to expedite
the simulation process while maintaining a fair level of accuracy.
Simulations were performed using the commercially- available soft-
ware COMSOL Multiphysics® 5.1 in conjunction with custom coding
scripts.

For all simulations, a tetrahedral meshing scheme consisting of
uniform grid spacing with respect to the Z-direction was employed for
discretization of the continuum powder bed, part and substrate. As
shown schematically in Fig. 3, a mesh with finer spatial resolution was
employed for all layers of the powder bed inspected; while a mesh with
less spatial resolution was imposed for the substrate. Finer, intra-layer
meshes typically consisted of cells with length approximately ~33%
that of the laser diameter and a volume of approximately 230,000 µm3;
while coarser, intra-substrate meshes consisted of cells with 200%
larger volumes. Deposition and spreading of powder atop the substrate
and previously-processed layers was simulated by allowing finite time
to pass between the last sinter and first sinter of the next layer (10 s).

Fresh powder, with an initial temperature of T∞, was assumed to be
added instantaneously after the inter-deposit time elapsed. The new
powder layer, as well as all previous layers and solid media (including
substrate), were then subsequently meshed. An ‘active cell’method was
employed [55]; meaning, a new layer was activated as needed during
simulation. Time was discretized into equal time steps of Δt = 600 μs.

Eq. (1) was solved for the discretized temperature distribution
along the current layer and previous layer (or substrate) in response to
the L-PBF of a multi-track/two-layer parallelepiped. Elements exposed
to a laser beam were assigned a heat flux distribution and such
elements were determined at each time step based on assigned scan
paths. Properties of each element were assigned based on its con-
tinuum type as governed by element temperature for time, t0, i.e.:

⎧
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⎩
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Since the local temperature gradient consists of three spatial
components, i.e. parallel-to-track (X), perpendicular-to-track (Y) and
normal-with-substrate (Z) directions, the magnitude of local tempera-
ture gradients was calculated herein. The magnitude of the tempera-
ture gradient (for a given time) between neighboring elements sepa-
rated by <Δx, Δy, Δz > was estimated using a second-order central
difference, i.e.:

T∇ ≅ , ,T x x y z T x x y z
x

T x y y z T x y y z
y

T x y z z T x y z z
z

( + ∆ , , ) − ( − ∆ , , )
2 ∆

( , + ∆ , ) − ( , − ∆ , )
2 ∆

( , , + ∆ ) − ( , , − ∆ )
2 ∆

(27)

The local temperature time rate of change, i.e. the heating or
cooling rate at a given point, was estimated using:

T
t

T t t T t
t

∂
∂

≅
( +∆ ) − ( )

∆
i i i

(28)

3.2. Validation

The numerical model was validated by first simulating the ther-
mally-monitored (via CCD camera) L-PBF process described by

Fig. 3. Schematic of the meshing scheme used for numerical simulation with a layer of powder, substrate and unidirectional, length-wise scan pattern shown: (a) isometric and (b) aerial
perspectives.
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Yadroitsev et al. [56]. This study is of particular interest since it reports
a representative Ti-6Al-4V melt pool temperature for various laser
powers during typical L-PBF conditions. The system employed a ϕ
=70 µm ytterbium fibre laser at 1075 nm wavelength with a Gaussian
intensity profile. The substrate and the powder material were both Ti-
6Al-4V. The substrate, which was not temperature controlled (i.e. not
pre-heated), was assumed to possess dimensions of 100×100×10 mm3.
For a temperature measurement of 1873 K, the maximum error was
reported as ± 25 K.

Temperature-dependent properties of solid and liquid Ti-6Al-4V
[57] were employed and are shown as functions of temperature in
Fig. 4. An effective melt pool liquid thermal conductivity between 25–
45 W/m K [58] and a liquid/solid Ti–6Al–4 V absorptance of 0.25 [59]
were assumed. Since the temperature gradient across the melt pool
results in both density and surface tension variation that drives natural
and Marangoni-type flows, respectively, the melt pool effective thermal
conductivity should be higher, i.e. kl,eff > kl, due to convection effects.
Since the fluid motion of the melt pool was not analyzed, and since an
accurate melt pool thermal conductivity is currently unknown, it is
assumed that kl,eff ≈ kl. The temperature-dependent properties of argon
were taken from [60].

The powder bed porosity was assumed to be 0.4 – typical of many
L-PBF systems [21]. Laser power was varied between 20 W, 30 W or
50 W, while maintaining a scan speed of 100 mm/s. The L-PBF argon
shielding gas flow rate was assumed to be 167 cm3/s [7], providing a
powder bed Reynolds number < 5E5 and therefore laminar flow
conditions along the majority of the exposed powder bed surface.
The characteristic heat transfer coefficient was found to be approxi-
mately 12.7 W/m2 K. The initial temperature of the Ti–6Al–4 V
powder bed and substrate was assumed to be 20 °C. The phase fraction
of each cell, at each time step, was determined based on its relative
location to the laser and its local temperature; thereupon, appropriate
properties were assigned following the aforementioned procedures in
Section 2. Details of the L-PBF process/design/system parameters
employed by [56] and by the simulation herein are reported in Table 1.

The maximum melt pool temperature during L-PBF of a single
track of Ti-6Al-4V, as predicted from the simulation, for laser powers of
20, 30 and 50 W, are compared with the maximum melt pool
temperature measured experimentally by Yadroitsev et al. [56] in
Table 2. It may be seen that the absolute relative error is less than 50 °C
for the investigated calibration temperature of 1600 °C; being within
the margin of error of the CCD ( ± 25 °C). The error between experi-
mental and simulation results is found to not be strongly dependent on
laser power.

The sensitivity of peak temperature to the layer-wise mesh size/
resolution employed was inspected to ensure mesh-independent solu-
tions. Following the approach detailed in Section 3.1, three mesh sizes,
consisting of global maximum element sizes either 10% (Mesh #1),
33% (Mesh #2) or 100% (Mesh #3) of the laser diameter, were
inspected. Laser power and speed was set at 50 W and 500 mm/s,
respectively. The time interval was held constant at Δt = 500 μs,

resulting in each laser moving 250 µm between each time step during
simulation. The densification of a single, 10-mm-long track of Ti-6Al-
4V powder material was simulated using parameters provided in
Table 1. The difference between peak temperatures extracted from a
point at the middle of the track was evaluated for different mesh sizes.
This exercise demonstrated that track peak temperatures varied less
than ~3% when using Mesh #3, and less than ~1% when using either
Mesh #1 or Mesh #2. Therefore, in order to achieve sufficient solution
accuracy with reasonable computational cost, spatial resolution asso-
ciated with Mesh #2 was deemed sufficient as this particular study
focuses more on relative differences in temperature for various build
strategies and number of lasers. It should be noted that time was
consistently discretized into equal time steps of Δt = 500 μs. Any
solution-dependence on time discretization will increase as the laser
speed increases.

Fig. 4. Physical properties of solid- and liquid-phase Ti-6Al-4V versus temperature: (a) density (b) heat capacity and (c) thermal conductivity [57].

Table 1
Parameters used for simulating the single-track L-PBF of Ti–6Al–4V as reported by
Yadroitsev et al. [56].

Substrate material Ti−6Al-4V [56]
Substrate size 10×10×1 cm3

Powder description Gas-atomized, air-dried [56]
Mean particle diameter 16.6 µm [56]
Powder layer thickness 50 µm [56]
Powder bed porosity 0.4
Laser spot diameter 70 µm [56]
Laser power 20 – 50 W [56]
Laser wavelength 1075 nm [56]
Scan speed 100 mm/s [56]
Powder bed absorptance 0.25 [59]
Absorption coefficient 106 cm−1 [49]
Emissivity 0.35 [51]
Melt pool liquid thermal conductivity 25 – 45 W/m K [56]
Shielding gas type Argon [56]
Shielding gas temperature 20 °C
Shielding gas flow rate 167 cm3/s
Chamber wall temperature 20 °C
Substrate temperature 20 °C
Convection heat transfer coefficient 12.7 W/m2 K

Table 2
Experimentally-measured [56] and simulated maximum Ti-6Al-4V melt pool tempera-
tures during single-track L-PBF for different laser powers at a scan speed of 100 mm/s.

Laser power (W) References Temperature (°C)

20 Experimental [56] 1650
Simulation 1670

30 Experimental [56] 2050
Simulation 2080

50 Experimental [56] 2340
Simulation 2350
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3.3. Simulations

The validated numerical model was used for simulating the ML-
PBF of a Ti–6Al–4 V parallelepiped structure with dimensions of
10×5×0.06 mm3 built using multiple tracks and consisting of two total
layers. To present mechanically-relevant results, the parameters asso-
ciated with the L-PBF process reported by Vilaro et al. [61], and
summarized in Table 3, were utilized since they were proven effective
in producing fully-dense Ti–6Al–4 V material. This particular study
focused on fabricating tensile specimens via a Trumpf LF250 L-PBF
system and no thermal monitoring was performed. As necessary, the
validated numerical model employed parameters and constants (see
Table 3) discussed earlier in Section 3.2; e.g. the melt pool liquid
thermal conductivity, powder bed porosity, etc.

Using the parameters in Table 3, the L-PBF of an individual, two-
layered parallelepiped was simulated for various laser numbers and
scan strategies. Scan strategies were selected as to reduce overexposure
of regions near island border lines; as some synchronous, multi-laser
scan strategies can result in instances where all lasers are in close
proximity thus affecting prediction accuracy. The number of islands
and sub-islands were varied while track sweeping directions (i.e. X+ or
Y+ directions) were held constant for all islands/sub-islands employed.
The scan strategy was repeated for the first and second layers in all
simulations conducted. In total, 13 different simulations, i.e. S1-S13,
were performed, with S1-S5 employing a Y+ track sweep direction, S6-
S10 employing a X+ track sweep direction and S11-S13 employing
‘mixed’ X+/Y+/X-/Y- track sweep directions.

Islands and sub-islands were built using a quadrant-, halves- or
fourths-style IDS. For the quadrant division scheme, the part (or
island) was divided into four equally-sized islands (or sub-islands) with
division lines intersecting at the center of the part (or island). The
sequence in which quadrants were built varied with number of lasers
used. For P=1, the top-left quadrant, i.e. Q1, was fabricated and the
next island manufactured was selected in a clockwise (cw) fashion, with
the bottom-left quadrant being Q4, as shown in Fig. 5. The ‘fourths’
island division scheme allowed islands to be positioned adjacent to
each other in a single row with X-parallel or Y-parallel division lines,
while the ‘halves’ division scheme allowed for two islands formed by a
Y-parallel division line. The part was also fabricated using no division
scheme, i.e. a ‘full’ or ‘single’ island division. Fig. 5 illustrates the
various scan patterns (SPs) investigated for: P=1, P=2, P=4; referred to
now as SP-A, SP-B, and so forth, until SP-H, corresponding to
Fig. 5(a)–(h), respectively. The various simulations performed with
respect to the investigated scan patterns and division schemes/

sequences are summarized in Table 4. The various scan patterns
investigated are shown schematically in Fig. 5.

Simulation S1 employed SP-A and a single laser dedicated to a
single island (i.e. LIP-0) with laser tracks swept parallel to the part's
shortest edge in the Y+ direction. Simulation S2 employed the
quadrant IDS and scan pattern SP-C while using a single laser swept
in the Y+ direction for the in-series building of 4 sub-islands in the
following clockwise sequence: Q1, Q2, Q3 and then Q4. Here, Q1-Q4
are the names of sub-islands as shown in Fig. 5. Simulation S4 is
similar to S2 except that 4 lasers were used for in-parallel building of
islands Q1-Q4 (i.e. LIP-2). Simulation S3, being a LIP-3 build plan,
employed the halves IDS and scan pattern SP-C while using 2 lasers
swept in the Y+ direction for the in-series building of 2 sub-islands per
island in the following sequence: Q1 then Q4 in-parallel to Q2 then Q3.
Simulation S5 employed the fourths IDS and scan pattern SP-F while
using 4 lasers swept in the Y+ direction for the in-parallel building of 4
islands. Simulations S6-S10 followed the strategies detailed by S1-S5,
respectively, except that scan patterns SP-B (for S6), SP-D (for S7-S9)
and SP-G (for S10) were employed along with a X+ track sweep
directions. Simulations S11-S13 employed the quadrant IDS and tracks
with mixed sweep directions. Simulation S11 employed a single laser
and scan pattern SP-E for the in-series building of 4 sub-islands in the
Q1-Q4 sequence (LIP-1). Simulation S12 employed 4 lasers and scan
pattern SP-E for the in-parallel building of 4 islands (LIP-2). Finally,
S13 employed 4 lasers and scan pattern SP-H for the in-series building
of 4 sub-islands per island; all sub-islands were built in the Q1-Q4
sequence (LIP-3).

Sixteen points, i.e. P1-P16, were imposed along each layer for
extracting local temperatures, cooling rates and temperature gradients
during simulations S1-S13. Each ‘extraction point’ was centered within
a sixteenth of the parallelepiped volume as illustrated in Fig. 6. These
temperature measurement/exaction points enabled a means to inves-
tigate local, transient behavior of the powder bed/part temperature
distribution.

The real-time distances between lasers dedicated to Q2-Q4 relative
to Q1 for S12 and S4 are shown in Fig. 7. This relative motion of island
scan paths allows another means to understand measured thermal
phenomena. For instance, it may be seen that the distance remains
constant with time for S4 and S9 in which unidirectional island sweep
directions are used, while it oscillates with time for S12, in which each
island has a different laser track sweep direction. A constant or
oscillating relative laser position during LIP > 2 will affect the layer
thermal response. Local temperatures will increase when lasers ap-
proach each other and their relative distance decreases. By keeping the
laser distance constant between regions, the thermal response will be
more homogenous.

4. Results and discussion

4.1. Temperature of melt pool and heat affected zone

The melt pool and HAZ temperature distributions, halfway through
building the first layer, for S1, S4 and S5 are shown in Fig. 8(a) – (c),
respectively; while a magnified view of a representative melt pool
corresponding to S1 is provided in Fig. 8(a). The representative melt
pool is found to be semi-circular with a maximum temperature zone
possessing a diameter near that of the laser. The HAZ possesses a
thermal ‘wake’ that follows behind the melt pool. Each laser produces
identical melt pools and HAZs. As shown in Fig. 8, increasing the
number of lasers increases the temperature of the powder bed and local
HAZs since the area corresponding to elevated temperatures for a layer,
or total HAZ, during its manufacture also increases. During ML-PBF,
the powder bed receives more energy in less time and track lengths
become shorter due to in-parallel island building; thus, thermal energy
has less time to diffuse in between tracks, and local temperatures can
increase. This elevated powder bed temperature can prove important

Table 3
Parameters used for simulating the L-PBF and ML-PBF of a Ti–6Al–4V parallelepiped
based on those reported by Vilaro et al. [61].

System Trumpf LF250 [61]
Substrate material Ti−6Al-4V [61]
Substrate size 10×10×1 cm3

Powder description Gas-atomized, air-dried [61]
Mean particle diameter 35 µm [61]
Powder layer thickness 30 µm [61]
Powder bed porosity 0.4
Hatch spacing 200 µm [61]
Laser spot diameter 220 µm [61]
Laser power 200 W [61]
Scan speed 500 mm/s [61]
Powder bed absorptance 0.25 [59]
Absorption coefficient 106 cm−1 [49]
Emissivity 0.35
Melt pool thermal conductivity 25 – 45 W/m K [58]
Shielding gas type Argon
Shielding gas flow rate 167 cm3/s
Shielding gas temperature 20 °C
Chamber wall temperature 20 °C
Convection heat transfer coefficient 12.7 W/m2 K
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when calibrating instrumentation to monitor the IR signature of the
powder bed. Powder recyclability for use with ML-PBF will most likely
be different from that corresponding to single-laser PBF, since

surrounding powder bed temperature is slightly more elevated in
general; especially for cases in which track lengths are shorter.

For the inspected scan strategies (i.e. S1-S13), material and part
geometry, it was found that the number of lasers, and thus the number
of HAZs, has little effect on melt pool temperature and morphology
during the majority of the build. This is primarily due to the locality of
directed laser energy, and the fact that the HAZ is very small relative to
the remainder of the powder bed and substrate, which contains a
relatively high thermal capacitance. A significant portion of the energy
delivered to the powder bed is used for melting and superheating the
melt pool; thus, initially hotter powder bed regions do not necessarily
translate to hotter melt pools. Initially-hotter powder beds can impact,
although slightly, the wetting behavior of the melt pool, local heating
rates, HAZ cooling rates, and more; thus ML-PBF of relatively small
parts may result in such parts possessing different microstructures
than those fabricated using the same process parameters via tradi-
tional, single-laser PBF. If the size of the powder bed and/or part were
reduced, or if a more convergent scan pattern were employed (i.e. laser
relative distances decrease), so that HAZs would be closer to each other
more often, then the melt pool shape should be more influenced. The
thermal conductivity of the powder bed is very small relative to that of
the solidified tracks/part. As a result, the heat transfer through the un-

Fig. 5. Schematic of scan patterns used for simulations: (a) SP-A, (b) SP-B, (c) SP-C, (d) SP-D, (e) SP-E, (f) SP-F, (g) SP-G, (h) SP-H; Q1-Q4 refer to sub-islands/islands.

Table 4
Simulations performed for the single- and multi-laser PBF of the 2-layered Ti-6Al-4V parallelepiped.

Sim. # Scan pattern # islands (or
lasers)

# sub-islands per
island

LIP IDS Sub-island
sequence

Track sweep direction (track scan
direction)

S1 SP-A 1 1 0 Full N/A Y+ (X+)
S2 SP-C 1 4 1 Quadrant Q1, Q2, Q3, Q4 Y+ (X+)
S3 SP-C 2 2 3 Halves (X) (Q1, Q4), (Q2, Q3) Y+ (X+)
S4 SP-C 4 1 2 Quadrant N/A Y+ (X+)
S5 SP-F 4 1 2 Fourths (X) N/A Y+ (X+)
S6 SP-B 1 1 0 Full N/A X+ (Y+)
S7 SP-D 1 4 1 Quadrant Q1, Q2, Q3, Q4 X+ (Y+)
S8 SP-D 2 2 3 Halves (Y) (Q1, Q4), (Q2, Q3) X+ (Y+)
S9 SP-D 4 1 2 Quadrant N/A X+ (Y+)
S10 SP-G 4 1 2 Fourths (Y) N/A X+ (Y+)
S11 SP-E 1 4 1 Quadrant Q1, Q2, Q3, Q4 Y+(X+), X+(Y+), Y-(X-), X-(Y-)
S12 SP-E 4 1 2 Quadrant N/A Y+(X+), X+(Y+), Y-(X-), X-(Y-)
S13 SP-H 4 4 3 Quadrant Q1, Q2, Q3, Q4 Y+(X+), X+(Y+), Y-(X-), X-(Y-)

Fig. 6. Schematic of the sixteen measurement locations P1-P16 used to record
temperature, temperature gradient and time rate of change.

M. Masoomi et al. International Journal of Machine Tools & Manufacture 118–119 (2017) 73–90

81



melted powder bed is less and melt pool asymmetry exists, as shown in
Fig. 8(a). The HAZ temperature is more distributed along the solidified
region as opposed to the neighboring powder bed region. All islands
receive the same heat flux during processing; thus, only minor
differences in peak temperatures, i.e. ± 50 °C, were observed at
locations P1-P16 during S1-S13. As expected, the amount of time
invested per layer decreases with the addition of each new laser.

The simulated melt pool temperatures were found to possess local
extremes around ~2850 °C, located near the center of the penetrating
laser beam, as evidenced in Fig. 8. This temperature is significantly
higher, by ~1000 °C, than the liquidus temperature of Ti-6Al-4V,
indicating a high level of superheat (~50%). Such a superheated melt
pool should consist of density and surface tension gradients, and thus
free convective and Marangoni-type currents should exist, respectively,
within and along the surface of the melt pool. Due to this flow, alloy
solutes will be transported and rearranged within a matter of micro-
seconds; in addition, contaminants and inert gas may be trapped
within the dynamic melt pool. The superheated melt pool is more prone
to unstable morphologies, splashing and more [11,62], which can lead
to improper fusion and/or pore formation at intermittent locations
along a track [63–65]. At these elevated liquid temperatures, amounts
of the Ti-6Al-4V alloy powder may vaporize and vapor recoil can occur

[62,66]. Note that the predicted peak temperatures should be slightly
less due to the melt pool convective transport not being accounted for
through use of an accurate effective thermal conductivity. Vapor recoil,
natural convection eddies, Marangoni convection and instability, all
contribute to the melt pool effective thermal conductivity, and thus,
should be considered for more accurate temperature predictions.

Peak temperatures experienced along the first layer of the Ti-6Al-
4V parallelepiped during fabrication of its second layer (layer imme-
diately above the first layer) were found to vary between 1700 °C and
1800 °C for all simulations performed. Since the maximum melting
temperature of Ti-6Al-4V is ~1660 °C, portions of the first layer will re-
melt while the next layer is fabricated. These remelting temperatures
will influence fusion behavior of the layer set atop of it, while the
solidification behavior of the remelted layer will be influenced by the
cooling rates along the new layer. The temperature potential between
the new and remelted layer will support residual stress formation upon
final fusion. Note that peak temperatures experienced during fabrica-
tion of the first and second layers were found to be similar, indicating
that melt pool peak temperature may be near independent of layer
number for layers near substrate.

The melt pool temperature as predicted from continua-based FEM
provides an indirect means to assess conditions conducive for pore

Fig. 7. Relative distance vs. time during S12 between Q1 and (a) Q2, (b) Q3, and (c) Q4; Relative distance vs. time during S4 between Q1 and (d) Q2, (e) Q3, and (f) Q4.

Fig. 8. Temperature response (in °C, with legend shown on right) of powder/part/substrate during L-PBF of first layer for (a) S1, (b) S4 and (c) S5.

M. Masoomi et al. International Journal of Machine Tools & Manufacture 118–119 (2017) 73–90

82



formation, lack of fusion and vaporization. Per use of parameters/
conditions reported by Vilaro et al. [61], the simulation results indicate
a relatively hot, scan/layer-independent melt pool in excess of 1000 °C
its liquidus. These conditions may be conducive for melt pool instabil-
ity, which can then promote mechanisms for pore formation and lack of
fusion. The existence of pores within AM Ti-6Al-4V has proven
detrimental to its fatigue behavior, as they serve as stress risers and
crack initiation sites [5,67–70]. Any lack of fusion is typically aligned
perpendicular to the part build direction (in this case, z), and this
introduces a high degree of mechanical anisotropy [4,71]. Hence,
control of melt pool temperature may prove beneficial in reducing
pore formation; however, the melt pool temperature must remain
sufficiently high as to guarantee effective layer-to-layer fusion. Scan
planning for ML-PBF should be cognizant of relative distance between
melt pools as to ensure that any elevated powder bed temperatures do
not drastically affect melt pool wetting behavior, as this can lead to
regions of unique microstructure.

4.2. Cooling rates

Local cooling rates are important to quantify, and to design for, as
they drive microstructure formation and evolution immediately upon
the solidification of the melt pool. To estimate the effect of scan strategy
and number of lasers on cooling rates during PBF, an average of all
maximum cooling rates extracted at points P1-P16 for each Mth layer,
i.e. AMCRM, was determined for all simulations using:
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The uniformity in AMCR, and thus cooling rates, across a layer can
influence the homogeneity of the final microstructure of the as-printed
part. To quantify this uniformity, a standard deviation of local,
maximum cooling rates for a given layer, i.e. the SDCRM, was found
using:
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The AMCRs and SDCRs corresponding to S1-S13 for the first and
second layers are shown graphically in Fig. 9. It may be seen that, in
general, AMCR1 > AMCR2, for all scan strategies investigated due
primarily to the heat capacitance of the substrate in which the first
layer of powder is initially deposited and sintered. The second layer of
powder cools off less quickly (by ~80%) since the thermal resistance of
the first layer of solidified material decreases the heat transfer rate
from the HAZ to the substrate. The AMCR for all simulations
investigated is on-the-order of 106 °C/s (or ~1 °C/µs). The trends in
AMCR were found to be similar for both layers investigated; however,
the SDCR trends were not consistent for both layers. Note that
although the first layers are typically sacrificial upon completion of
PBF, their thermal response are of interest to ensure quality support
structures for the non-sacrificial layers of the final part. The maximum
cooling rate extracted from each point, P1-P16, along with its AMCR
and SDCR, for the first and second layers, are provided in the Appendix
A as Tables A1 and A2, respectively.

Fig. 9 indicates that as the number of lasers increases, the AMCR
generally decreases, since the amount of energy delivered to the
powder bed and part increases regional temperatures (i.e. pre-heat).
Higher cooling rates were achievable using the LIP-0, single-laser PBF
process with tracks parallel to the part's longest edge and swept in the Y
+ direction. Lower cooling rates were achieved using the S9, S10 and
S13 strategies – which all employed 4 lasers and LIP > 1. As track
lengths were reduced via island division and/or sweeping tracks along
the longest edge of the part (with tracks parallel to the shortest edge),
the cooling rates generally decreased. Introduction of more islands

and/or lasers generally decreases maximum cooling rates. Comparing
S4, S9 and S12, which all employ the quadrant IDS and 4 lasers, but
consist of different track sweep directions, i.e. Y+, X+ and mixed,
respectively, it is evident that the cooling rate decreases when tracks
are swept along the part's longest edge.

The relative distance between melt pools during layer fabrication
may not have a significant effect on maximum cooling rates. As shown
in Fig. 7, S12 provides for time-varying relative distances between
island melt pools, while for S4, the melt pools maintain a constant
distance relative to each other; however, in both cases, the AMCRs are
similar. Although the AMCR may be more independent of relative melt
pool motion (at least for the scan patterns investigated herein), the
cooling rates experienced during S12 are less homogeneous over the
layer as evidenced by its higher SDCR. Employing a mixed sweeping
strategy, in general, will increase the SDCR of a layer. Per Tables A1
and A2, cooling rates are generally highest at the start of a track and
decrease along the track length due to heat accumulation effects.

The effect of IDS on layer cooling rates is best evidenced by
comparing S4 and S5 with S9 and S10. Although the ‘quadrant’ and
‘fourths’ division schemes provide for similar AMCRs, the SDCRs are
significantly different. For both the X+ and Y+ track sweeping
directions, the fourths IDS can reduce the SDCR by approximately
50% relative to the quadrant IDS. This indicates that more homo-
geneous microstructures are obtained by employing IDSs consisting of
islands aligned successively next to each other, in a single row and with
border lines parallel to track scan directions, as opposed to IDSs
consisting of islands ‘split’ by intersecting border lines at the center of
the layer. The sweep direction proves important when employing sub-
islands for a single laser; meaning, when going from LIP-0 to LIP-1
(e.g. S1 to S2 or S6 to S7), the SDCR can be better controlled when
employing islands that have tracks swept parallel to the part's longest
edge. Layers fabricated using a single laser and a single sub-island, with
tracks parallel to the longest edge, proved to have the highest cooling
rates while also having a relatively low SDCR. Increasing the number of
lasers, as evidenced by comparing S2-S4 (or S7-S9), in which each of

Fig. 9. (a) Average, maximum cooling rate (AMCR) and its (b) standard deviation
(SDCR) with respect to first and second layers of Ti-6Al-4V parallelepiped during its
manufacture via L-PBF/ML-PBF using scan strategies S1-S13.
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these simulations employ either 1, 2 or 4 lasers, respectively, will
decrease AMCR, but the decrease going from 2 to 4 lasers is
significantly less drastic.

Fig. 10 shows the maximum cooling rates measured at P1-P16
along the first two layers of the Ti-6Al-4V parallelepiped for S1, S6 and
S13 in the form of radar charts. These radar charts provide a unique
means for visualizing homogeneity in maximum cooling rates with
respect to each layer; assuming the discrete ‘measuring points’, i.e. like
P1-P16, are arranged in an appropriate manner. For example, using
the P1-P16 scheme provided in Fig. 6, generated radar charts appear
more circular in shape when the maximum cooling rate varies less with
location along the layer for a given scan pattern; while they appear
more ‘star-shaped’ with increased inhomogeneity. For all simulations,
the maximum cooling rate varies with location along the layer (i.e. no
perfect circle exists). In general, homogeneity in maximum cooling
rates is higher for the first layer relative to the second layer, and this
can be attributed to the thermal capacitance of the substrate.
Increasing the LIP order will dissolve a ‘perfect circle’, i.e. similar to
S1, to a more staggered shape since more variation and fluctuation in
cooling rate will exist due to more lasers and sub-islands. Low LIP scan
patterns allow each layer to possess a thermal response less influenced
by other lasers.

Based on the results herein, Ti-6Al-4V will cool very rapidly from
temperatures well above its β-transus (~995 °C) during L-PBF.
Microstructural phase transformations are then highly influenced by
the magnitude and time-rate-of-change of local cooling rates. Many have
verified the dominance of the martensite phase in PBF Ti-6Al-4V
[43,72–75], and this can be attributed to the very fast cooling rates
encountered upon solidification of the melt pool, as confirmed herein as
~105–106 °C/s. Maintaining these high cooling rates during PBF will
preserve the amount of martensite in the final Ti-6Al-4V material.
Elevated powder bed temperatures can promote α’ martensite decom-
position, while sustained temperature gradients can lead to a complete
α+β phase. [73]. Although the current work has focused on maximum
cooling rates, the sustained cooling rates inherent to ML-PBF should be
lower relative to single-laser PBF due to the more elevated powder bed
temperatures. Thus, increasing the number of lasers for PBF may
promote more martensite decomposition and a final Ti-6Al-4V material
with less martensite. The various scan patterns will influence the
elongated grain growth directions within the Ti-6Al-4V material. As
shown by Thijs [72], the elongated grains will follow the direction of the
conductive heat flux. Thus, layers fabricated using scan patterns that
provide for relatively high SDCRs and time-variant relative motion of
melt pools, i.e. S11-S13, will possess more anisotropic microstructure.

4.3. Temperature gradients

In general, parts made via L-PBF experience very high temperature

gradients, and such gradients can drive residual stress formation
[15,73,76]. The rapid, localized heating/cooling of the melt pool during
L-PBF promotes material expansion and contraction at non-equal
rates, thus forming micro- and macro-stresses within the solid part
volume. In addition, these thermal stresses can lead to the occurrence
of segregation phenomena and the presence of non-equilibrium phases
[72]. Residual stress can prove detrimental to the fatigue behavior of
Ti-6Al-4V during its application [5,77]. The temperature-dependent
properties of Ti-6Al-4V are somewhat supportive to residual stress
formation during PBF [22]. Relative to many other common AM
metals, Ti-6Al-4V has a low thermal diffusivity, resulting in more
thermal energy build-up as opposed to its transport, and thus, over the
same time window, Ti-6Al-4V will have higher local temperature
gradients.

Herein, local temperature gradient magnitudes are extracted and
used for predicting the existence of thermal stress, which can lead to,
most often, tensile residual stress in the part [18]. An average
maximum temperature gradient magnitude from points P1-P16 corre-
sponding to the Mth layer, i.e. AMTGM, was determined for S1-S13
using:

∑ TAMTG = 1
16

(max ∇ )M
i

i
=1

16

(31)

In addition, the homogeneity of AMTGs along a layer was quanti-
fied by taking their standard deviation, i.e. the SDTGM:

∑ TSDTG = (max ∇ − AMTG ) 15M
i

i M
=1

16
2

(32)

The AMTGs and SDTGs for each layer during S1-S13 are shown in
Fig. 11. Similar to trends observed for cooling rates, the AMTGs and
SDTGs are generally lower during fabrication of the second layer which
has less heat transfer to the substrate. The AMTG is high, on-the-order
of 20–100 °C/µm for all simulations. In addition, the AMTG varies
along the layer; being higher at points near the start of a track and
lower toward the end of a track, primarily due to heat accumulation
effects [36]. The magnitude of the temperature gradient also decreases
with laser sweep direction; meaning, as the part grows in volume, and
the surrounding media accumulates more heat, later tracks will
experience lower AMTGs. This confirms that regional preheat can
reduce residual stress formation, as local temperature gradients
become less severe during final track fabrication. All maximum
temperature gradient magnitudes at P1-P16 during fabrication of the
first layer and second layer are summarized in Tables A3 and A4,
respectively.

By comparing AMTGs in Fig. 11(a), it may be concluded that
employing more lasers via ML-PBF can reduce the magnitudes of
temperature gradients by ~5%. A ~10% reduction in AMTG is achieved

Fig. 10. Radar charts showing maximum cooling rates (in units 106 °C/s) measured at points P1-P16 (circumferential markings) during manufacture of the Ti-6Al-4V parallelepiped
following scan strategies described in S1, S6 and S13 (star/circular profiles) for the (a) first layer and (b) second layer.
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by employing the ‘fourths’ IDS instead of the ‘quadrant’ IDS, indicating
the importance of island geometries relative to layer geometry.
Building layers in a sequenced island approach, i.e. LIP-1/LIP-3
decreases the AMTG (i.e. S1 vs. S2, S6 vs. S7 and S12 vs. S13) for
both layers. Lower AMTGs exist when sweeping lasers in the X-
direction, along the longest dimension of the parallelepiped, with
tracks parallel to the shortest edge. By comparing the results from S1
and S6 in Fig. 11, scan patterns with smaller tracks (S6) result in lower
temperature gradients as compared to patterns with longer tracks (S1).
This is due to the time interval between the fusion of neighboring
points on an island with shorter tracks being smaller than that for
islands with longer tracks. Longer time intervals allow heat to diffuse,
while shorter time intervals result in more retained heat and thus
higher temperature. The synchronous, mixed-sweeping technique
investigated (i.e. P=4) demonstrates to provide for the lowest AMTG.
Li et al. [18] demonstrated similar results for single-laser, mixed-
direction/island scanning.

The SDTG provides insight into the spatial uniformity of AMTG and
a means for characterizing the complexity of a residual stress distribu-
tion. Fig. 11(b) provides the SDTGs for S1-S13, while Fig. 12 provides
radar charts of the AMTGs. Since the scan strategy related to S1 was
found to provide the lowest SDTG, its radar chart possesses a more
circular shape, while S13, has a more staggered profile due to its higher
SDTG. In general, strategies providing for lower AMTGs tend to have
higher SDTGs. For example, S1, S6 and S13 provide for the highest
AMTG for their respective sweep strategy, while in contrast, these same
strategies possess the lowest SDTG in their category. Lower SDTGs,
unlike the AMTG, were found to exist when sweeping lasers in the Y-
direction, along the shortest dimension of the parallelepiped, with
tracks parallel to the longest edge. Mixed-sweeping techniques demon-
strated to provide the highest SDTG when using one or four lasers.

Results suggest that increasing the total number of sub-islands (e.g.
S1 to S2 to S13) will decrease the AMTG and increase the SDTG of a
layer. Utilizing an IDS cognizant of the part shortest edge can provide a
significant reduction in SDTG. For example, the ‘fourths’ IDS appears
to be more appropriate for the multi-laser approach, since its SDTG is
comparable to that experienced for a unit-island layer (LIP-0). The
mixed sweep approach for accomplishing single- (i.e. S11) or multi-
laser PBF (i.e. S12 and S13) provides less homogeneity in AMTGs;
however, the lowest overall AMTG was accomplished using S13. The
mixed-sweep strategy (i.e. SP-E, SP-H), in contrast to both the X and Y
scan strategies (i.e. SP-A through SP-D), possesses an SDTG that
decreases as more islands and lasers are introduced.

Scan strategies consisting of melt pools with time-variant relative
distances can lead to higher STDGs. Fig. 13 presents the response of
local temperature and its gradient as a Q1 laser (see Fig. 5) passes a
point centered on its respective island, for S1, S4 and S9. Note that the
time to complete the presented islands ranges from 100 ms (for S1 and
S4) to 400 ms (for S9). From Fig. 13(a)–(c), it may be seen that the
peak temperatures experienced are similar. There are slight tempera-
ture perturbations before and after local temperature spikes due to the
passing of the laser as it scans neighboring, adjacent tracks. These
temperature perturbations do not exceed the liquidus temperature of
Ti-6Al-4V, so the center region of the track does not remelt. The first
temperature perturbation is lower in magnitude than that of the second
perturbation due to regional heat accumulation effects. The first
temperature perturbation is more pronounced for the S9 strategy (4
lasers, X+ sweeping, quadrant IDS) due to the shorter track lengths
providing for a lower track-to-track time interval and more regional
preheating. The cooling rates immediately after the laser passes the
point-of-interest are much higher than those experienced after the
second temperature perturbation. After the adjacent track is finished,
the point-of-interest experiences a semi-continuous cooling rate on-
the-order of 1000 °C/s for the remainder of the layer building process.
This indicates that conditions are highly favorable for martensite

Fig. 11. (a) Average, maximum temperature gradient magnitude (AMTG) and its (b)
standard deviation (SDTG) with respect to first and second layers of Ti-6Al-4V
parallelepiped during its manufacture via L-PBF/ML-PBF using scan strategies S1-S13.

Fig. 12. Radar charts showing maximum temperature gradient magnitudes (in units °C/µm) measured at points P1-P16 (circumferential markings) during manufacture of the Ti-6Al-
4V parallelepiped following scan strategies described in S1, S6 and S13 (star/circular profiles) for the (a) first layer and (b) second layer.
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retention within Ti-6Al-4V parts fabricated by single- or multi-laser
PBF.

As shown in Fig. 13(d) – (f), the local temperature gradient
magnitude, at the center of the Q1 island for the S1, S4 and S9 scan
strategies, also varies with time, LIP and scan direction (i.e. track
lengths). The local temperature gradient magnitude at the point-of-
interest achieves maximums on-the-order of 60–90 °C/µm, with the
lowest peak occurring for S9 – the simulation employing 4 lasers (LIP-
2) and shorter tracks parallel to the part's shortest edge. These high,
instantaneous temperature gradients support the formation of tensile
residual stress in the center of the island; however, the scanning of
tracks immediately atop the point-of-interest may elevate its tempera-
ture to liquidus, thus ‘erasing’ any encumbered residual stress. The
instantaneous temperature gradients experienced by the point-of-
interest during the PBF of the layer directly above it will be less in
magnitude, by ~30%, due to less heat penetration. Hence, the free
surface of the final parts should consist of higher residual stress. The
difference between peak temperatures of adjacent layers (of thickness
=30 µm) was found to be ~1000 °C for many of the scan strategies
investigated, and this confirms a layer-wise temperature gradient (Z
direction) around 30 °C/µm. There are perturbations in temperature
gradient magnitude when the laser scans the neighboring tracks. Since
the track scanned before the point-of-interest's track provides for a
bigger temperature difference, as less preheat is available, the first
perturbation is higher in magnitude. Note that the highest temperature
gradient magnitude was measured to occur for S1 (LIP-0) which
consisted of a single laser, a single island, and long tracks parallel to

the part's longest edge. Increasing the laser number to 4, i.e. S1 to S4,
results in a local decrease in temperature gradient magnitude by ~10%.
Based on Fig. 13(d)- (f), it appears that local residual stress formation
is more sensitive to track scan directions and not number of lasers
employed, as evidenced by comparing the percent decrease between S1
and S4, and the S1 and S9.

The local temperature gradient will depend on the scan direction of
the employed laser(s). As shown in Fig. 14, the temperature gradient
inherent to the point-of-interest during S1 has a high Z-component and
a low X- and Y-component. It was consistently found that the
temperature gradient parallel to the laser scan direction is the lowest,
and this agrees with the results of Mercelis et al. [15] and Li et al. [18].
Unidirectional, single-island scanning similar to S1 will have more
points along the layer experience a similar thermal history, and thus,
its SDTG will be low and the residual stress along the X and Y
directions will be more uniform, and this agrees with the results
presented by Li et al. [18], as well.

5. Conclusions

A continuum-based, numerical model was developed for simulating
the heat transfer during single-laser powder bed fusion (L-PBF) and
multi-laser powder bed fusion (ML-PBF) of Ti-6Al-4V for elucidating
process-property relationships while varying number of lasers and scan
strategy employed. Effects of various synchronous, orthogonal scan
patterns, island division schemes (IDSs) and levels of island planning
(LIP) on the temperature response during the fusion of the first and

Fig. 13. Temperature response for (a) S1, (b) S4, and (c) S9, as well as the temperature gradient magnitude response for (d) S1, (e) S4, and (f) S9, as the Q1 laser passes its island center.

Fig. 14. Response of local temperature gradient as Q1 laser passes center of island during S1: (a) X-component, (b) Y-component, and (c) Z-component.
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second layers of a multi-track Ti-6Al-V parallelepiped were investi-
gated. The major findings discovered from the conducted simulations,
as they pertain to the inspected scan strategies, material and part
geometry, are summarized below:

1) The use of more lasers during PBF significantly decreases produc-
tion times as the build rate per layer increases. As the number of
lasers increases, the average powder bed temperature and total
HAZ area increases, thus reducing local temperature gradients and
cooling rates.

2) Peak melt pool temperatures were found to be near-independent of
the scan strategy and number of lasers used per layer. Melt pools
were predicted to have peak temperatures around 2500 °C; neigh-
boring points within the layer immediately below were found to
have temperatures just above liquidus for effective remelting and
fusion.

3) Peak cooling rates were found to be on the order of 106 °C/s, and
semi-continuous cooling rates were found to be on-the-order of
103 °C/s during the L-PBF process investigated. These rates are
conducive for martensitic microstructure formation in Ti-6Al-4V.
Microstructural anisotropy will be higher in parts fabricated via
island-based ML-PBF.

4) Maximum temperature gradient magnitudes were found to be on-
the-order of 50 °C/µm. Local temperature gradients were con-
firmed to be direction-dependent and to consist of low track/
scan-wise (X) and sweep-wise (Y) components and significantly
higher layer/height-wise (Z) components.

5) The IDS, and thus track length with respect to a part's shortest
edge, both have a significant influence on a layer's temperature
response, cooling rate and temperature gradients. Employing IDSs
that provide for a unit-row of islands sequenced along the longest
edge of a part allows for shorter track lengths and reduced residual

stress magnitudes. Using multi-laser scan strategies that provide for
time-variant relative position between lasers will result in a more
complex, anisotropic residual stress distribution along the layer of a
part.

6) The LIP dictates the number of lasers employed and whether or not
sub-islands exist for a given layer; LIP-0 corresponds to single-
island/single-laser approaches, LIP-1 corresponds to multi-island/
single-laser approaches, LIP-2 corresponds to single-pass ML-PBF
(i.e. one island per laser) and LIP-3 corresponds to multi-island
ML-PBF. The results indicate that the LIP will affect temperature
gradients and cooling rates.

The ongoing standardization efforts focused on ‘scaling’ AM process
parameters from building microstructurally-similar, certifiable speci-
mens to application-worthy components depends on effectively pre-
dicting the thermomechanical response of parts with various geometry
and size. Size and time interval effects, as shown by the simulations
herein, result in different residual stress and microstructure distribu-
tions. A thermal ‘transfer function’ is needed to go from specimen scale
to component scale, and simulations of the PBF process for character-
izing new machine improvements, such as ML-PBF, as well learning
process-property-performance relationships will continue to be needed
moving forward. These ‘transfer functions’ can allow for determining
how process parameters should be scaled for achieving components of
the same microstructural properties and defect statistics as those of
lab-scale, testing specimens.
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Appendix A

See Tables A1–A4.

Table A1
Maximum cooling rates (with average and standard deviation) at locations P1-P16 following scan patterns described per S1-S13 during fabrication of first layer; units in 106 °C/s.

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13

Point 1 6.39 5.94 5.91 5.49 5.13 5.55 5.28 5.31 4.53 4.26 5.91 5.52 4.53
Point 2 6.33 5.61 5.46 5.01 5.01 5.55 4.98 4.83 4.05 4.23 5.61 4.89 4.17
Point 3 6.33 5.55 5.61 5.31 4.95 5.49 5.22 5.31 4.44 4.14 5.13 4.98 4.41
Point 4 6.24 5.46 5.52 5.19 4.77 5.43 5.01 4.98 4.11 4.08 4.95 4.74 4.11
Point 5 6.30 5.49 5.43 5.13 5.07 5.91 5.43 5.46 4.77 4.35 5.49 5.16 4.05
Point 6 6.18 5.31 5.13 4.92 5.07 5.58 5.22 5.13 4.29 4.29 5.31 4.71 4.44
Point 7 6.15 5.46 5.31 5.04 4.92 5.52 5.34 5.49 4.59 4.26 5.25 5.13 4.11
Point 8 6.15 5.25 5.19 4.95 4.83 5.52 5.16 5.13 4.59 4.17 5.19 5.07 4.38
Point 9 6.12 5.73 5.52 5.52 5.07 6.03 5.13 4.89 4.59 4.44 5.61 5.31 4.56
Point 10 6.03 5.61 5.37 4.83 4.89 5.64 5.01 4.71 3.96 4.53 5.52 5.61 4.08
Point 11 6.00 5.61 5.49 5.40 4.83 5.61 5.28 4.92 4.29 4.35 5.19 5.13 4.41
Point 12 6.00 5.49 5.31 5.13 4.89 5.61 4.89 4.86 3.93 4.38 4.98 5.01 4.17
Point 13 6.21 5.52 5.31 5.01 5.01 6.06 5.40 5.43 4.68 4.59 5.49 4.89 4.05
Point 14 6.21 5.28 5.19 4.89 5.07 5.79 5.13 5.28 4.53 4.53 5.31 5.13 4.38
Point 15 6.15 5.4 5.37 5.07 4.98 5.73 5.37 5.49 4.41 4.5 5.28 4.98 4.14
Point 16 6.06 5.19 5.04 4.98 5.01 5.64 5.04 5.01 4.17 4.47 5.13 4.98 4.35
Average 6.18 5.49 5.38 5.12 4.97 5.67 5.18 5.14 4.37 4.35 5.33 5.08 4.27
Standard deviation 0.12 0.19 0.21 0.21 0.11 0.19 0.16 0.26 0.26 0.15 0.26 0.25 0.18
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Table A2
Maximum cooling rates (with average and standard deviation) at locations P1-P16 following scan patterns described per S1-S13 during fabrication of second layer; units in 106 °C/s.

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13

Point 1 1.08 1.05 1.05 0.94 0.87 0.96 0.88 0.89 0.75 0.66 1.08 0.93 0.72
Point 2 0.93 0.95 0.91 0.85 0.86 0.99 0.71 0.89 0.65 0.65 0.96 0.85 0.69
Point 3 1.07 0.93 0.94 0.86 0.82 0.94 0.84 0.89 0.71 0.65 0.84 0.86 0.71
Point 4 1.07 0.92 0.95 0.93 0.89 0.86 0.85 0.86 0.69 0.61 0.85 0.77 0.62
Point 5 1.08 0.94 0.86 0.86 0.84 1.05 0.86 0.99 0.74 0.78 0.94 0.81 0.68
Point 6 1.09 0.89 0.85 0.86 0.84 0.93 0.84 0.84 0.67 0.66 0.89 0.77 0.78
Point 7 1.07 0.97 0.86 0.86 0.82 0.95 0.87 0.94 0.79 0.66 0.85 0.84 0.62
Point 8 1.07 0.86 0.93 0.77 0.71 0.94 0.89 0.84 0.75 0.65 0.88 0.84 0.74
Point 9 1.07 0.99 0.95 0.95 0.84 1.00 0.85 0.71 0.79 0.71 0.91 0.89 0.78
Point 10 1.05 0.93 0.81 0.74 0.82 0.98 0.85 0.71 0.64 0.75 0.91 0.95 0.64
Point 11 1.05 0.91 0.94 0.85 0.74 0.94 0.82 0.89 0.69 0.71 0.88 0.85 0.71
Point 12 1.02 0.94 0.86 0.85 0.86 0.92 0.82 0.85 0.63 0.77 0.86 0.83 0.69
Point 13 1.08 0.93 0.86 0.85 0.85 1.02 0.85 0.10 0.71 0.75 0.94 0.85 0.65
Point 14 1.08 0.89 0.93 0.82 0.86 0.95 0.85 0.82 0.75 0.75 0.89 0.84 0.74
Point 15 0.93 0.91 0.81 0.84 0.89 0.97 0.81 0.85 0.75 0.75 0.82 0.86 0.69
Point 16 0.93 0.89 0.86 0.89 0.86 0.98 0.86 0.83 0.65 0.78 0.85 0.86 0.75
Average 1.04 0.93 0.90 0.86 0.83 0.96 0.84 0.81 0.71 0.70 0.90 0.85 0.70
Standard deviation 0.06 0.05 0.06 0.06 0.05 0.04 0.04 0.20 0.05 0.06 0.06 0.05 0.05

Table A3
Maximum temperature gradient magnitudes (with average and standard deviation) at locations P1-P16 following scan patterns described per S1-S13 during fabrication of first layer;
units in °C/μm.

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13

Point 1 103.9 98.1 100.5 94.3 93.4 95.2 91.2 90.5 88.5 83.4 100.6 93.8 83.3
Point 2 103.9 96.5 93.9 87.1 91.2 95.2 86.7 84.5 81.7 79.9 96.2 85.3 78.6
Point 3 104.0 95.2 95.5 91.6 90.3 94.3 90.3 91.5 87.6 78.6 88.5 86.7 83.1
Point 4 102.8 93.9 94.8 89.8 87.1 93.4 87.2 86.7 82.6 77.7 86.5 83.1 77.7
Point 5 103.3 95.3 93.5 88.9 92.1 96.6 93.5 93.9 92.5 81.7 94.5 89.4 76.3
Point 6 102.1 92.5 88.5 85.8 91.1 95.7 90.3 88.5 85.3 80.8 91.5 82.6 83.5
Point 7 101.2 94.9 90.5 87.6 89.8 94.8 92.1 94.5 89.8 80.4 90.7 88.9 77.7
Point 8 101.7 91.5 89.9 86.2 88.5 94.8 89.4 88.5 89.8 79.5 89.8 88.0 82.6
Point 9 101.1 97.0 94.8 94.8 92.5 98.5 88.5 85.5 89.8 83.1 96.1 91.6 85.8
Point 10 100.3 95.5 92.5 85.5 89.8 93.6 87.1 82.6 80.4 84.4 94.8 96.1 76.8
Point 11 100.4 96.1 94.5 91.2 88.0 93.2 91.2 85.8 85.3 81.7 89.8 88.9 83.1
Point 12 100.5 94.5 92.0 88.9 88.9 93.2 85.5 84.9 79.9 82.2 86.7 87.1 78.6
Point 13 101.1 94.8 91.5 87.1 91.6 99.9 93.0 93.4 91.2 85.3 94.5 85.3 76.3
Point 14 101.1 91.2 89.8 85.3 92.1 95.9 88.9 91.2 88.9 84.4 91.5 88.9 82.6
Point 15 101.2 93.0 91.5 88.0 90.7 95.0 92.5 94.3 87.1 83.3 91.2 86.7 78.1
Point 16 99.9 89.5 87.6 86.7 88.9 93.6 87.6 87.1 83.5 83.5 88.9 86.7 81.7
Average 101.8 94.3 92.6 88.7 90.4 95.2 89.7 88.9 86.5 81.9 92.0 88.1 80.4
Standard deviation 1.38 2.29 3.17 2.97 1.78 1.88 2.45 3.87 3.94 2.22 3.84 3.56 3.12

Table A4
Maximum temperature gradient magnitudes (with average and standard deviation) at locations P1-P16 following scan patterns described per S1-S13 during fabrication of second layer;
units in °C/μm.

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13

Point 1 29.5 28.3 28.0 26.5 24.7 26.8 24.4 25.6 24.3 20.1 28.6 27.1 21.3
Point 2 29.6 26.5 26.1 23.8 24.4 26.5 22.8 23.5 22.0 20.5 26.5 23.5 19.6
Point 3 29.4 26.5 26.5 25.0 24.9 26.5 24.7 25.0 23.2 21.0 25.0 23.7 20.7
Point 4 29.1 26.1 27.1 25.2 23.5 24.7 23.5 23.7 22.0 19.9 23.5 22.6 19.3
Point 5 30.1 25.8 25.6 25.3 25.5 28.6 25.0 26.1 25.2 21.0 26.5 25.3 19.0
Point 6 28.8 25.0 25.0 24.1 25.2 26.7 24.9 25.5 23.5 20.8 25.0 22.0 20.8
Point 7 28.5 26.1 25.5 23.2 25.0 27.1 25.5 26.5 25.0 20.1 25.0 24.3 19.3
Point 8 28.5 25.5 25.0 23.5 24.1 25.9 25.3 25.5 24.6 20.5 25.0 23.8 20.7
Point 9 28.6 26.8 27.1 27.1 25.3 27.7 25.0 23.5 25.3 21.4 26.5 25.0 21.4
Point 10 28.2 26.5 25.0 23.4 25.0 26.5 23.5 22.0 22.4 22.4 27.1 26.4 19.5
Point 11 28.0 25.8 26.5 25.0 23.5 26.5 24.4 24.1 23.6 20.3 25.0 25.4 20.7
Point 12 28.5 26.5 25.6 25.0 24.3 27.1 23.5 23.1 21.7 21.1 22.8 23.8 19.6
Point 13 29.5 27.1 25.0 23.6 25.0 27.6 25.5 25.2 24.4 22.9 25.9 23.5 19.5
Point 14 28.9 24.3 25.0 23.7 25.5 26.5 25.0 24.4 24.3 22.7 25.5 25.8 20.7
Point 15 28.5 25.5 25.5 23.6 24.9 26.5 25.0 26.5 23.5 21.7 24.4 23.7 19.5
Point 16 28.3 25.0 23.2 23.7 25.7 26.2 23.2 23.5 22.8 22.9 25.5 23.7 20.4
Average 28.9 26.1 25.7 24.5 24.8 26.7 24.4 24.6 23.6 21.2 25.5 24.4 20.1
Standard deviation 0.59 0.95 1.14 1.16 0.66 0.85 0.87 1.33 1.18 1.03 1.39 1.37 0.78
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