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Abstract Using the notion of multivariate lower set interpolation, we construct nodal
basis functions for the serendipity family of finite elements, of any order and any
dimension. For the purpose of computation, we also show how to express these func-
tions as linear combinations of tensor-product polynomials.
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1 Introduction

The serendipity family of C? finite elements is commonly used on cubical and paral-
lelepiped meshes in two and three dimensions as a means to reduce the computational
effort required by tensor-product elements. The number of basis functions of a tensor-
product element of order r in n dimensions is (» 4 1)", while for a serendipity element

Communicated by Douglas N. Arnold.

AG was supported in part by NSF Award 1522289.

B<X Michael S. Floater
michaelf@math.uio.no

Andrew Gillette
agillette @math.arizona.edu
Department of Mathematics, University of Oslo, PO Box 1053, Blindern, 0316 Oslo, Norway

Department of Mathematics, University of Arizona, 617 N. Santa Rita Avenue, Tucson, AZ 85721,
USA

FoCT
u o
Published online: 09 February 2016 ) Springer 12794


http://crossmark.crossref.org/dialog/?doi=10.1007/s10208-016-9305-0&domain=pdf

Found Comput Math

it is asymptotically ~ r” /n! for large r, which represents a reduction of 50 % in 2D
and 83 % in 3D. In this paper, we construct basis functions for serendipity elements of
any order > 1 in any number of dimensions n > 1 that are interpolatory at specified
nodes and can be written as linear combinations of tensor-product polynomials (see
Eq. (21)). The benefits and novelty of our approach are summarized as follows:

— Flexible node positioning. Our approach constructs nodal basis functions for any
arrangement of points on the n-cube that respects the requisite association of
degrees of freedom with subfaces. In particular, we allow a symmetric arrangement
of points that remains invariant under the symmetries of the n-cube.

— Tensor-product decomposition. The basis functions we define can be written as
linear combinations of standard tensor-product basis functions, with coefficients
prescribed by a simple formula based on the geometry of a lower set of points
associated with superlinear monomials.

— Dimensional nesting. The restriction of our basis functions for a n-cube to one of
its s-dimensional faces coincides with the definition of our basis functions for an
s-cube.

Serendipity elements have appeared in various mathematical and engineering texts,
typically for small n such as n = 2 and n = 3, and for small r (see [2,4,9,10,12,
14,17,18,20]). A common choice for the basis functions is a nodal (Lagrange) basis,
which is an approach that has also been studied in the approximation theory literature.
For example, Delvos [6] applied his ‘Boolean interpolation’ to construct a nodal basis
for the case n = 3 and r = 4. Other bases have been considered, such as products of
univariate Legendre polynomials, as in the work of Szabé and Babuska [18].

It was relatively recently that the serendipity spaces were chacterized precisely for
arbitrary n and r, by Arnold and Awanou [1]. They derived the polynomial space
and its dimension and also constructed a unisolvent set of degrees of freedom to
determine an element uniquely. For the n-dimensional cube 1", with [ = [—1, 1],
they defined the serendipity space .7, (I") as the linear space of n-variate polynomials
whose superlinear degree is at most r. The superlinear degree of a monomial is its
total degree, less the number of variables appearing only linearly in the monomial.
For a face f of 1" of dimension d > 1, the degrees of freedom proposed in [1] for a
scalar function u are of the form

u|—>/uq, (1)
f

for ¢ among some basis of &, _»,(f). Here, &2 ( f) is the space of restrictions to f of
P (1), the space of n-variate polynomials of degree < s. These degrees of freedom
were shown to be unisolvent by a hierarchical approach through the » dimensions:
The degrees of freedom at the vertices of I” are determined first (by evaluation),
then the degrees of freedom on the one-dimensional faces (edges), then those on the
two-dimensional faces, etc., finishing with those in the interior of 1.

The approach of [1] has the advantage that the degrees of freedom on any face f of
any dimension d can be chosen independently of those on another face, of the same
or of different dimension. Implementing a finite element method using these degrees
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of freedom, however, requires a set of ‘local basis functions’ that are associated with
the integral degrees of freedom in some standardized fashion. The lack of simple
nodal basis functions for this purpose has limited the broader use and awareness of
serendipity elements.

The purpose of this paper is to show that by applying the notion of lower set
interpolation in approximation theory and choosing an appropriate Cartesian grid in
I'", a nodal basis can indeed be constructed for the serendipity space .7, (I") for any
n and r. The interpolation nodes are a subset of the points in the grid. The restrictions
of the basis functions to any d-dimensional face are themselves basis functions of the
same type for a d-cube, yielding C° continuity between adjacent elements.

If we keep all the nodes distinct, it is not possible to arrange them in a completely
symmetric way for r > 5. However, lower set interpolation also applies to derivative
data, and by collapsing interior grid coordinates to the midpoint of I, we obtain a
Hermite-type basis of functions that are determined purely by symmetric interpolation
conditions for all n and r.

Lower set interpolation can also be expressed as a linear combination of tensor-
product interpolants on rectangular subsets of the nodes involved [7]. We derive an
explicit formula for the coefficients in the serendipity case, which could be used for
evaluation of the basis functions and their derivatives.

2 Interpolation on Lower Sets

A multi-index of n nonnegative integers will be denoted by
o= (a1, a2,...,a,) € Nj.

Foreach j =1, ..., n,choose grid coordinates x j x € Rforallk € Np, not necessarily
distinct. These coordinates determine the grid points

Xo i= (X101 X2.005 + -+ s Xnoer,) € R", o € Nj. )
The left multiplicity of a € Njj with respect to the x x is defined to be the multi-index

p(@) = (p1(a), ..., pp(@)) € Ny,

where
pjla) :=#k <aj:xjr=Xja;} 3)

Thus p;(«) is the number of coordinates in the sequence x; o, xj 1, ..., Xjoj—1 that
are equal to x; 4 ;- For each o € N, we associate a linear functional A, as follows.
Given any u : R" — R, defined with sufficiently many derivatives in a neighborhood
of x,, let

dtt = DP@u(xy).
EOE';W
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We call a finite set L C Njj a lower set if « € L and @ < o imply p € L. The partial
ordering @ < o means u; < «j forall j = 1,...,d. We associate with L the linear
space of polynomials

P(L) = span{x® : @ € L}, 4)
where
x¢ =t Xy, Q)
for any point x = (xy, ..., x,;) € R".

Polynomial interpolation on lower sets has been studied in [3,5-8,11,13,15,16,19],
and the following theorem has been established in various special cases by several
authors.

Theorem 1 Forany lower set L C Njj and a sufficiently smooth functionu : R" — R,
there is a unique polynomial p € P (L) that interpolates u in the sense that

Ao P = Aql, aelL. (6)
The theorem leads to a basis of P(L) with the basis function ¢, € P(L), @ € L,

defined by
)"ot’¢0t = 80{,0(’7 a € L9 (7)

where 8y o is 1 if @ = &’ and 0 otherwise. We can then express p as

Px) =D b (X)hqlt.

ael

3 Serendipity Spaces

The serendipity space .#, (I") can be described and partitioned using the language of
lower sets. The standard norm for a multi-index & € N is

n
laf =D aj,
j=l1

which is the degree of the monomial x% in (5). We will define the superlinear norm
of @ to be

n
ol = D o,
j=1
011'22
which is the ‘superlinear’ degree of x* from [1]. Using this, we define, for any r > 1,
Spi={aeNy:|af <r}. ®)
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Observe that S, is a lower set since |a|" < |8|” whenever o < B. Recalling (4), we let
% = P(S,), which coincides with the definition of .%, in [1].

We now partition S, and hence .%, (I"), with respect to the faces of I”. We can
index these faces using a multi-index 8 € {0, 1, 2}". For each such g, we define the
face

fp="Tp X Iopg X XIng,

where
-1, Bj =0;
Ij,ﬂj = l, ,31 =1; (9)
(-1, 1), Bj =2.

Since [ can be written as the disjoint union I = {—1} U {1} U (—1, 1), we see that ["
can be written as the disjoint union

I = U f8-

Bel0,1,2)n
Hence, there are 3" faces of all dimensions. The dimension of the face fg is

and the number of faces of dimension d is

#{fp CI":dim fg =d} =2""1 (Z,) (10)

The 2" vertices of I" correspond to B € {0, 1}, the 2"~'n edges correspond to B
with exactly one entry equal to 2, and so forth, up to the single n-face, f2 ... 2), the
interior of I". To partition S, according to these faces, write S, as the disjoint union

ss= U S (1)

pe{0,1,2)"
where
Srp={a €S, :min(a;,2) =B, for j=1,....n}.
We use this partition to compute the dimension of S, and confirm that it agrees with

the dimension of ., given in [1]. Fix B € {0, 1,2}" and let d = dim fg. Letting N
denote natural numbers > 2, we see that

#S, 5 =#{aeN‘21: lo| Sr}z#{aeNg: lo 5r—2d}.
EOE';W
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Fig. 1 For n = 2, the geometry of the lower set S, is shown for r = 2,3, ..., 7. Treating each figure as
a set of unit squares with the lower left corner at the origin in R2, the corners of each square indicate the
points of N(% that belong to Sy

Therefore,

(I‘fd > 2d.
ps,, =1 (d) r=2 12
rf [ 0, otherwise. (12)

Using (10), we thus find

min(n, |r/2])

e . —d
O E ()

d=0 d=0

which is the formula for dim .%; in [1, Equation (2.1)]. A table of values of dim .7}
for small values of n and r is given in [1]. Figures 1 and 2 show the set S, for
r=2,3,...,7in 2D and 3D, respectively.

4 Basis Functions
We now apply Theorem 1 to the lower set L = S, to construct a nodal basis for
& (I") for arbitrary r,n > 1. To do this, we choose the grid coordinates x; , j =

1,...,n,k = 0,...,r, in a manner that respects the indexing of the faces of I".
Suppose that for j = 1,...,n,

xjo=-1 and x;1 =1,
and
xjire (=11, k=2,...,r,
(notnecessarily distinct). Then, foreach 8 € {0, 1, 2}",x, € fgifandonlyifa € S, g.
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Fig. 2 For n = 3, the geometry of the lower set S, is shown for r = 2,3, ..., 7. Treating each figure as
a set of unit cubes based at the origin and viewed from first octant in R3, the corners of each cube indicate
the points of Ng that belong to S

Suppose further that the grid coordinates x;x, k = 2,...,r, are distinct. In this
case, the interpolation conditions of Theorem 1 are of Lagrange type:

P (xe) = u(xy), a €Sy, (13)
giving the basis {¢y : o« € S,} for .. (I") defined by
Go (Xg) = sa,a” o, o € Sy

We consider two choices of such distinct coordinates. The first choice is to distribute
them uniformly in / in increasing order:

2k —1
=1+ 28D (14)
r

as illustrated in Fig. 3a. This configuration of nodes is, however, only symmetric for
r < 3. Next, to obtain a more symmetric configuration, we reorder the interior grid
coordinates in such a way that they are closer to the middle of /:

2s+1
xj,,_2s=1—M, s=0,1,2, ..., 10 —2)/2],
r
2(s + 1
xj,,_zs_1=—1+¥, s=0,1,2,...,[(r —3)/2). (15)

as illustrated in Fig. 3b. This yields a symmetric configuration for r < 4, but not for

r > 5. This lack of symmetry motivates the third choice of letting all interior grid
coordinates coalesce to the midpoint of /, i.e.,

Eol:';-l
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(@ (b) ()

Fig. 3 Three choices of x ks 2 <k <5,forn =2,r =5. The first two choices are Lagrange-like, while
the third is Hermite-like

xjk =0, k=2,...,r, (16)

as indicated in Fig. 3c. This gives interpolation conditions that are symmetric for all
n and r, but the trade-off is that these conditions are now of Hermite type rather than
Lagrange. In this Hermite case, all the points x, in the face fg are equal to the mipoint
of that face, which we denote by yg. The interpolation conditions of Theorem 1 then
become

D’p(yp) = DPu(yp)., B €{0,1.2}", peKp, 7)

where
K, p ::{peNg:|p|§r—2dwith,0j=0if,3j<2}. (18)

Thus, p can be expressed as

px)y=> D Dulyp)dp.,(x),

B€(0,1,2)" peK, p
where
{#p.0:8€{0,1,2})", p € K, 3}
is a basis for .} defined by
D" ¢p ,(yp) = 8p.58,., forany B €{0,1,2)", p' € K, p.

Figure 4 illustrates these interpolation conditions for r = 2 through r = 5 in the case
n=3.

5 Tensor-Product Formula

In this last section, we explain how the interpolant can be expressed as a linear combi-
nation of tensor-product interpolants over various rectangular subgrids of the overall
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Fig. 4 Hermite-like interpolation conditions in 3D for r = 2, 3,4, 5. A dot indicates that a basis function
will interpolate the value of the function at that location. A dot on an edge enclosed by £ sets of parentheses
indicates that basis functions will interpolate each partial derivative along the edge at the location of the
dot, up to order £. A dot in the interior enclosed by £ circles indicates that basis functions will interpolate
all partial derivatives at the location of dot, up to total order £

grid. This applies also to the basis functions and so gives a simple method of evalu-
ating these functions and their derivatives. To do this, we apply the formula recently
obtained in [7]. Suppose again that L C Njj is any lower set as in Sect. 2 and consider
the interpolant p to u in Theorem 1. For any o € L, define the rectangular block

Baz{MENg:,ufoc}

and let p, € P(By) denote the tensor-product interpolant to u satisfying the interpo-
lation conditions (6) for u € By. Further, let x (L) : Njj — {0, 1} be the characteristic
function defined by

1 ifa € L;
L)(x) =
x(L)@) 0  otherwise.
EOE';W
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It was shown in [7] that

pP= anpa, (19)
ael
where
Cy = Z -y (LY@ +¢), aclL. (20)

ee{0,1}"

This in turn gives a formula for each basis function ¢pg € P(L), i.e.,

¢p(X) = D cadbpas @1

ael
a>p

where ¢g , € P(B,) denotes the tensor-product basis function associated with the
index B, defined by

rgPpo =3pp, B E Ba.

For a general lower set L, many of the integer coefficients ¢, are zero, and so in order
to apply (19) to evaluate p, we need to determine which of the ¢, are nonzero, and
to find their values. With L = S, we could do this in practice by implementing the
formula (20). However, we will derive a specific formula for the ¢,. We call € L a
boundary point of L ifo 4+ 1, ¢ L, where 1,, = (1,1,...,1) € Ng. Let 0L denote
the set of boundary points of L. As observed in [7], if « is not a boundary point, then
cq = 0.

Consider now the formula (19) when L = S,.. Note that ||’ is a symmetric function
of a: It is unchanged if we swap «; and «; for i # j. It follows that x (S, )(e) is also
symmetric in «, and therefore, ¢y is also symmetric in «. We can thus determine the
boundary points o € 9, and their coefficients ¢, according to how many zeros and
ones a contains. For any o € Nj let m; () denote the multiplicity of the integeri > 0
in (o, ..., q,), i.e.,

mi(a) = #{a; =i}.
Lemmal Ifa €3S, and mo(a) > 1 then ¢, = 0.

Proof By the symmetry of ¢y, we may assume that oy = 0, and from (20), we can
express ¢y as

= D (=DFI(xSH@+e) — xS+ e +e)).
ee{0}x{0,1}—1

where e; = (1,0, ...,0) € Nj. Since a1 = 0, both
(@+¢e) <1 and (x+e+e)=1,

FolCT
s
@ Springer |03



Found Comput Math

and so
lo + e = |a+e +el,
and therefore,
x(Sr)(a +e) = x(Sp)(a+ e +¢),

and so ¢, = 0. O

In view of Lemma 1, we need only to consider points o € 3, N N7.

Lemma2 Leta € S, NN and my = my(«). Then o € 39S, if and only if
le| > r — (n 4+ my).
Proof By the definition of S,, « € 35, if and only if | + 1,|" > r. Since « € NY,
#Haj =2} =n—m,
and we find
lo + 1,1 =2my + |a| + (n —my) = || +n+m,

which proves the result. O

In view of Lemma 2, we need only consider points @ € N7 such that
| =r—k, k=0,1,....,.n+m—1, (22)

where m = m(x).

Theorem 2 Let o € N be as in (22). If m < n then

B . i ki (™ n—m-—1
ca—cm,k.—;;( ) (Z)( Lo ) (23)

with the convention that (j) =0ifj<0orj>I

Proof Lete € {0, 1}, and let

iy =#{j:¢;j=1land a; = 1},
ip=#{j:¢;=1and a; > 2}.

Then

la 4 &|" = || + 201 + 2,
EOE';W
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Table 1 Coefficients c,, x for

m
n=1234 0 1 2 3 4 5 6
1 0 1
2 0 1 -1
1 1 0 -1
3 0 1 -2 1
1 1 -1 -1
2 1 0 -2 0 1
4 0 1 -3 3 -
1 1 -2 0 -1
2 1 -1 -2 1 -1
3 1 0 -3 3 0 —1

and so o« + ¢ € S, if and only if
" +2i1 +ir <,
or, equivalently,
2ip +ip < k.

Since the number of ways of choosing /| elements among m is (Z’), and the number
of ways of choosing i> elements among n — m is ("l._zm), the sum in (20) reduces to

m  k—2i

w=3 s o (1))
i1=0 i=0 g 2
Since
k—2i 1
CHE (” . ’") = (-pk (” o )
b in k — 2i,
we obtain (23). O

Table 1 shows the values of the coefficients ¢,,  forn = 1, 2, 3, 4. Finally, we need
to consider the possibility that m = n in (22), in which case the formula (23) is no
longer valid, and we must treat this situation separately. In this case « = 1,, and we
can again find ¢, from (20). Since

1Ly + 1" = 241" = 2n,

we see that 1, € 95, if and only if r < 2n.
FolCTM
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Theorem 3 Suppose that r < 2n. Then

-1
— (—lr2 " ) 24
cp, = (=1 r/2) (24)
Proof For any ¢ € {0, 1}",
11 +el’ = 2lel,

and so (20) gives

2, _
c,= D (== (l.)<—1>’

£€{0,1}" i=0
2le|<r

which gives (24). O

We now consider examples of the use of Theorems 2 and 3, and let p, denote the
interpolant p in Theorem 1 when L = S,.

5.1 2D Case

For n = 2, Theorems 2 and 3 give

P1 = P11,

p2 = p21 + p12 — pit,

P3 = p31 + P13 — Pits

P4 = pa1 + pia+ pn — (p21 + p12),

Ps = psi1 + pis + p32+ p23 — (p31 + p31 + p22).

Figure 5 shows the polynomials in Ss in the formula for ps, with black if ¢, = 1 and
white if ¢, = —1. Figure 6 depicts the polynomials in the same formula, based on the
Hermite interpolation conditions (16).

5.2 3D Case

For n = 3, to simplify the formulas, let

FoC'T
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Fig.5 The geometry of S5 for n = 2 is shown (see Fig. 1) with an indication of which blocks within the set
contribute to the representation of the serendipity interpolant ps as a linear combination of tensor-product
interpolants. A block with a filled dot in the upper right corner contributes to coefficient +1, while a block
with an empty dot in the upper right corner contributes to coefficient —1

Fig. 6 A visual depiction of the the formula for ps5 in the Hermite case

with 7 () denoting all permutations of « = (@1, a2, ®3), so that, for example,

qi11 ‘= P1l1,
q112 ‘= p112 + p121 + paii,
q123 = p123 + p132 + p213 + p231 + p3i2 + p323,

etc. Then, Theorems 2 and 3 give

P1 =4111,

P2 = qi12 — 2q111,

P3 = q113 — 2q111,

pa = q122 + (q114 — 2q112) + qu11,

ps = (q123 — q122) + (q115 — 2q113) + q111-

We note that Delvos [6] found a nodal basis for p4,n = 3, using his method of ‘Boolean

interpolation.” That method is not, however, general enough to give the formulas for p,

withr > 5,n = 3. Now that we have provided a generalized approach to defining nodal

bases for serendipity elements, it remains to be studied whether certain arrangements of
Elo [y

@ Springer | jog



Found Comput Math

the grid coordinates x ; x provide advantages in specific application contexts. Suitable
preconditioners associated with these bases may also be needed.
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