
Oxidation potentials of phenols and anilines:
correlation analysis of electrochemical and
theoretical values†

Ania S. Pavitt,a Eric J. Bylaskab and Paul G. Tratnyek*a

Phenols and anilines have been studied extensively as reductants of environmental oxidants (such as

manganese dioxide) and as reductates (e.g., model contaminants) that are transformed by environmental

oxidants (ozone, triple organic matter, etc.). The thermodynamics and kinetics of these reactions have

been interpreted using oxidation potentials for substituted phenols and anilines, often using a legacy

experimental dataset that is of uncertain quality. Although there are many alternative oxidation potential

data, there has been little systematic analysis of the relevance, reliability, and consistency of the data

obtained by different methods. We have done this through an extensive correlation analysis of kinetic

data for phenol or aniline oxidation by manganese oxide—compiled from multiple sources—and

oxidation potentials obtained from (i) electrochemical measurements using cyclic and square wave

voltammetry and (ii) theoretical calculations using density functional theory. Measured peak potentials

(Ep) from different sources and experimental conditions correlate very strongly, with minimal root mean

squared error (RMSE), slopes z 1, and intercepts indicative of consistent absolute differences of 50–150

mV; whereas, one-electron oxidation potentials (E1) from different sources and theoretical conditions

exhibit large RMSE, slopes, and intercepts vs. measured oxidation potentials. Calibration of calculated E1
data vs. measured Ep data gave corrected values of E1 with improved accuracy. For oxidation by

manganese dioxide, normalization of rate constants (to the 4-chloro congener) allowed correlation of

phenol and aniline data from multiple sources to give one, unified quantitative structure–activity

relationship (QSAR). Comparison among these QSARs illustrates the principle of matching the

observational vs. mechanistic character of the response and descriptor variables.

Environmental impact

The oxidation of substituted phenols, anilines, and various related electron shuttle compounds (ranging from biogenic dihydroxybenzenes to natural organic
matter) is a major determinant of their environmental fate and effects. Describing the kinetics of these reactions with QSARs is useful for explaining the relative
reactivity of important congener families (e.g. precursors to disinfection byproducts), or predicting oxidation rates for chemicals of emerging concern (e.g.
metabolites of insensitive munitions compounds). Applications of our QSARs for oxidation by manganese oxide, or further development of QSARs for other
environmental oxidants (ozone, triplet natural organic matter, etc.) will be improved by the new measured and calculated oxidation potentials presented here.

Introduction
Phenol and aniline moieties are ubiquitous in the environment,
biology, and commerce. They are characteristic components of
many important organic compounds—including pesticides,
pharmaceuticals, antioxidants, and various natural products—
as well as polymeric materials, such as natural organic matter

(NOM), lignin, and some resins and plastics. The most signi-
cant pathway for transformation of these compounds is oen
the oxidation of the phenol or aniline moieties, so this chem-
istry has been studied extensively. Many of these studies
compare the reactivity of multiple substituted phenols and/or
anilines, which has made them prototypical families of conge-
ners for analysis of correlations between chemical structure and
reactivity. The resulting abundance of data, and quantitative
structure–activity relationships (QSARs) for correlations among
these data, has led to a variety of cross-correlation and meta
analyses and reviews thereof.1–3 This large body of work makes
phenols and anilines good systems for illustrating or exploring
general concepts regarding the development and application of
correlation analysis.
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With respect to the oxidation of phenols and/or anilines,
most correlation analyses are structured as relations between
rate constants for oxidation of multiple substituted phenols/
anilines (by a single oxidant) and one or more descriptor vari-
ables that are either measured from electrochemical experi-
ments or calculated from molecular structure theory. Other
work has emphasized the development of theoretical methods
for calculation of phenol/aniline redox properties, in part using
correlations to experimental data for validation and/or calibra-
tion. In both cases, the most commonly used experimental
descriptor data is the set of electrochemically-measured half-
wave oxidation potentials (E1/2) reported by Suatoni et al. in
1961.4 This dataset is attractive for correlation analysis because
it is accessible and relatively large (including 41 phenols and 32
anilines), was obtained under a consistent set of conditions that
are compatible with biological and environmental science, and
has accumulated a legacy as a useful descriptor dataset in
studies of reactivity of various environmental oxidants.

The rst studies to make prominent use of the E1/2 data from
Suatoni et al. in correlation analysis were focused on oxidation
by manganese dioxide (MnO2). These studies reported that
measured rates (or rate constants) for oxidation by MnO2

correlate well with E1/2 for mono substituted phenols5 and
anilines.6,7 Klausen et al.7 showed that these correlations
become superimposable when based on relative rate constants
(krel), obtained by normalizing measured rate constants (usually
kobs) to rate constants for a common reference compound (they
used the 4-Cl congener). In a recent study, we showed that
correlations based on krel for aniline oxidation by MnO2 were
sufficiently comparable to justify tting QSARs using kinetic
data from multiple sources.8 In Fig. 1A, all of these data—
including both phenols and anilines—are summarized,
showing that the combined dataset for krel correlate sufficiently
well to E1/2 from Suatoni et al. to t a single QSAR. As a meta
statistical analysis, the correlation in Fig. 1A is remarkably

successful, but its theoretical interpretability is limited by the
heterogeneous nature of the oxidant. Other correlation analyses
that utilize E1/2 from Suatoni et al. involve oxidation of phenols
by homogeneous solution-phase oxidants (singlet oxygen,2,9,10

chlorine dioxide,1,2,10,11 persulfate,10 and chromate10). Among
these oxidants, chlorine dioxide is the most likely to produce
kinetics controlled by simple outer-sphere one-electron trans-
fer, and this made it possible to describe the kinetics using
a model based on Marcus theory.11 For that analysis, free
energies of oxidation for phenols by chlorine dioxide were
calculated using the E1/2 data from Suatoni et al., assuming—
and then supporting—their claim that these E1/2's are the one-
electron oxidation potentials for phenols. The data by Suatoni
et al. also are included in a compilation by Meites and Zuman,12

which has been cited as the source of oxidation potentials for
correlation analysis of rate constants for anilines with
carbonate radical13 and borate radical.14

The other most signicant use of the E1/2 dataset from Suatoni
et al.—in the development of theoretical methods for calculation
of phenol/aniline redox properties—assumes that the accuracy of
the measured potentials is sufficient for them to be useful in
validation of redox potentials calculated from chemical structure
theory.15,16 The primary example of this is work by Winget et al.
where they found that their calculated one-electron oxidation
potentials (E1) for anilines17,18 and phenols19 differed signicantly
from Suatoni's measured values of E1/2 and these differences vary
signicantly with the level of theory used in the calculations. They
discussed various possible sources of “error” in the theoretical
calculations, and suggested that some of this error could be cor-
rected by using the expected value of E1 (here E1c, for corrected by
calibration), calculated from a regression of E1 on E1/2. The results
of this calculation are shown in Fig. 1B for selected sets of E1
calculated by Winget et al.17–19 and Salter-Blanc et al.8 A linear
regression (not shown) performed on all the data in this correla-
tion does not differ signicantly from the 1 : 1 line included in the

Fig. 1 Examples of correlation analyses performed using E1/2 for phenols and anilines from Suatoni et al. as the descriptor variable. (A) Rate
constants (krel) for oxidation by manganese oxides; (B) one-electron oxidation potentials (E1) calculated from theory. In (A), diamonds represent
phenols and circles represent anilines.
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gure, but the residuals are highly variable, within as well as
between compounds, and therefore hard to rationalize as due to
any one particular source of error.

The results in Fig. 1B illustrate some of the general concerns
that arise from the use of correlation analysis with computational
electrochemistry. The rst is that the absolute precision and
accuracy required to make modeling results statistically satisfac-
tory becomes relatively less severe as the calibration and appli-
cation range of themodel increases. This is evident in the contrast
between Fig. 1B, which suggests signicant need for improvement
in the residuals, versus studies such as Moens et al.20 that aim to
model amuchwider range of compound structures—with amuch
wider range of potentials—and therefore nd that the residuals
that arise from utilizing E1/2 data from Suatoni to be insignicant.
Another general issue is that the overall tness of correlation
models increases when the variables included are consistent with
each other—and with the intended applications of the model—
with respect to their observational vs. mechanistic character. In
this respect, a correlation such as in Fig. 1A, which is between two
properties measured in solution for one class of reactions, is
a favorable formulation for describing the observed kinetics of
phenol/aniline oxidation. In contrast, a calibration such as in
Fig. 1B is less favorable because it is based on correlation between
two less consistent (less well “matched”) variables: one that is
a property measured in solution and another that is calculated
from theory assuming an elementary reaction step that may, or
may not, dominate the solution chemistry.

From a fundamental, mechanistic perspective, the mismatch
implicit in calibrating theoretically calculated E1's by correlation
to electrochemically measured potentials, as in Fig. 1B, should
have signicant disadvantages.21,22 This has led recent studies to
calibrate E1's using potentials measured by methods such as
pulse radiolysis,22–26 which should provide a more accurate esti-
mate of potentials for reversible, one-electron oxidation of
phenols/anilines.27 However, these data are less common, more
complex tomeasure, and not necessarily more closelymatched to
the processes that are controlling solution-phase oxidation
kinetics. Therefore, theymay not provide themost useful, or even
the most accurate, structure–activity relationships for oxidation
reactions of environmental interest. To explore this hypothesis,
a correlation analysis was performed with new and previously
published data for kinetics of phenol/aniline oxidation by MnO2,
oxidation peak potentials measured electrochemically, and one-
electron oxidation potentials calculated theoretically. Overall, the
results show that correlations between these three properties are
statistically similar, so the main factors that distinguish the
results are (i) a small number and variablemixture of compounds
that are signicant outliers, usually of uncertain origin, and (ii)
the breadth of structures and potentials covered, which is greater
for the calculated and measured potentials reported here than
was available previously.

Experimental
Chemical reagents

All of the substituted phenols and anilines used in experiments
are summarized in ESI (Tables S1 and S2†) with source and

purity data. 2-Propanol (isopropyl alcohol, IPA), sodium acetate,
and acetic acid were from Fisher Scientic. All chemicals were
obtained analytical grade or higher and used as received.

Stock solutions of the phenols and anilines were dissolved in
IPA and stored in amber bottles for a maximum of three days.
The buffer–electrolyte was made with 0.5 M acetic acid and 0.5
M sodium acetate (pKa ¼ 4.54). Before use, the buffer–electro-
lyte was diluted with IPA in varying amounts, usually to 25% or
50% IPA (v/v) to buffer.

Electrochemical methods

All square wave voltammograms (SWV) were acquired with an
Autolab PGSTAT30. SWV were acquired at varying amplitudes of
50, 75, 100, and 125 mV, and varying scan rates of 30, 60, 120,
180, and 240 mV s"1. Staircase cyclic voltammograms (SCV)
were acquired with a Pine AFCBP1 Bipotentiostat, or an Autolab
PGSTAT30. SCV were acquired at varying scan rates of 25, 75,
125, 175, and 225 mV s"1. The step size was 2 mV for all runs.
Most runs were performed in duplicate. The SCV and SWV
peaks were t using the peak search function in Nova 2.02 for
the Autolab and Aermath 1.4.7760 for the Pine instrument.
The three-electrode cell consisted of a Pine Research Instru-
mentation low prole 3 mm glassy carbon working electrode, an
Ag/AgCl 3 M KCl reference electrode (BASi), and a 0.5 mm
diameter platinum wire (Alfa Aesar) counter electrode. All
potentials measured in this work are corrected from the Ag/AgCl
reference electrode to standard hydrogen electrode (SHE) by
adding 209 mV.28 Note that the potentials measured by Suatoni
et al. were reported vs. the saturated calomel electrode, so those
data were converted to SHE by adding 241 mV 28 for use in this
study.

Before each set of electrochemical measurements, the
working electrode was polished using a 0.05 mm MicroPolish
Alumina (Buehler), washed with 1% Micro90 (International
Products Corp.) and water, rinsed several times with DI water,
sonicated for 5 min, and rinsed again with DI water. The elec-
trochemical cell was prepared by adding 10 mL of buffer–elec-
trolyte–IPA solution and purging for 10 min with N2 (ultra-high
purity). Aer deaeration a background scan was performed,
subsequently the solution was spiked with 1 mL of the
compound of interest and purged for 2 min with N2. A layer of
N2 was kept over the solution for the duration of the experi-
ment. The initial concentration of all phenols and anilines in
the cell was 2.5 # 10"4 M. The pH of the solution was measured
using a glass combination electrode calibrated at pH 4.00 and
7.00. The measured pH (pHmeas) was 5.1 and 5.6 for 25% IPA
and 50% IPA respectively.

Computational methods

In previous work,8 we compared the performance of several
electronic structure methods (functionals, basis sets, and
solvation models) for computation of one-electron oxidation
potentials for aromatic amines (E1) from chemical structure
theory, and a selection of those methods was used in this study,
with minor modications. Only oxidation of the neutral form of
the parent compounds was considered (ArOH # ArOH+ + e"
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and ArNH2 # ArNH2
+ + e"). The electronic structure calcula-

tions were carried out using density functional theory (DFT)
calculations18 using the 6-311++G(2d,2p) basis set18,20 and the
B3LYP21,22 and M06-2X23 exchange correlation functionals.
Solvation energies for the parent and oxidized compounds were
approximated using both the COSMO and COSMO-SMD
methods. Other recent studies have performed similar calcu-
lations,17,18,20,22–26 and the calculations here, which make use of
large triple zeta basis sets, are expected to be well converged. All
of the calculations were done using NWChem.28 Additional
details regarding the computation methods are given in ESI.†

Results and discussion
Electrochemical method optimization and validation

The objectives of this study include reevaluating the E1/2 dataset
from Suatoni et al., but also establishing a new, expanded
dataset of measured potentials using updated and rened
methods. Therefore, we attempted to replicate Suatoni's
methods as much as possible during preliminary investigation
of operational variables that were likely to be signicant, and
only made changes where a substantial benet was expected.
Based on considerations presented in the ESI,† we chose solu-
tion chemical conditions that were nearly identical to those in
Suatoni et al. (C0 ¼ 2.5 # 10"4 M phenols or anilines, 0.5 M
NaAc/HAc buffer in 50/50 v/v% isopropanol/water (pHmeas ¼
5.6), ambient temperature ¼ 23 $ 2 %C). The only notable
difference in solution conditions is that the experiments by
Suatoni et al. were aerobic and ours were purged with N2 to
remove O2. For our working electrode, we chose a commercial
glassy carbon electrode, rather than trying to replicate the
custom wax-impregnated electrode used by Suatoni et al.
Preliminary experiments were performed on both a pyrolytic
graphite edge electrode and a wax impregnated graphite elec-
trode was used to simulate Suatoni et al. There was no differ-
ence in potentials between electrodes and since better results
were obtained with the glassy carbon electrode only those
results are presented.

Suatoni et al. performed anodic voltammetry by polar-
ography, apparently measuring only linear, anodic potential
sweeps (in duplicate). They reported half-wave potentials (E1/2),
but no raw data were shown, so the robustness of their calcu-
lations cannot be evaluated. In polarography, E1/2 is obtained
from the potential of half the peak current,29 and these poten-
tials are directly related to the formal reduction potentials used
in the Nernst equation.30 E1/2 can also be related to the half-peak
potentials (Ep/2) obtained from cyclic voltammetry, because Ep/2
¼ E1/2 $ 28.0 mV per n (subtract for oxidation).29 To acquire Ep/2
from CVs such as obtained in this study, we could use the mean
value of the cathodic and anodic peak potentials, or the
potential that corresponds to the current at half height. Because
the majority of our data were irreversible voltammograms, we
did not use E1/2, or Ep/2, but instead we usually report peak
potentials (Ep) obtained directly from the SCV data (exemplied
with aniline in Fig. 2A). For two compounds (dopamine and 4-
aminophenol), Ep was calculated from SCV data using (Epa +
Epc)/2 because these compounds were reversible.31

We also performed square-wave voltammetry (SWV) using
the same solution conditions and working electrode as in SCV
and obtained peak potentials from these data as illustrated in
Fig. 2B. In general, the SWV peaks are better resolved than those
from SCV (because it uses the difference in current sampled at
the end of the forward potential pulse and the end of the reverse
potential pulse, thereby eliminating most of the non-faradaic
current), but the resulting peak potentials are not expected to
differ from those determined by SCV.31 Whether obtained by
SWV or SCV, Ep should be related to Ep/2 by |Ep " Ep/2| ¼ 56.5
mV per n for reversible and 47.7/an for irreversible reactions
(where a is the transfer coefficient, and n is the number elec-
trons).29 Preliminary calculations suggest that this is approxi-
mately true for our data, but the results are not shown.

The shapes, and peak properties, of the SCVs and SWVs
varied with the substituents on the various phenols and
anilines, but also with experimental factors such as the scan
rate and pH. Suatoni et al. measured only one scan, starting at
150 mV before the anodic peak and scanning at 2.4 mV s"1,
whereas we performed SCVs with a variety of switching poten-
tials and a range of scan rates. In most experiments, we used
0 to +1 V, but varied the scan rate from 25 to 225 mV s"1. The
effect of scan rate on peak current or potential are among the
criteria used to assess the reversibility of electrode reactions.31

With SWV, we varied the scan rate, as well as the potential step
amplitude, because varying both of these parameters can
provide insights into the electrode kinetics. The results and
conclusions from varying these parameters, in both SCV and
SWV, are discussed in the ESI.†

Despite differences due to experimental conditions, the SCVs
for the various phenols and anilines have similar features, so
they can be classied into four types. Most types (all except for
type IV), exhibited an irreversible anodic peak, which is due to
initial electron transfer from the parent phenol or aniline.32 The
Ep data from these peaks are compared to Suatoni's E1/2 data
below. For type I SCVs, the primary anodic peak height (ip,a)
decreased slightly (some decreased signicantly) with repeated
scans. Aer the rst scan, these compounds developed
a reversible or quasi-reversible set of secondary peaks shied to
less positive potentials. This secondary peak appears with
almost all anilines (e.g., Fig. 2A) and almost half of the phenols,
seventeen in total. Secondary peaks were reported in Suatoni
et al., for p-toluidine, p-ethylaniline, and 2,4-dimethylaniline,
but our experimental data for p-toluidine showed one peak with
a shoulder in both the SCV and SWV. Secondary peaks have
been described and discussed in many, more recent electro-
chemical studies of phenols and anilines.32 The main cause for
these peaks is that radicals formed by the oxidation of anilines
and some phenols couple to form dimers, which are still electro-
active but at lower oxidation potentials.33 For this study, the
secondary peak formation was not considered further, although
it may have implications for the redox properties of natural
organic matter during diagenesis.34

Type II SCVs exhibit the primary oxidation peak, but no
secondary peaks. The primary peak current decreases substan-
tially with subsequent scans, resulting in no peaks by the h
scan. This behavior is seen with fourteen phenols and two
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anilines. The disappearance of all peaks aer multiple scans
suggests passivation of the electrode, most likely due to
adsorption. It has been previously documented that oxidation
of phenols generates phenoxy radicals which dimerize and form
a passivating lm on solid electrodes.35 Type III CVs show the
primary irreversible anodic peak whose current increases with
the scan rate. Current is expected to increase with faster scan
rate because slow scan rates allow the diffusion layer to grow
further from the electrode, thereby decreasing the ux to the
electrode. As the scan rate speeds up, the diffusion layer is
smaller and the ux to the electrode is faster resulting in higher
current. This behavior is seen with several phenols and 4-
methyl-3-nitroaniline. Type IV CVs show one set of reversible or
quasi-reversible peaks, as seen with 4-aminophenol and dopa-
mine. For 4-aminophenol the peak separation by 60 mV
suggests a one electron transfer reaction (based on the Nernst
equation). The ratio of the peak currents averaged over ve
different scan rates is 1.075, which is also consistent with single
electron transfer. The peak potentials shi 3–5 mV with the
change in scan rate, but this small effect could be due to vari-
ations in peak selection.

Quantitative comparison of peak potentials

The primary data for Ep obtained with each substituted phenol
or aniline, over the range of conditions tested, are summarized
in ESI, Fig. S5.† The expected trends with respect to wave form,
scan rate, etc. are evident in the gure, but the overall conclu-
sion is that the range in primary potentials for individual
compounds is about 100–200 mV. To select a representative
value, we considered two options: the results from the rst scan
(for SCV this was 25 mV s"1 scan rate for SWV 30 mV s"1 scan
rate, 50 mV amplitude and a step size of 2 mV) or the average of
all scans (including measurements with varying scan rates and
replicates). The main rationale for the former is that the rst
scan will be least affected by sorption and/or product formation
during electrooxidation of the test compound; whereas the
latter leverages more individual measurements and may be

more representative of the range of conditions that are included
in (meta) correlation analysis. The resulting four sets of Ep data
(E1stpa and EAvgpa from SCV; E1stp1 and EAvgp1 from SWV) are summa-
rized in Tables S4 and S5† for all of the phenols and anilines
used in the experimental part of this study.

The data in Tables S4 and S5† are the experimentally
measured values, adjusted to SHE, but not corrected for any
factors that require more complex justications. One such
factor is pH, which affects the oxidation potential of phenols
and anilines mainly through (de)protonation of their hydroxyl
or amino moieties. Assuming appropriate values for their pKa's,
and a Nernstian relationship between potential and speciation
of the hydroxyl or amino moieties, a variety of pH adjustments
have been made (e.g., pH 5.6 to 0,11 pH 7 to 0,26). For reversible
reactions with Nernstian electrode response, a pH adjustment
can be made by decreasing the oxidation potentials 59 mV per
unit increase in pH.27 However, for this study, we decided not to
make pH adjustments to our measured Ep data because (i) our
buffer and pH conditions were identical to those used by Sua-
toni et al.; (ii) using the estimated pKa's in Tables S2 and S3†
and pH's that we measured before each set of electrochemical
measurements (pHapp ¼ 5.4–5.6) showed that variation in
degree of protonation had negligible effect on Ep for the anilines
and was <30 (usually <15) mV for the phenols; and (iii) there are
numerous potential secondary effects that would be difficult to
fully evaluate. One such secondary effect might be the inuence
of IPA on the pKa's on phenols, anilines, and water and another
might be the inuence of buffer speciation on electrode
kinetics.36

Another factor that could merit corrections is the irrevers-
ibility of the primary anodic peaks used to obtain our Ep data.
Recall from the discussion of SCV types (above and in ESI†) that
many of the phenols and anilines studied did not give ideal
reversible electrochemical peaks. Ep data can be adjusted to
approximate (theoretical) reversible potentials as has been done
for SCV of phenols.37 However, for this study, we decided not
apply this correction to our Ep data because (i) Suatoni et al. did
not do it, (ii) SCV peak type did not correlate in any way with the

Fig. 2 Electrochemical data from this study, using aniline as an example. (A) Staircase cyclic voltammetry (SCV) at a scan rate of 125 mV s"1 and
(B) square-wave voltammetry (SWV) at a scan rate of 60 mV s"1 and amplitude of 75 mV. Both for 0.25 mM aniline in 25% IPA/buffer, pHmeas 5.1
and step size 2 mV.
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Ep data, and (iii) this correction involves assumptions that were
unnecessary to make (e.g., regarding the kinetics of individual
electrode reactions37).

Our four sets of Ep data (from Tables S4 and S5†) are
summarized by phenol or aniline in Fig. S6,† together with the
E1/2 data from Suatoni et al. and electrochemical oxidation
potentials from three other studies of complementary scope. In
general, the variability among the datasets appears to be
smaller than the variability between the phenols/anilines,
which can be seen more clearly in the correlation between all of
our Ep and Suatoni's E1/2, data, which is shown in Fig. 3. All of
our Ep datasets appear to correlate with the same slope and
intercept, so they can be tted globally, which give 0.99 $ 0.02
and 0.13$ 0.03, respectively (r2 ¼ 0.92). The slope of 1 indicates
all the measured Ep's have the same sensitivity to phenol/
aniline structure, but the intercept suggests a well dened
“offset” of about 130 mV (which is discussed further below).

To prioritize among the four sets of measured potentials, we
considered three criteria: accuracy, precision, and relevance.
Since our experiments were designed to match most of the
conditions in the work by Suatoni et al., we calculated the
difference between our values and Suatoni's (DE) and used this
as one indicator of accuracy. Values of DE for each phenol or
aniline are summarized in Fig. S6.† And the average, standard
deviation, maximum, and minimum of these values are
summarized in Fig. 3B. Based on the results in Fig. 3B, and the
general considerations regarding the electrochemistry of
phenols/anilines presented above, we chose to emphasize
E1stp1 (the potential of the rst anodic peak from the rst scan
obtained by SWV) in most of the correlation analysis that
follows.

One overall implication of the results summarized in Fig. 3
and S6† is that the new experimental data presented here are
100–150 mV more positive than those reported in Suatoni et al.
Two contributors to this offset are certain: (i) in cyclic

voltammetry E1/2 should be &28 mV less than Ep for peaks with
typical shape,29 and (ii) the difference between Suatoni's scan
rate (2.4 mV s"1) and ours (25–240 mV s"1), should make their
potentials about 50–150 mV higher than their E1/2's (based on
results in ESI, Fig. S5†). This reduces the unexplained difference
in potentials (DE) to a range of "75 mV to +25 mV. One possible
contributor to the remaining DE is differences in cell design
(Suatoni's cell volume and working electrode diameter were 2.5-
and 2-fold greater than ours, respectively), which can inuence
electrode potential measurements in various ways, such as
differences in iR drop, non-faradaic current, etc.30 Another
possible effect of electrode kinetics is that the slow scan rate
used by Suatoni et al. could have resulted in conditions at the
electrode boundary layer that were inuenced by convection as
well as diffusion, which would inuence Ep by unpredictably
affecting the current response.28 Finally, it is possible that
Suatoni's electrode potentials were affected by the presence of
dissolved oxygen in their system, which can generate reactive
oxygen species during anodic voltammetry, and these species
can react directly with the electrode or with the test
compounds.30 Taken together, these considerations are suffi-
cient to rationalize the roughly 100–150 mV offset between E1/2
from Suatoni and E1stp1 from this study, and suggest that the
absolute accuracy is likely greater for our E1stp1 dataset.

Computational method optimization and validation

For this study, the theoretical calculations of E1 were performed
to serve three general purposes. First, to obtain a dataset with
maximum overlap with the phenols and anilines for which
there are electrochemical potentials from Suatoni et al. and/or
the newly-measured values reported in this study, we included
most of the phenols and anilines in Tables S2 and S3.† Second,
to represent the putative initial oxidation step for phenols and
anilines38–40 at the pH of Suatoni's work, E1 was calculated for

Fig. 3 Comparisons between measured Ep from this study and E1/2 from Suatoni et al. for phenols and anilines. (A) Direct comparison between
measured potentials, (B) statistical analysis of the difference between Ep and E1/2 (DE). In (A), phenols and anilines are distinguished, but in (B) their
data are combined.
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simple electron transfer from the neutral form of the phenols
and anilines to the corresponding phenoxy or aryl amino radi-
cals (i.e., PhOH # PhOH+ + e" and ArNH2 # ArNH2

+ + e")
assuming no atom transfers. Third, to provide an avenue for
extending the coverage of substituent combinations in future
work, we chose moderately-high, but accessible levels of theory,
so calculations could be done for many compounds without
special accommodations (such as for the larger or more exible
compounds). The range of computational conditions used was
chosen to include those that proved most useful in our recent
work,8 included one basis set (6-311++G(2d,2p)), two func-
tionals (B3LYP and M062S) and two solvation models (COSMO
and COSMO-SMD). The newly calculated values of E1 are given
in Table S6† (phenols) and Table S7† (anilines).

The newly calculated values of E1 are summarized for each
phenol in Fig. S7† and each aniline in Fig. S8.† For comparison,
we have included in the plots: literature values of E1 from prior
studies that used Suatoni's E1/2 for validation,8,19 the E1/2 data
from Suatoni et al., and the Ep data from this study (Tables S4
and S5†). It is evident from these gures that most of the range
in E's is due to relatively consistent differences (i.e., offsets)
between the E1 datasets (&2–4 V), while the offset among the
measured Ep's is much less (<0.5 V), and that the variability
among the phenols and anilines within each dataset is inter-
mediate in size (&1 V). The relatively large offsets between sets
of calculated and measured oxidation potentials is an issue that
has been addressed in prior work by using the expected values
of E1 (E1c) calculated from regression of E1 on experimental
data.15 This approach has been used specically with
substituted phenols and/or anilines,18,26 but the results and
implications have not been fully explored.

For validation and calibration of the E1 data obtained in this
study, we compared our four sets of E1's vs. two sets of measured
potentials, E1/2 from Suatoni et al. and Ep from this study. The
direct plots and linear ts of each combination are shown in

Fig. S9,† the tting coefficients and goodness-of-t statistics are
given in Table S8,† and a subset of these results is summarized
in Fig. 4A. The major features of the calibration tting results
are (i) the slopes are similar in most cases, but (ii) the intercepts
differ considerably, and (iii) the residual variance about the
tted lines is greater for phenols than anilines. To examine the
residuals for trends or outliers, we calculated E1c for combina-
tions of E1's and measured potentials (Tables S9 and S10†) and
plotted them versus the measured potential used for calibration
in Fig. S10.† Themost relevant subset of these results are shown
in Fig. 4B. By factoring out the differences in slope and intercept
between the calibrations, Fig. 4B shows that the residual
variance in E1c for anilines is small and appears random. In
contrast, the phenols exhibit signicant scatter and clustering
among the outliers that suggests systematic effects.

Overall, the two functionals used (B3LYP and M062X) per-
formed equally well, so we emphasize M062X in the remaining
discussion only because it was slightly preferred in our previous
work.8 All of the most severe outliers in Fig. 4B t two criteria.
The most general is the SMD solvated E1's (lighter markers in
Fig. 4B), which account for all of the more extreme values of E1c
for each compound. Since the COSMO-SMD model has been
extensively parameterized for compounds similar to the parent
compounds in this study, these differences suggest that the
parameterization of COSMO radii in the SMD model may need
to be adjusted for the oxidized forms. The other notable group
of outliers includes the three phenols with the lowest values of
Ep1 (2-hydroxyl, 4-hydroxyl, and 2,6-dimethoxy), which plot
about 100 mV high relative the trends in Fig. 4A and B. The
absolute and relative values of Ep1 for these compounds are
quite consistent with previous electrochemical studies,41 which
suggests that the calculated values of E1 are too high. This
anomaly might be rationalized in terms of their strongly elec-
tron donating substituents, and these differences might be
corrected by using higher levels of electronic structure theory,

Fig. 4 Comparisons between measured E1 (without calibration) and E1stp1 for phenols and anilines. (A) Direct comparison between measured
potentials, (B) statistical analysis of the calibration equations from regression of E1 and E1stp1 (shown in Fig. S6†). In (A) and (B), phenols and anilines
are distinguished, not combined.
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such as CCSD(T) with large basis sets. However, these higher
level calculations are very expensive and would only be acces-
sible to researchers with access to very high performance
computers, and would be inconsistent with our overall
approach of favoring lumping over splitting where ever
possible.

Structure–activity relationships

The ultimate goal of the cross-correlation analysis of oxidation
potentials presented above is to validate them for use as
descriptor variables in relationships between phenol/aniline
structure and reactivity (i.e., QSARs). However, that analysis
suggests that most of the differences between the four major
sets of oxidation potentials (E1/2 from Suatoni et al. and Ep, E1,
and E1c from this work) are due to compound-specic effects
that may be dependent on operational factors. For example, the
dissociation or migration of protons in association with
hydroxyl groups could be affected by the cosolvent (IPA) used in
the electrochemical measurements, or the basis set used in the
modeling calculations. This complexity means that the four sets
of oxidation potentials may have complementary value as
descriptors in correlation analysis with kinetic data. This
complementarity is apparent when the correlation presented in
Fig. 1A—between log krel for phenol/aniline oxidation by MnO2

and E1/2 from Suatoni et al.—is compared with the correlations
in Fig. 5, obtained using Ep and E1 as alternative descriptor
variables.

The differences between the correlations to E1/2 (Fig. 1A) and
E1stp1 (Fig. 5A) are subtle: mainly there is a slightly different
distribution of residuals, resulting in slightly better overall
regression statistics with E1stp1 (Table S13†). Since the two sets of
electrochemical oxidation potentials are strongly covariant
(Fig. 3A), the residuals in Fig. 1A and 5A are likely to arise from
the same source. Certainly, one source could be experimental
error in the original krel data, but another possibility is that it

reects compound-specic effects that inuence the response
and descriptor variables differently. In this case, a likely
contributor to such effects is that the surface properties of
MnO2 and graphitic carbon (the working electrode material) are
very different, which could result in signicantly different
surface interactions with the phenols/anilines with different
combinations of substituents.

Compared with the correlations between log krel and elec-
trochemically determined oxidation potentials, the correlations
to calculated E1's gave more diverse results. Using uncalibrated
E1's (Fig. 5B) produces separate correlations for the phenols and
anilines, both of which are statistically satisfactory, but the
differences in slope and intercept are not consistent with the
experimental potential data. Because of the latter, this appears
to be a case where splitting the data into subsets leads to less
chemically meaningful results. Calibration of E1's to the
experimental potentials (E1/2 or E1stp1 ) normalizes the phenols
and anilines to the same slope and intercept, so correlations
between log krel and E1c can be t to one QSAR for all
compounds (Fig. 6). The tting statistics for these correlations
are very good and similar to those obtained with experimentally
measured potentials (Table S13†). Values of E1c obtained using
the B3LYP functional produce nearly identical correlations to
log krel (not shown).

In Fig. 6B, the three points that fall outside the prediction
interval are 2-hydroxy, 4-hydroxy, and 2,6-dimethoxy phenol.
The substituents on these compounds are likely to cause effects
that require compound-specic modeling; e.g., a shi from one-
to two-electron oxidation potentials corresponding to the
formation of quinonoid products.42 In fact, these compounds
are responsible for the three sets of anomalously high E1's in the
lower-le corner of their calibrations to E1stp1 (Fig. S9B and
S10B†), and it is the leverage that these points exert on the
calibration regression that causes these compounds to appear
as outliers in Fig. 6B. The E1/2 dataset from Suatoni et al. does

Fig. 5 Correlations of rate constants for oxidation by manganese oxides (krel) and oxidation potentials of phenols and anilines: (A) log krel from
compiled sources (Table S1†) vs. E1stp1 from this study (Tables S4 and S5†); (B) log krel vs. E1 without calibration, from this study (Tables S6 and S7†).
Diamonds represent phenols and circles represent anilines.
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not extend to phenols with such low potentials, so the corre-
sponding E1's do not appear in Fig. S9A or S10A† and therefore
do not have any effect on the correlation using E1c calibrated to
E1/2 (Fig. 6A).

Comparing the statistical quality of all the QSARs derived
here with log krel (Fig. 1A, 5A, 6, and Table S13†) shows little
difference between the descriptors E1/2, Ep1, and E1c. However,
other, subjective differences are important. For example, while
the original experimental dataset of E1/2 by Suatoni et al. is
large, it contains few compounds with challenging substituents.
The new set of Ep's reported here includes more ionizable and
polar functional groups, more substituents that are likely to
cause proximity effects, more compounds with two or more
substituents, and more complex phenols and anilines of bio-
logical or environmental interest (e.g., dopamine and triclosan).
These complications favor net substituent effects that are not
easily modelled, which can contribute to greater residuals in
correlation analysis. These residuals can be useful, however,
such as for diagnosing specic substituent effects, selection
among descriptor variable datasets, and identication of the
limits of applicability of a QSAR model.

In addition to the diversity of substituents included, another
subjective difference that distinguishes the QSARs obtained
here using E1/2, Ep1, and E1c as descriptor variables is their
suitability for use in prediction. For new phenols and anilines,
Suatoni et al. concluded that values of E1/2 can be estimated by
assuming additivity of substituent effects or a Hammett corre-
lation between E1/2 and s, and these approximations have
proven useful in several subsequent studies.9,11 However, they
are likely to break down with more complex compounds. The
new datasets of experimental Ep1's reported in this study have
the advantage of being extendable with new measurements
using the modern methods documented and validated here.
Interpolation of additional Ep1's without new measurements
should be possible using the same additivity and Hammett

correlation approaches used by Suatoni et al., but this was not
veried as part of this work.

In contrast to experimental or empirical approaches to
obtaining descriptor data for new phenols or anilines, purely in
silico calculation of E1's from molecular structure theory could
be very efficient (because the calculations can be programmed
to run in batches). As demonstrated in this study, however, E1
must be calibrated to experimental data to ensure the absolute
and relative accuracy of the results. Even aer calibration,
values of E1c for some compounds may not fully reect the
processes controlling oxidation in solution, which can cause
unnecessary outliers when applied in QSARs (e.g., Fig. 6B). Such
outliers could be avoided with sufficiently detailed modeling
calculations, but this would obviate the efficiency of the
modeling approach to populating new descriptor data. Overall,
the balance of considerations (statistical and subjective) favor
the experimental and empirical approach to obtaining
descriptor data for predictive applications of QSARs.

In the end, the main advantage of correlation analysis per-
formed using E1 from molecular structure theory is clarity and
precision regarding the mechanisms that are represented by the
descriptor. This complements the relative ambiguity of krel, E1/2,
Ep regarding the mechanisms controlling these properties
measured in solution. Correlation analysis between the two
types of properties (empirical vs. theoretical) can provide
insights into either, or both, as exemplied in this study for
oxidation of phenols and anilines. Selection of one type of
descriptor over another should be done with consideration of
the principle of matching the observational vs. mechanistic
character of descriptor variables. So, for the purpose of devel-
oping QSARs to predict rates of oxidation by MnO2, the most
effective descriptors will be those that reect similar interfacial
redox processes (e.g., E1/2, Ep). For the purposes of testing
hypotheses regarding the mechanism of electron transfer
involving MnO2 (or other oxidants), there may be greater

Fig. 6 Correlations of rate constants for oxidation by manganese oxides (krel) and oxidation potentials of phenols and anilines: (A) log krel from
compiled sources (Table S1†) vs. E1 with calibration using data for E1/2; (B) log krel from compiled sources vs. E1 with calibration using data for
E1stp1 (Tables S9 and S10†). Diamonds represent phenols and circles represent anilines.
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diagnostic value to correlation analysis with descriptors that are
calculated from molecular structure theory (e.g., E1) and there-
fore mechanistically less ambiguous.

The complementary advantages of measured and calculated
descriptors are somewhat obscured by the calibration of
calculated descriptors with measured descriptors, as was done
to obtain E1c in this study. We did this partly for the practical
reasons that (i) we were interested in validating our newly
measured values of Ep and (ii) experimental values of E1 are
much less abundant, or easily obtained. However, the results of
this decision also serves to illustrate the overall theme of this
work, that lumping works best when the response and
descriptor variables are matched with respect to observational
vs. mechanistic character.
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Table S1. Rate constants for oxidation of phenols and anilines by MnO2 

No.	 IUPAC	Name	 log	krel	 	
Stone	and	
Morgan	a	

log	krel	 	
Laha	and	
Luthy	b	

log	krel	 	
Klausen	 	
et	al.	c	

log	krel	 	
Salter-Blanc	

et	al.	d	

1	 phenol	 −0.244,	−0.301	 	 	 	

2	 3-methylphenol	 0.061	 	 	 	

3	 4-methylphenol	 0.724,	0.487	 	 	 	

4	 4-ethylphenol	 0.704	 	 	 	

5	 4-nitrophenol	 −2.560	 	 	 	

6	 2-chlorophenol	 −0.195	 	 	 	

7	 3-chlorophenol	 −1.006	 	 	 	

8	 4-chlorophenol	 0,	0	 	 	 	

9	 4-hydroxyacetophenone	 −2.438,	−2.495	 	 	 	

10	 2-hydroxybenzoic	acid	 −1.529,	−1.921	 	 	 	

11	 4-hydroxybenzoic	acid	 −1.304,	−1.228	 	 	 	

12	 aniline	 	 −0.626	 0.48	 -0.100	

13	 2-methylaniline	 	 	 0.79	 	

14	 3-methylaniline	 	 	 0.79	 	

15	 4-methylaniline	 	 0.737	 1.6	 	

16	 2-methoxyaniline	 	 	 1.6	 	

17	 3-methoxyaniline	 	 	 0.68	 	

18	 4-methoxyaniline	 	 2.862	 2.5	 	

19	 3-nitroaniline	 	 	 	 −1.34	

20	 4-nitroaniline	 	 −3.643	 	 ~	−4.11	e	

21	 3-chloroaniline	 	 	 −0.96	 	

22	 4-chloroaniline	 	 0.0	 0.0	 0.0	

23	 2-methyl-5-nitroaniline	 	 	 	 −1.40	

24	 4-methyl-3-nitroaniline	 	 	 	 −1.20	

25	 2-methoxy-5-nitroaniline	 	 	 	 −0.279	

26	 4-aminobenzoic	acid	 	 −1.107	 	 	

a) Sets A and B from Stone (1987) 1 are distinguished with red and blue diamonds, respectively,  
in Figures 1A, 5, and 6. 
b) Calculated from kexp data reported in Laha and Luthy (1990) 2 
c) Calculated from concentration vs. time data in Figure 8 of Klausen et al.(1997) 3 
d) From Salter Blanc et al. (2016). 4 
e) Approximate value because reaction was slow. 
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Table S2. Substituted phenols used in electrochemical measurements. 

No.	 Name	 CAS-RN	 Source	(Purity	%)	 pKa	a	

1	 phenol	 108-95-2	 Sigma	(99)	 10.02	

2	 2-methylphenol	(o-cresol)	 	 95-48-7	 Sigma	 10.37	

3	 3-methylphenol	(m-cresol)	 	 108-39-4	 TCI	(98)	 10.13	

4	 4-methylphenol	(p-cresol)	 	 106-44-5	 Matheson,	Coleman	&	Bell	 10.36	

5	 4-ethylphenol	 123-07-9	 Avocado	(97)	 10.32	

6	 2-methoxyphenol	(o-guaiacol)	 90-05-1	 Alfa	Aesar	(98)	 9.98	

7	 3-methoxyphenol	(m-guaiacol)	 150-19-6	 Acros	(97)	 9.49	

8	 4-methoxyphenol	(p-guaiacol)	 150-76-5	 Acros	(99)	 9.94	

9	 2-nitrophenol	 88-75-5	 Acros	(99)	 6.63	

10	 3-nitrophenol	 554-84-7	 Acros	(99)	 7.89	

11	 4-nitrophenol	 100-02-7	 Sigma-Aldrich	(99)	 7.07	

12	 2,4-dinitrophenol	 51-28-5	 Acros	(98)	 4.35	

13	 2-methyl-4,6-dinitrophenol	(DNOC)	 534-52-1	 Sigma-Aldrich	(99.9)	 4.45	

14	 4-methyl-2,6-dinitrophenol	(DNPC)	 609-93-8	 Combi-Blocks	(95)	 4.57	

15	 2-phenylphenol	 90-43-7	 Aldrich	(99)	 9.69	

16	 2-chlorophenol	 95-57-8	 Acros	(98)	 7.97	

17	 3-chlorophenol	 108-43-0	 Acros	(99)	 8.79	

18	 4-chlorophenol	 106-48-9	 Sigma-Aldrich	(99)	 8.96	

19	 2-hydroxyphenol	(catechol)	 120-80-9	 Aldrich	(99.5)	 9.34,	12.39	

20	 3-hydroxyphenol	(resorcinol)	 108-46-3	 Aldrich	(99)	 9.26,	10.73	

21	 4-hydroxyphenol	(hydroquinone)	 123-31-9	 Aldrich	(99)	 9.68,	11.55	

22	 4-cyanophenol	 767-00-0	 Acros	(99)	 7.81	

23	 3-hydroxyacetophenone	 121-71-1	 TCI	(98)	 8.92	

24	 4-hydroxyacetophenone	 99-93-4	 MP	Biomedicals	(99.8)	 7.79	

25	 2-hydroxybenzoic	acid	(o-salicylic	acid)	 69-72-7	 Sigma-Aldrich	(99)	 13.23	

26	 3-hydroxybenzoic	acid	(m-salicylic	acid)	 99-06-9	 Sigma-Aldrich	(99)	 9.55	

27	 4-hydroxybenzoic	acid	(p-salicylic	acid)	 99-96-7	 Aldrich	(99)	 9.67	

28	 triclosan	 3380-34-5	 Sigma-Aldrich	(97)	 7.68	

29	 dopamine	 51-61-6	 Ark	Pharm	(97)	 10.01,12.93	

30	 bisphenol	A	 80-05-7	 Acros	(97)	 9.78,	10.39	

31	 3-aminophenol	 591-27-5	 Aldrich	(98)	 9.82	

32	 4-aminophenol	 123-30-8	 Sigma-Aldrich	(98)	 10.4	

33	 2,5-dimethylphenol	 95-87-4	 Aldrich	(99)	 10.47	

34	 2,6-dimethoxyphenol	 91-10-1	 Fluka	(98)	 9.37	

35	 4-ethyl-2-methoxyphenol	 2785-89-9	 Alfa	Aesar	(98)	 10.3	

36	 2-methoxy-4-formylphenol	(vanillin)	 121-33-5	 Aldrich	(99)	 7.81	

37	 2,4,6-trimethylphenol	 527-60-6	 Aldrich	(99)	 11.07	

38	 2,4,6-trichlorophenol	 88-06-2	 Sigma	(98)	 5.99	

a) Estimated using ChemAxon’s Instant JChem as described in Salter-Blanc et al. (2016).4  
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Table S3. Substituted anilines used in electrochemical measurements. 

No.	 Name	 CAS-RN	 Source	(Purity	%)	 pKa	a	

1	 aniline	 62-53-3	 Aldrich	(99.5)	 4.64	

2	 2-methylaniline	(o-toluidine)	 95-53-4	 Alfa	Aesar	(99)	 4.48	

3	 3-methylaniline	(m-toluidine)	 108-44-1	 Acros	(99)	 4.86	

4	 4-methylaniline	(p-toluidine)	 106-49-0	 Alfa	Aesar	(99)	 4.99	

5	 2-methoxyaniline	(o-anisidine)	 90-04-0	 Acros	(99)	 4.42	

6	 3-methoxyaniline	(m-anisidine)	 536-90-3	 Acros	(99)	 4.01	

7	 4-methoxyaniline	(p-anisidine)	 104-94-9	 Acros	(99)	 5.11	

8	 3-aminobenzoic	acid	 	 99-05-8	 Sigma	 3.27	

9	 4-aminobenzoic	acid	 150-13-0	 Sigma	(99)	 2.69	

10	 2-nitroaniline	 88-74-4	 Alfa	Aesar	(98)	 0.25	

11	 3-nitroaniline	 99-09-2	 Acros	(98)	 1.72	

12	 4-nitroaniline	 100-01-6	 Acros	(99)	 1.43	

13	 2-chloroaniline	 95-51-2	 Alfa	Aesar	(98)	 2.79	

14	 3-chloroaniline	 108-42-9	 Acros	(99)	 3.47	

15	 4-chloroaniline	 106-47-8	 Acros	(98)	 3.49	

16	 2-methyl-5-nitroaniline	 99-55-8	 Acros	(96)	 1.73	

17	 4-methyl-3-nitroaniline	 119-32-4	 Acros	(97)	 2.43	

18	 2-methoxy-5-nitroaniline	 99-59-2	 TCI	(98)	 1.83	

a) Estimated using ChemAxon’s Instant JChem as described in Salter-Blanc et al. (2016).4 
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Electrochemical Method Development 

The experimental methods used by Suatoni et al.5 were matched as closely as possible and are 
described in the main text, with deviations elaborated and justified below. The concentration of 
the IPA was varied from 0% to 75% (v/v in water) to characterize the effects that IPA had on the 
voltammetry. As illustrated in Figure S1 for aniline, IPA caused modest changes in peak size 
and position, but the overall shape of the CVs was equivalent. The effect of IPA on peak 
resolution varied with compound, and a few phenols/anilines gave notably better resolved peaks 
with 25% IPA than 50% IPA (Suatoni’s conditions). Therefore, we performed most experiments 
using both 25% and 50% IPA and chose the results with the most pronounced peaks to extract 
oxidation potentials.  

    

Figure S1. (A) SCV of aniline, at three different IPA concentrations, at a scan rate of 125 mV/s. 
(B) SCV of aniline at 25% IPA and varying scan rates. Both voltammograms were done with a 
glassy carbon working electrode and a step size of 2 mV.  

 
In all cases, peak potential changed slightly with the change in IPA concentration, as can 

be expected from the slight change in pH, pH at 50% IPA was approximately 5.6, at 25% 5.1 and 
at 0% 4.7. Theoretically the reduction potentials should increase with decreasing pH, conversely 
at low pH reduction becomes easier and at high pH oxidation is more facile.6 Our experimental 
data however did not reflect this and out of the seventeen phenols and five anilines tested the 
reverse was true for eleven phenols and four anilines. It was not apparent as to why the phenols 
and anilines did not follow this expected trend, but possibly due to solvent effects. In comparing 
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the phenol groups 2-nitrophenol oxidation potential decreased as expected (4 mV), but the 4-
nitrophenol increased by 12 mV as pH increased. 4-Nitroaniline oxidation potential increased by 
6 mV, while the 3-nitroaniline decreased by 12 mV. Both 4-chlorophenol and aniline inreased by 
31 and 38 mV, respectively, and 4-chloroaniline increased by 4 mV. 

The scan rate was varied for SCVs and an example of the results for aniline can be seen 
in Figure S1-B. The main reason for varying scan rate is to characterize the reversibility of the 
electrode reactions.7 For fast reversible reactions, peak potentials do not change with scan rate, 
as is the case with the large peak at ~ 300 mV in Figure S1-B. However, the peak at ~ 900 mV 
in that figure shifts as a function of scan rate. In general depending on the type of reaction (if 
there is a chemical step coupled to electron transfer) if the scan rate is slow compared to the 
chemical reaction then only the chemical reaction will be characterized in the voltammogram, 
but if the scan rate is fast and the chemical reaction is slow then only the electron transfer step 
will be present.8  

For SWV both scan rate and amplitude were varied. SWVi-iv corresponds to varying 
amplitude from 50 mV (SWVi), 75 mV (SWVii), 100 mV (SWViii), and 125 mV (SWViv) at a 
constant scan rate of 60 mV/s. SWVv-ix corresponds to a constant 50 mV amplitude and a scan 
rate of 30 mV/s (SWVv), 60 mV/s (SWVvi), 120 mV/s (SWVvii), 180 mV/s (SWVviii), and 240 
mV/s (SWVix). All SWVs had a step size of 2 mV. Varying the amplitude and the scan rate in 
SWV are used to measure electrode kinetics. Varying the amplitude can be used for species in 
the solution phase and adsorbed at the electrode, whereas varying the scan rate and the resulting 
peak to peak separations apply mostly to solution phase species.9  

In SWV a plot of the forward and reverse currents vs. the potential, as shown in Figure 
S2 can be used to show reversibility of the redox couple. In the first scan (SWVi), much like the 
first pass in the cyclic voltammogram (Figure S3), a primary irreversible peak is observed at ~ 
800 mV. This irreversibility is evidenced by the absence of a reverse current peak in SWVi and 
the absence of a cathodic peak in SCV. In SWVii a reverse current peak is still absent at ~800 
mV, but a reverse current peak appears at ~350 mV. This reverse current peak is analogous to the 
reverse cathodic peak in the cyclic voltammogram.  
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Figure S2. Forward, reverse and net current square wave voltammogram of aniline in 25% IPA/ 
buffer solution at a scan rate of 60 mV/s and a step size of 2 mV. (A) 50 mV amplitude (B) 75 
mV amplitude.  
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Classification of Voltammograms 

As described in the main text, we classified our voltammograms into four types. For phenols, 
most compounds were type I or type II, except four phenols that were type III (4-nitrophenol, 4-
cyanophenol, DNOC, and 4-hydroxyacetphenone); and two phenols that were type IV (4-
aminophenol and dopamine). Almost all of the compounds gave the same type by SCV and 
SWV, except for 2,4-dinitrophenol (whose current went up and down and therefore could be 
considered a type II or III), 4-cyanophenol (which fell into a type III for SCV, but whose current 
went up and down in SWV (type II or III)), and 4-hydroxyacetophenone (which was a type III in 
SCV, but a type II in SWV). The majority of the anilines were type I except for p-toluidine (type 
II) and 4-methyl-3-nitroaniline and 2-methoxy-5-nitroaniline (both were type I for SWV, but for 
SCV fell into type III and type II respectively).  

Comparing the voltammograms of SCV and SWV both were in agreement of the four 
types listed. Type I SCVs main features as described in the main text were a primary anodic peak 
that decresed with subsequent scans, while after the first pass a secondary reversible peak 
appeared. This can be seen in Figure S3-A and is confirmed by the SWV voltammogram in 
Figure S4-A. For type II SCVs, as can be seen in Figure S3-B, there is one prominent anodic 
peak that decreases, usually drastically with each pass and subsequent scan rates. The same 
behavior is seen with the SWV voltammogram in Figure S4-B, where there is a primary 
prominent peak that decreased significantly between the first and second scan. At first glance, 
this is not evident from the voltammogram shown, but the current does decrease with subsequent 
scans and was verified by obtaining the currents in the peak search function in the Aftermath 
software. For type III voltammograms where the current response increases with scan rate, the 
same behavior is seen with SCV, Figure S3-C and SWV, Figure S4-C. Type IV 
voltammograms exhibited a reversible or quasi-reversible set of peaks. This can be seen in 
Figure S3-D for dopamine which had an approximate 200 mV separation between the anodic 
and cathodic peaks. For 4-aminophenol (not shown), the peak seperation was 60 mV denoting a 
one electron transfer reaction. This reversible peak is verified in SWV Figure S4-D. The forward 
and reverse current peaks have the same potential and the ratio of the peaks for the forward and 
reverse currents are approximately 0.70, which indicates quasi-reversibility.10 For 4-aminophenol 
(not shown) the ratio of currents is closer to 1.0 denoting reversibility.  
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Figure S3. Four types of staircase cyclic voltammograms at varying scan rates. (A) Aniline at 
25 mV/s, first pass denoted by dark blue. (B) 4-methylphenol (C) 4-nitrophenol (D) Dopamine. 
(Conditions: All voltammograms were done using a glassy carbon working electrode. Step size 
2 mV, scan rates: 25 mV/s (SCVi), 75 mV/s (SCVii), 125 mV/s (SCViii), 175 mV/s (SCViv), and 
225 mV/s (SCVv). A, B and D were done in 25% IPA/ Buffer (pH 5.1) C in 50% IPA/Buffer (pH 
5.6). 
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Figure S4. Four types of square wave voltammograms with a step size of 2 mV, amplitude of 50 
mV and varying scan rates: 30 mV/s (SWVv), 60 mV/s (SWVvi), 120 mV/s (SWVvii), 180 mV/s 
(SWVviii), and 240 mV/s (SWVix). (A) Aniline step size 2 mV, scan rate 60 mV/s amplitude 50 
mV (SWVi) and 75 mV (SWVii), (B) 4-methylpheol (C), 4-nitrophenol, (D) Forward, reverse and 
net current for Dopamine at 30 mV/s and 60 mV/s. 

  

120

100

80

60

40

20

0

Cu
rr

en
t 

(µ
A)

1.20.80.40.0-0.4

Potential (V vs Ag/AgCl)

A (Type I, Aniline)

 SWVi
 SWVii

25

20

15

10

5

0

Cu
rr

en
t 

(µ
A)

1.41.21.00.80.60.40.20.0

Potential (V vs Ag/AgCl)

B (Type II, 4-Methylphenol)

 SWVv
 SWVvi
 SWVvii
 SWVviii
 SWVix

35

30

25

20

15

10

5

0

Cu
rr

en
t 

(µ
A)

1.41.21.00.80.60.40.2

Potential (V vs Ag/AgCl)

C (Type III, 4-Nitrophenol)

 SWVv
 SWVvi
 SWVvii
 SWVviii
 SWVix

15

10

5

0

-5

-10

Cu
rr

en
t 

(µ
A)

1.00.80.60.40.20.0

Potential (V vs Ag/AgCl)

D (Type IV, Dopamine)

 SWVv Net Current
 SWVv Fwd Current
 SWVv Rev Current
 SWVvi Net Current
 SWVvi Fwd Current
 SWVvi Rev Current



Pavitt, Bylaska, Tratnyek 

2017-02-07  S11 

Electrochemical Data Analysis 

To help visualize the overall significance of the variablity in electrochemical oxidation potentials 
over the range of relevant experimental conditions, Figure S2 provides a summary all of the 
primary peak potential data (colored markers) and representative values (black markers).  

 

Figure S5. Summary of newly measured peak potentials for phenols and anilines vs. waveform 
(circles = SCV (Epa), squares = SWV (Ep1)); scan rate 25 to 330 mV/s; blue denote 25% IPA, 
green 50% IPA; and replicates (lighter shades are R1 and darker shades R2). Black symbols 
are 1st scans and average values (calculated over scan rate and replicates), these values are 
tabulated in Tables S4, S5.   
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Table S4. Recommended values of new electrochemically measured oxidation potentials for 
substituted phenols. All values in V vs SHE. 

  Suatoni Epa1 by SCV Epa by SWV 
No.	 Name	 E1/2	a	 1st	Scan	 Avg	 1st	Scan	 Avg	

1	 phenol	 0.874	 1.022	 1.087	 0.997	 0.988	

2	 2-methylphenol	 	 0.797	 0.944	 0.974	 0.872	 0.893	

3	 3-methylphenol	 	 0.848	 0.996	 0.996	 0.933	 0.998	

4	 4-methylphenol	 	 0.784	 0.921	 1.005	 0.850	 0.908	

5	 4-ethylphenol	 0.808	 0.924	 1.016	 0.856	 0.920	

6	 2-methoxyphenol	 	 0.697	 0.815	 0.841	 0.774	 0.794	

7	 3-methoxyphenol	 	 0.860	 0.983	 0.983	 0.977	 0.999	

8	 4-methoxyphenol	 	 0.647	 0.790	 0.806	 0.739	 0.760	

9	 2-nitrophenol	 1.087	 1.222	 1.252	 1.141	 1.171	

10	 3-nitrophenol	 1.096	 1.222	 1.273	 1.183	 1.214	

11	 4-nitrophenol	 1.165	 1.299	 1.328	 1.263	 1.249	

12	 2,4-dinitrophenol	 	 1.492	 1.496	 1.479	 1.493	

13	 2-methyl-4,6-dinitrophenol	 	 	 1.345	 1.397	 1.356	 1.345	

14	 4-methyl-2,6-dinitrophenol	 	 	 1.222	 1.262	 1.193	 1.203	

15	 2-phenylphenol	 0.804	 0.905	 0.995	 0.850	 0.914	

16	 2-chlorophenol	 0.866	 1.027	 1.103	 0.963	 1.046	

17	 3-chlorophenol	 0.975	 1.091	 1.091	 1.054	 1.110	

18	 4-chlorophenol	 0.894	 1.037	 1.109	 0.979	 0.979	

19	 2-hydroxyphenol	 	 	 	 	 0.582	 0.605	

20	 3-hydroxyphenol	 	 	 	 	 0.945	 0.966	

21	 4-hydroxyphenol	 	 	 0.546	 0.580	 0.509	 0.532	

22	 4-cyanophenol	 	 1.260	 1.282	 1.189	 1.213	

23	 3-hydroxyacetophenone	 0.995	 1.123	 1.166	 1.062	 1.085	

24	 4-hydroxyacetophenone	 1.032	 1.198	 1.209	 1.112	 1.139	

25	 2-hydroxybenzoic	acid	 	 1.086	 1.214	 1.267	 1.147	 1.172	

26	 3-hydroxybenzoic	acid	 	 	 1.083	 1.109	 1.004	 1.029	

27	 4-hydroxybenzoic	acid	 	 0.957	 1.115	 1.150	 1.074	 1.065	

28	 triclosan	 	 0.948	 1.035	 0.941	 1.007	

29	 dopamine	 	 0.530	 0.526	 0.501	 0.486	

30	 bisphenol	A	 	 0.914	 0.914	 0.897	 0.912	

31	 3-aminophenol	 	 	 	 0.877	 0.884	

32	 4-aminophenol	 	 0.426	 0.425	 0.427	 0.423	

33	 2,5-dimethylphenol	 	 0.906	 0.906	 0.856	 0.860	

34	 2,6-dimethoxyphenol	 0.620	 0.667	 0.688	 0.635	 0.664	

35	 4-ethyl-2-methoxyphenol	 	 0.758	 0.765	 0.702	 0.718	

36	 2-methoxy-4-formylphenol	 	 	 0.967	 0.985	 0.911	 0.919	
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37	 2,4,6-trimethylphenol	 	 0.750	 0.769	 0.703	 0.729	

38	 2,4,6-trichlorophenol	 	 0.952	 0.974	 0.923	 0.925	

a) Adjusted to SHE from the originally reported values (vs. SCE) by adding 241 mV. 

 

 

Table S5. Recommended values of new electrochemically measured oxidation potentials for 
substituted anilines. All values in V vs SHE. 

	 	 	 Suatoni	 Epa	by	SCV	 Ep1	by	SWV	
No.	 Name	 	 E1/2	a	 1st	Scan	 Avg	 1st	Scan	 Avg	

1	 aniline	 0.866	 1.004	 1.070	 0.971	 1.035	

2	 2-methylaniline	 	 0.836	 0.988	 1.017	 0.931	 0.967	

3	 3-methylaniline	 	 0.847	 1.002	 1.029	 0.955	 0.979	

4	 4-methylaniline	 	 0.778	 0.907	 0.927	 0.872	 0.885	

5	 2-methoxyaniline	 	 0.739	 0.871	 0.894	 0.844	 0.869	

6	 3-methoxyaniline	 	 0.856	 1.002	 1.023	 0.969	 0.978	

7	 4-methoxyaniline	 0.634	 0.748	 0.766	 0.707	 0.671	

8	 3-aminobenzoic	acid	 	 0.909	 1.054	 1.074	 1.032	 1.021	

9	 4-aminobenzoic	acid	 0.955	 1.103	 1.122	 1.026	 1.051	

10	 2-nitroaniline	 1.230	 1.337	 1.372	 1.302	 1.322	

11	 3-nitroaniline	 1.095	 1.246	 1.269	 1.141	 1.138	

12	 4-nitroaniline	 1.176	 1.323	 1.350	 1.288	 1.282	

13	 2-chloroaniline	 0.983	 1.125	 1.204	 1.082	 1.105	

14	 3-chloroaniline	 1.015	 1.145	 1.167	 1.088	 1.170	

15	 4-chloroaniline	 0.916	 1.029	 1.058	 0.943	 0.968	

16	 2-methyl-5-nitroaniline	 1.062	 1.197	 1.217	 1.131	 1.165	

17	 4-methyl-3-nitroaniline	 	 1.167	 1.188	 1.127	 1.142	

18	 2-methoxy-5-nitroaniline	 	 1.094	 1.103	 1.058	 1.070	

a) Adjusted to SHE from the originally reported values (vs. SCE) by adding 241 mV. 
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Electrochemical Data Comparison 

To help visualize the overall agreement between the recommended electrochemical 
oxidation potentials from this work and previously reported values measured under similar 
conditions, we have summarized all of our data (from Table S3, S4) and selected literature data 
(not tabulated) in Figure S3. The data from Li et al.6 were anodic peak potentials obtained at pH 
12 and Simić et al.11 listed anodic peak potentials at pH 7. From experimental data for phenol in 
Li et., we estimated an average decrease of 55.3 mV per pH unit, and that slope was used to 
calculate potentials adjusted to pH 5.35 (the average of 5.6 and 5.1, the range of pH measured in 
this work). The same slope was assumed for adjusting the potentials in Simic et al. to pH 5.35. 
For the anilines, all of which have pKa’s above this pH, no change in potential was assumed. The 
data from Erickson et al.12 were for anilines and since all anilines had a pKa < pH, conditions 
where potential is not dependent on pH, no adjustment was made. 
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Figure S6. Summary of peak potentials (Epa
1st and Epa

Avg from SCV; Ep1
1st and Ep1

Avg from SWV) 
for phenols and anilines vs. literature data from Suatoni et al.5 and others.6, 11, 12 ΔE is the 
difference between experimental and literature values. The data from Li et al and Simić et al. 
were adjusted to pH 5.35, as described above.   
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Computational Methods 

For calculation of oxidation potentials (ΔG0ox and Eox) for the phenols and anilines, we used 

methods similar to those in our previous work on oxidation of aromatic amines,4 while adopting 

some modifications based on (i) recent work on similar problems,13 (ii) other work on the general 

problem of computational electrochemistry,14-16 and (iii) recent advances in the NWChem code 

(Including bug fixes for the M06-2x functional and porting of COSMO-SMD method. Available 

in development tree (http://www.nwchem-sw.org/index.php/Developer) and available in release 

6.7, February 2017). For both phenols and anilines, only the initial oxidation step was modeled, 

assuming it involves only the loss of a single electron from the neutral form of the parent 

compound to give the corresponding radical cation (i.e., equations S1-S2). 

HOAr%& →HOAr%&
•) ++,

-  (S1) 

NH/Ar(%&)→NH/Ar%&
•) ++,

-  (S2) 

For these half-reactions, ΔG0ox and Eox were calculated from gas phase reaction energy, entropy, 

and solvation energy differences computed with the NWChem program suite.17 The electronic 

structure calculations were carried out using density functional theory (DFT) calculations18 using 

the 6-311++G(2d,2p) basis set19, 20 and the B3LYP,21, 22 and M06-2X23 exchange correlation 

functionals. These functionals were found to produce good correlations for oxidation in our 

previous work,4 In these calculations, the geometries of the neutral and radical cation species 

were optimized first and then the vibrational frequencies were determined by using a finite 

difference approach. The free energies in the gas phase were determined using the gas-phase 

optimized structures and frequencies as input for free energy formulae derived from statistical 

mechanics.24, 25 

Solvation energies for solutes were approximated as a sum of non-covalent electrostatic, 

cavitation, and dispersion energies (using the same methods we used in recent work on nitro 

reduction of energetic compounds26). The electrostatic contributions to the solvation energies 

were estimated by using the self-consistent reaction field theory of Klamt and Schüürmann 

(COSMO),27 with the cavity defined by a set of overlapping atomic spheres with radii suggested 

by Stefanovich and Truong28 (H– 1.172 Å, C– 2.096 Å, C= 1.635 Å, O– 1.576 Å, and Cl– 1.750 

Å). In addition, the solvation energy were estimated using the COSMO-SMD method 

implemented into NWChem by the Cramer group. The dielectric constant of water used for all of 
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the solvation calculations was 78.4.27 The cavitation and dispersion contributions to the solvation 
energy are less straight-forward to handle because the interactions take place at short distances, 
so several methods have been proposed to do this.29-36 One of the simplest approaches for 
estimating these terms is to use empirically derived expressions that depend only on the solvent 
accessible surface area. In this study, the widely used formula of Sitkoff et al.33 was used to 
augment the COSMO calculations, 

ΔGcav+disp = γA+ b  (S3) 

where ɣ and b are constants set to 5 cal/mol-Å2 and 0.86 kcal mol−1 respectively. Sitkoff et al. 
parameterized the constants ɣ and b to the experimentally determined free energies of solvation 
of alkanes37 by using a least-squares fit. The Shrake-Rupley algorithm was used to determine the 
solvent accessible surface areas.38 The COSMO-SMD code automatically takes into account 
atomic sphere radii and the cavitation and dispersion contributions to the solvation energy. 

The calculated free energies of reaction was converted to one-electron oxidation 
potentials (Eox) vs. the standard hydrogen electrode (SHE) using equation S4 

Eox = − −ΔGox
0

nF
+ EH

0⎛
⎝⎜

⎞
⎠⎟

 (S4) 

where n is the number of electrons transferred (in this case, n = 1), F is the Faraday constant (F = 
23.061 kcal mol−1), and E0

h (the absolute potential of the SHE) = 98.6 kcal mol−1 = 4.28 V.  

The EMSL Arrows scientific service was used to carry out and keep track of the large 
number of calculations (>500 Eox calculations) used in this study. EMSL Arrows is a new 
scientific service (started in August 2016) that combines NWChem, SQL and NOSQL databases, 
email, and web APIs that simplifies molecular and materials modeling and can be used carry out 
and manage large numbers of complex calculations with diverse levels of theories. More 
information on EMSL Arrows can be found at the www.arrows.emsl.pnl.gov/api and 
http://www.nwchem-sw.org/index.php/EMSL_Arrows# websites. 
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Table S6. Calculated potentials (E1) for the one-electron oxidation of phenols. All data in Volts 
vs. SHE. The corresponding values corrected by calibration (E1c) are given in Tables S9. 

	 	 B3LYP	 M026X	

No.	 Name	 COSMO	 SMD	 COSMO	 SMD	

1	 phenol	 1.5664	 1.7382	 1.7623	 1.9004	

2	 2-methylphenol	 1.469	 1.6026	 1.6768	 1.9621	

3	 3-methylphenol	 1.5367	 1.8477	 1.7058	 1.9029	

4	 4-methylphenol	 1.334	 1.6386	 1.5477	 1.6695	

5	 2,4-dimethylphenol	 1.2309	 1.359	 1.4122	 1.5606	

6	 2,5-dimethylphenol	 1.3419	 1.4638	 1.5271	 1.6459	

7	 2,4,6-trimethylphenol	 1.1395	 1.1305	 1.428	 1.6335	

8	 2-ethylphenol	 1.4533	 1.4654	 1.6668	 1.7985	

9	 3-ethylphenol	 1.4696	 1.4907	 1.7088	 2.0151	

10	 4-ethylphenol	 1.3706	 1.4725	 1.5898	 1.7145	

11	 2-t-butylphenol	 1.4332	 1.5678	 1.7157	 1.7645	

12	 3-t-butylphenol	 1.4285	 1.4434	 1.6637	 1.969	

13	 4-t-butylphenol	 1.3438	 1.5009	 1.6327	 1.8703	

14	 2-methoxyphenol	 1.257	 1.2141	 1.4984	 1.6445	

15	 3-methoxyphenol	 1.3152	 1.2365	 1.6173	 1.7664	

16	 4-methoxyphenol	 1.0197	 1.176	 1.2455	 1.3756	

17	 2,6-dimethoxyphenol	 1.251	 1.6515	 1.5693	 1.7056	

18	 2-methoxy-4-ethylphenol	 1.0576	 1.1983	 1.2653	 1.6607	

19	 2-methoxy-4-formylphenol	 1.3775	 1.5171	 1.6381	 1.4337	

20	 2-ethoxyphenol	 1.2621	 1.4159	 1.4971	 1.8255	

21	 3-ethoxyphenol	 1.2865	 1.4346	 1.5086	 1.9633	

22	 4-ethoxyphenol	 1.0132	 1.1668	 1.2438	 1.3621	

23	 2-nitrophenol	 2.0103	 2.6041	 2.2212	 2.4025	

24	 3-nitrophenol	 1.9082	 2.5475	 2.1526	 2.3624	

25	 4-nitrophenol	 2.1704	 2.3792	 2.3239	 2.5027	

26	 2,4-dinitrophenol	 2.5103	 2.1743	 2.7433	 3.5361	

27	 2-methyl-4,6-dinitrophenol	 2.2734	 2.3786	 2.5381	 2.6395	

28	 4-methyl-2,6-dinitrophenol	 2.2468	 2.3852	 2.337	 2.481	

29	 2-phenylphenol	 1.4069	 1.7238	 1.7343	 2.0495	

30	 3-phenylphenol	 1.4964	 1.433	 1.8019	 2.1329	

31	 4-phenylphenol	 1.2003	 1.3526	 1.6044	 1.6618	

32	 2-chlorophenol	 1.6829	 1.8981	 1.8768	 1.9621	

33	 3-chlorophenol	 1.6487	 2.0187	 1.9067	 2.2325	

34	 4-chlorophenol	 1.5256	 1.5859	 1.7491	 1.7759	

35	 2,4-dichlorophenol	 1.6297	 1.8565	 1.8649	 2.084	

36	 2,4,6-trichlorophenol	 1.7459	 1.9267	 1.9616	 2.1419	
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37	 pentachlorophenol	(PCP)	 1.8762	 2.1674	 2.1516	 2.4407	

38	 2-hydroxyphenol	 1.2572	 1.4419	 1.4219	 1.6006	

39	 3-hydroxyphenol	 1.3877	 1.5898	 1.6386	 1.8304	

40	 4-hydroxyphenol	 1.065	 1.2548	 1.2278	 1.4097	

41	 2-cyanophenol	 1.8109	 2.0866	 2.0221	 2.282	

42	 3-cyanophenol	 1.7759	 2.05	 2.0075	 2.2788	

43	 4-cyanophenol	 1.8133	 2.0726	 2.0987	 2.3015	

44	 2-hydroxyacetophenone	 1.783	 1.9483	 1.9862	 2.4141	

45	 3-hydroxyacetophenone	 	 1.7199	 2.2134	 1.9077	 2.3993	

46	 4-hydroxyacetophenone	 	 1.813	 1.6931	 2.0712	 2.2344	

47	 2-hydroxybenzoic	acid	 1.9288	 2.1219	 2.09	 2.7013	

48	 3-hydroxybenzoic	acid	 1.7943	 1.5741	 1.9654	 2.2047	

49	 4-hydroxybenzoic	acid	 1.9212	 2.0784	 2.0872	 2.7039	

50	 4-sulfonatophenol	a	 1.3246	 2.1543	 1.6096	 2.4189	

51	 4-alanylphenol	a	 1.6921	 2.0828	 1.9513	 2.5268	

52	 triclosan	 1.4401	 1.6444	 1.6857	 2.0753	

53	 dopamine	 1.1791	 1.5809	 1.4789	 1.7901	

54	 p-coumaric	acid	 1.4431	 2.0574	 1.6794	 2.2915	

55	 bisphenol	A	 1.3205	 1.7158	 1.7178	 2.2197	

a) IUPAC or common name: 52, 4-hydroxybenzenesulfonate; 53, 2-amino-4’hydroxypropiophenone.  
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Table S7. Calculated potentials (E1) for the one-electron oxidation of anilines. All data in Volts 
vs. SHE. The corresponding values corrected by calibration (E1c) are given in Tables S10. 

	 	 B3LYP	 M062X	

No.	 Name	 COSMO	 SMD	 COSMO	 SMD	

1	 aniline	 0.9805	 1.0183	 1.1785	 1.2119	

2	 2-methylaniline	 0.8313	 0.9369	 1.1173	 1.1429	

3	 3-methylaniline	 0.9317	 1.0226	 1.1221	 1.1588	

4	 4-methylaniline	 0.8039	 0.8351	 0.9915	 1.0171	

5	 2,4-dimethylaniline	 0.7374	 0.7553	 0.9442	 0.9369	

6	 2,5-dimethylaniline	 0.8453	 0.8693	 1.0487	 1.1078	

7	 2,4,6-trimethylaniline	 0.6955	 0.6753	 0.9006	 0.8046	

8	 2-ethylaniline	 0.917	 0.9957	 1.1251	 1.1466	

9	 3-ethylaniline	 0.9127	 0.8801	 1.1699	 1.1896	

10	 4-ethylaniline	 0.8368	 0.9179	 1.0404	 1.0468	

11	 2-t-butylaniline	 0.8763	 0.8301	 1.0055	 1.1167	

12	 3-t-butylaniline	 0.8933	 0.9265	 1.1725	 1.2876	

13	 4-t-butylaniline	 0.8681	 0.8327	 1.0465	 1.0131	

14	 2-methoxyaniline	 0.6992	 0.7342	 0.9036	 0.936	

15	 3-methoxyaniline	 0.8778	 0.9408	 1.1245	 1.1797	

16	 4-methoxyaniline	 0.5727	 0.6365	 0.791	 0.8341	

17	 2,6-dimethoxyaniline	 0.618	 0.4657	 0.834	 0.8915	

18	 4-ethyl-2-methoxyaniline	 	 0.5692	 0.6144	 0.8259	 0.9248	

19	 2-methoxy-4-formylaniline	a	 1.1	 1.14	 1.1995	 1.3145	

20	 2-ethoxyaniline	 0.7372	 0.6548	 0.9595	 1.1361	

21	 3-ethoxyaniline	 0.8531	 0.9374	 1.1621	 1.2069	

22	 4-ethoxyaniline	 0.5570	 0.473	 0.7745	 0.815	

23	 2-nitroaniline	 1.5473	 1.6337	 1.6911	 2.06	

24	 3-nitroaniline	 1.3237	 1.3951	 1.5071	 1.5805	

25	 4-nitroaniline	 1.5719	 1.6412	 1.6844	 1.7172	

26	 2,4-dinitroaniline	 2.1061	 2.1971	 2.3424	 1.9168	

27	 4,6-dinitro-2-methylaniline	 	 1.5557	 1.6286	 1.7708	 1.8659	

28	 2,6-dinitro-4-methylaniline	 1.8677	 1.9147	 2.0529	 2.1039	

29	 2-phenylaniline	 0.9411	 0.882	 1.1762	 1.2141	

30	 3-phenylaniline	 0.9749	 1.0319	 1.2111	 1.2448	

31	 4-phenylaniline	 0.7967	 0.951	 1.1303	 1.1752	

32	 2-chloroaniline	 1.1252	 1.1379	 1.3386	 1.3826	

33	 3-chloroaniline	 1.1251	 1.1768	 1.3333	 1.3793	

34	 4-chloroaniline	 0.9966	 1.0502	 1.2474	 1.2615	

35	 2,4-dichloroaniline	 1.129	 1.2353	 1.3199	 1.4207	

36	 2,4,6-trichloroaniline	 1.2614	 1.4721	 1.4858	 1.6926	
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37	 pentachloroaniline	 1.4367	 1.6959	 1.6451	 1.8982	

38	 2-hydroxyaniline	a	 0.9115	 0.7316	 1.1203	 1.1487	

39	 3-hydroxyaniline	a	 0.9359	 0.8228	 1.1784	 1.2444	

40	 4-hydroxyaniline	a	 0.6033	 0.4921	 0.795	 0.8627	

41	 2-cyanoaniline	 1.2937	 1.41	 1.493	 1.6046	

42	 3-cyanoaniline	 1.175	 1.2807	 1.3498	 1.4472	

43	 4-cyanoaniline	 1.2328	 1.3515	 1.4277	 1.5235	

44	 2-acetylaniline	 1.2314	 1.2774	 1.4345	 1.6863	

45	 3-acetylaniline	 1.127	 0.9587	 1.34	 1.368	

46	 4-acetylaniline	 1.2386	 1.2975	 1.4659	 1.4827	

47	 2-aminobenzoic	acid	 1.3466	 1.3814	 1.5662	 1.5996	

48	 3-aminobenzoic	acid	 1.1802	 0.8996	 1.4011	 1.4911	

49	 4-aminobenzoic	acid	 1.2981	 1.3658	 1.4835	 1.5299	

50	 4-sulfonatoaniline	a	 1.0971	 1.7675	 1.292	 1.9484	

51	 4-alanylaniline	a	 1.4162	 1.7355	 1.4955	 1.3438	

a) IUPAC or common name: 20, 4-amino-3-methoxybenzaldehyde; 40-42, aminophenol (2,3, and 4); 52, 4-
aminobenzenesulfonate; 53, 2-amino-1-(4-aminophenyl)-1-propanone.  
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Computational Data Analysis 

 

Figure S7. Summary of calculated one-electron oxidation potentials (E1) for phenols, including 
values reported in previous work and here (Table S6). Color markers represent various 
computational conditions (squares = this study; circles = Winget et al.). Black symbols are E1/2 
from Suatoni et al. and Ep1

1st from Table S4. 
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Figure S8. Summary of calculated one-electron oxidation potentials (E1) for anilines, including 
values reported in previous work and here (Table S7). Color markers represent various 
computational conditions (squares = this study; circles = Salter et al. and Winget et al.). Black 
symbols are E1/2 from Suatoni et al. and Ep1

1st from Table S5. 
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Figure S9. Calibrations of calculated one-electron oxidation potentials (E1) to experimental 
potentials from Suatoni et al. (E1/2) and this work (Ep1

1st). Data are from Tables S6-S7 and S4-
S5, respectively. For the anilines, selected E1’s from our prior work are included. Markers and 
colors represent various conditions used in calculating E1. The 1:1 line is based on the 
measured potential on the X axis. 
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Table S8. Regression equations from calibrations in Figure S9. 

Fig	 Calibration	Variables	 Intercept	(a)	 Slope	(b)	 r2	 sxy	 n	

Phenols	

S9a	 E1	(B3LYP/COSMO)	vs.	E1/2	 −0.18	±	0.14	 1.94	±	0.16	 0.855	 0.113	 28	

S9a	 E1	(B3LYP/COSMO-SMD)	vs.	E1/2	 −0.35	±	0.27	 2.33	±	0.31	 0.689	 0.222	 28	

S9a	 E1	(M062X/COSMO)	vs.	E1/2	 0.16	±	0.11	 1.82	±	0.13	 0.883	 0.094	 28	

S9a	 E1	(M062X/COSMO-SMD)	vs.	E1/2	 0.03	±	0.20	 2.23	±	0.23	 0.783	 0.167	 28	

S9b	 E1	(B3LYP/COSMO)	vs.	Ep11st	 0.12	±	0.11	 1.54	±	0.11	 0.849	 0.147	 36	

S9b	 E1	(B3LYP/COSMO-SMD)	vs.	Ep11st	 0.42	±	0.19	 1.42	±	0.19	 0.611	 0.256	 36	

S9b	 E1	(M062X/COSMO)	vs.	Ep11st	 0.39	±	0.10	 1.49	±	0.10	 0.866	 0.133	 36	

S9b	 E1	(M062X/COSMO-SMD)	vs.	Ep11st	 0.42	±	0.18	 1.71	±	0.18	 0.716	 0.244	 36	

	 	 Anilines	 	 	 	 	

S9c	 E1	(B3LYP/COSMO)	vs.	E1/2	 −0.56	±	0.11	 1.77	±	0.12	 0.895	 0.086	 28	

S9c	 E1	(B3LYP/COSMO-SMD)	vs.	E1/2	 −0.54	±	0.15	 1.75	±	0.16	 0.835	 0.121	 25	

S9c	 E1	(M062X/COSMO)	vs.	E1/2	 −0.18	±	0.12	 1.55	±	0.13	 0.863	 0.096	 25	

S9c	 E1	(M062X/COSMO-SMD)	vs.	E1/2	 −0.32	±	0.14	 1.78	±	0.32	 0.806	 0.109	 10	

S9d	 E1	(B3LYP/COSMO)	vs.	Ep11st	 −0.74	±	0.15	 1.78	±	0.14	 0.922	 0.085	 15	

S9d	 E1	(B3LYP/COSMO-SMD)	vs.	Ep11st	 −0.71	±	0.19	 1.79	±	0.19	 0.877	 0.109	 15	

S9d	 E1	(M062X/COSMO)	vs.	Ep11st	 −0.37	±	0.14	 1.62	±	0.14	 0.914	 0.081	 15	

S9d	 E1	(M062X/COSMO-SMD)	vs.	Ep11st	 −0.61	±	0.181	 1.92	±	0.18	 0.900	 0.104	 15	

Intercept and slope are reported ± 1 standard deviation. 
No ad hoc outliers were excluded from the regressions. 
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Figure S10. Summary of calibrated calculated one-electron oxidation potentials (E1c) for 
phenols (Tables S9, S11) and anilines (Tables S10, S12) vs. measured potentials used in the 
corresponding calibration. Markers and colors represent various computational conditions. The 
1:1 line is based on the measured potential on the X axis. 
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Table S9. Calculated potentials with correction by calibration (E1c) to E1/2 for the one-electron 
oxidation of phenols. Based on values of E1 in Table S6. All data in Volts vs. SHE. 

	 	 B3LYP	 M026X	

No.	 Name	 COSMO	 SMD	 COSMO	 SMD	

1	 phenol	 0.900	 0.897	 0.879	 0.838	

2	 2-methylphenol	 0.849	 0.839	 0.833	 0.865	

3	 3-methylphenol	 0.884	 0.944	 0.848	 0.839	

4	 4-methylphenol	 0.780	 0.854	 0.762	 0.734	

5	 2,4-dimethylphenol	 0.727	 0.734	 0.688	 0.685	

6	 2,5-dimethylphenol	 0.784	 0.779	 0.751	 0.724	

7	 2,4,6-trimethylphenol	 0.679	 0.636	 0.696	 0.718	

8	 2-ethylphenol	 0.841	 0.780	 0.827	 0.792	

9	 3-ethylphenol	 0.850	 0.791	 0.850	 0.889	

10	 4-ethylphenol	 0.799	 0.783	 0.785	 0.754	

11	 2-t-butylphenol	 0.831	 0.824	 0.854	 0.777	

12	 3-t-butylphenol	 0.829	 0.771	 0.825	 0.868	

13	 4-t-butylphenol	 0.785	 0.795	 0.808	 0.824	

14	 2-methoxyphenol	 0.740	 0.672	 0.735	 0.723	

15	 3-methoxyphenol	 0.770	 0.682	 0.800	 0.778	

16	 4-methoxyphenol	 0.618	 0.656	 0.596	 0.602	

17	 2,6-dimethoxyphenol	 0.737	 0.860	 0.774	 0.750	

18	 2-methoxy-4-ethylphenol	 0.637	 0.665	 0.607	 0.730	

19	 2-methoxy-4-formylphenol	 0.802	 0.802	 0.811	 0.628	

20	 2-ethoxyphenol	 0.743	 0.759	 0.734	 0.804	

21	 3-ethoxyphenol	 0.755	 0.767	 0.740	 0.866	

22	 4-ethoxyphenol	 0.614	 0.652	 0.595	 0.596	

23	 2-nitrophenol	 1.129	 1.269	 1.131	 1.063	

24	 3-nitrophenol	 1.076	 1.245	 1.093	 1.045	

25	 4-nitrophenol	 1.212	 1.172	 1.187	 1.108	

26	 2,4-dinitrophenol	 1.387	 1.084	 1.417	 1.571	

27	 2-methyl-4,6-dinitrophenol	 1.265	 1.172	 1.305	 1.169	

28	 4-methyl-2,6-dinitrophenol	 1.251	 1.175	 1.194	 1.098	

29	 2-phenylphenol	 0.817	 0.891	 0.864	 0.905	

30	 3-phenylphenol	 0.864	 0.766	 0.901	 0.942	

31	 4-phenylphenol	 0.711	 0.732	 0.793	 0.731	

32	 2-chlorophenol	 0.960	 0.966	 0.942	 0.865	

33	 3-chlorophenol	 0.942	 1.018	 0.959	 0.987	

34	 4-chlorophenol	 0.879	 0.832	 0.872	 0.782	

35	 2,4-dichlorophenol	 0.932	 0.948	 0.936	 0.920	

36	 2,4,6-trichlorophenol	 0.992	 0.978	 0.989	 0.946	
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37	 pentachlorophenol	(PCP)	 1.060	 1.081	 1.093	 1.080	

38	 2-hydroxyphenol	 0.740	 0.770	 0.693	 0.703	

39	 3-hydroxyphenol	 0.808	 0.834	 0.812	 0.806	

40	 4-hydroxyphenol	 0.641	 0.690	 0.586	 0.618	

41	 2-cyanophenol	 1.026	 1.047	 1.022	 1.009	

42	 3-cyanophenol	 1.008	 1.031	 1.014	 1.007	

43	 4-cyanophenol	 1.027	 1.041	 1.064	 1.018	

44	 2-hydroxyacetophenone	 1.012	 0.987	 1.002	 1.068	

45	 3-hydroxyacetophenone	 	 0.979	 1.101	 0.959	 1.061	

46	 4-hydroxyacetophenone	 	 1.027	 0.878	 1.049	 0.987	

47	 2-hydroxybenzoic	acid	 1.087	 1.062	 1.059	 1.197	

48	 3-hydroxybenzoic	acid	 1.017	 0.827	 0.991	 0.974	

49	 4-hydroxybenzoic	acid	 1.083	 1.043	 1.058	 1.198	

50	 4-sulfonatophenol	a	 0.775	 1.076	 0.796	 1.070	

51	 4-alanylphenol	a	 0.965	 1.045	 0.983	 1.119	

52	 triclosan	 0.835	 0.857	 0.837	 0.916	

53	 dopamine	 0.700	 0.830	 0.724	 0.788	

54	 p-coumaric	acid	 0.836	 1.034	 0.834	 1.013	

55	 bisphenol	A	 0.773	 0.888	 0.855	 0.981	

a) IUPAC or common name: 52, 4-hydroxybenzenesulfonate; 53, 2-amino-4’hydroxypropiophenone. 
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Table S10. Calculated potentials with correction by calibration (E1c) to E1/2 for the one-electron 
oxidation of anilines. Based on values of E1 in Table S7. All data in Volts vs. SHE. 

	 	 B3LYP	 M062X	

No.	 Name	 COSMO	 SMD	 COSMO	 SMD	

1	 aniline	 0.871	 0.893	 0.874	 0.862	

2	 2-methylaniline	 0.787	 0.847	 0.835	 0.823	

3	 3-methylaniline	 0.843	 0.896	 0.838	 0.832	

4	 4-methylaniline	 0.771	 0.789	 0.754	 0.752	

5	 2,4-dimethylaniline	 0.734	 0.743	 0.723	 0.707	

6	 2,5-dimethylaniline	 0.794	 0.808	 0.791	 0.803	

7	 2,4,6-trimethylaniline	 0.710	 0.697	 0.695	 0.632	

8	 2-ethylaniline	 0.835	 0.880	 0.840	 0.825	

9	 3-ethylaniline	 0.832	 0.814	 0.869	 0.849	

10	 4-ethylaniline	 0.790	 0.836	 0.785	 0.769	

11	 2-t-butylaniline	 0.812	 0.786	 0.763	 0.808	

12	 3-t-butylaniline	 0.822	 0.841	 0.870	 0.904	

13	 4-t-butylaniline	 0.807	 0.787	 0.789	 0.750	

14	 2-methoxyaniline	 0.712	 0.731	 0.697	 0.706	

15	 3-methoxyaniline	 0.813	 0.849	 0.839	 0.843	

16	 4-methoxyaniline	 0.641	 0.675	 0.624	 0.649	

17	 2,6-dimethoxyaniline	 0.666	 0.578	 0.652	 0.681	

18	 4-ethyl-2-methoxyaniline	 	 0.639	 0.663	 0.647	 0.700	

19	 2-methoxy-4-formylaniline	a	 0.938	 0.963	 0.888	 0.919	

20	 2-ethoxyaniline	 0.734	 0.686	 0.733	 0.819	

21	 3-ethoxyaniline	 0.799	 0.847	 0.864	 0.859	

22	 4-ethoxyaniline	 0.632	 0.582	 0.614	 0.638	

23	 2-nitroaniline	 1.190	 1.245	 1.205	 1.339	

24	 3-nitroaniline	 1.064	 1.109	 1.086	 1.069	

25	 4-nitroaniline	 1.204	 1.249	 1.200	 1.146	

26	 2,4-dinitroaniline	 1.505	 1.567	 1.625	 1.258	

27	 4,6-dinitro-2-methylaniline	 	 1.195	 1.242	 1.256	 1.230	

28	 2,6-dinitro-4-methylaniline	 1.370	 1.406	 1.438	 1.363	

29	 2-phenylaniline	 0.848	 0.815	 0.873	 0.863	

30	 3-phenylaniline	 0.867	 0.901	 0.895	 0.880	

31	 4-phenylaniline	 0.767	 0.855	 0.843	 0.841	

32	 2-chloroaniline	 0.952	 0.962	 0.977	 0.958	

33	 3-chloroaniline	 0.952	 0.984	 0.974	 0.956	

34	 4-chloroaniline	 0.880	 0.912	 0.919	 0.890	

35	 2,4-dichloroaniline	 0.954	 1.017	 0.965	 0.979	

36	 2,4,6-trichloroaniline	 1.029	 1.153	 1.072	 1.132	
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37	 pentachloroaniline	 1.128	 1.280	 1.175	 1.248	

38	 2-hydroxyaniline	a	 0.832	 0.730	 0.837	 0.826	

39	 3-hydroxyaniline	a	 0.846	 0.782	 0.874	 0.880	

40	 4-hydroxyaniline	a	 0.658	 0.593	 0.627	 0.665	

41	 2-cyanoaniline	 1.047	 1.117	 1.077	 1.083	

42	 3-cyanoaniline	 0.980	 1.043	 0.985	 0.994	

43	 4-cyanoaniline	 1.013	 1.084	 1.035	 1.037	

44	 2-acetylaniline	 1.012	 1.041	 1.039	 1.129	

45	 3-acetylaniline	 0.953	 0.859	 0.978	 0.949	

46	 4-acetylaniline	 1.016	 1.053	 1.060	 1.014	

47	 2-aminobenzoic	acid	 1.077	 1.101	 1.124	 1.080	

48	 3-aminobenzoic	acid	 0.983	 0.826	 1.018	 1.019	

49	 4-aminobenzoic	acid	 1.050	 1.092	 1.071	 1.041	

50	 4-sulfonatoaniline	a	 0.936	 1.321	 0.947	 1.276	

51	 4-alanylaniline	a	 1.116	 1.303	 1.079	 0.936	

a) IUPAC or common name: 20, 4-amino-3-methoxybenzaldehyde; 40-42, aminophenol (2,3,and 4); 52, 4-
aminobenzenesulfonate; 53, 2-amino-1-(4-aminophenyl)-1-propanone. 
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Table S11. Calculated potentials with correction by calibration (E1c) to Ep1 for the one-electron 
oxidation of phenols. Based on values of E1 in Table S6. All data in Volts vs. SHE. 

	 	 B3LYP	 M026X	

No.	 Name	 COSMO	 SMD	 COSMO	 SMD	

1	 phenol	 0.940	 0.929	 0.918	 0.864	

2	 2-methylphenol	 0.876	 0.834	 0.861	 0.900	

3	 3-methylphenol	 0.920	 1.007	 0.880	 0.865	

4	 4-methylphenol	 0.789	 0.859	 0.774	 0.729	

5	 2,4-dimethylphenol	 0.721	 0.662	 0.683	 0.665	

6	 2,5-dimethylphenol	 0.794	 0.736	 0.760	 0.715	

7	 2,4,6-trimethylphenol	 0.662	 0.500	 0.694	 0.708	

8	 2-ethylphenol	 0.866	 0.737	 0.854	 0.804	

9	 3-ethylphenol	 0.877	 0.755	 0.882	 0.931	

10	 4-ethylphenol	 0.812	 0.742	 0.802	 0.755	

11	 2-t-butylphenol	 0.853	 0.809	 0.887	 0.784	

12	 3-t-butylphenol	 0.850	 0.721	 0.852	 0.904	

13	 4-t-butylphenol	 0.795	 0.762	 0.831	 0.846	

14	 2-methoxyphenol	 0.738	 0.559	 0.741	 0.714	

15	 3-methoxyphenol	 0.776	 0.575	 0.821	 0.785	

16	 4-methoxyphenol	 0.584	 0.532	 0.572	 0.557	

17	 2,6-dimethoxyphenol	 0.735	 0.868	 0.789	 0.750	

18	 2-methoxy-4-ethylphenol	 0.609	 0.548	 0.585	 0.724	

19	 2-methoxy-4-formylphenol	 0.817	 0.773	 0.835	 0.591	

20	 2-ethoxyphenol	 0.742	 0.702	 0.740	 0.820	

21	 3-ethoxyphenol	 0.758	 0.715	 0.748	 0.900	

22	 4-ethoxyphenol	 0.580	 0.526	 0.570	 0.549	

23	 2-nitrophenol	 1.229	 1.541	 1.226	 1.157	

24	 3-nitrophenol	 1.162	 1.501	 1.180	 1.133	

25	 4-nitrophenol	 1.333	 1.382	 1.295	 1.215	

26	 2,4-dinitrophenol	 1.554	 1.237	 1.576	 1.819	

27	 2-methyl-4,6-dinitrophenol	 1.400	 1.382	 1.438	 1.295	

28	 4-methyl-2,6-dinitrophenol	 1.383	 1.386	 1.304	 1.203	

29	 2-phenylphenol	 0.836	 0.919	 0.899	 0.951	

30	 3-phenylphenol	 0.894	 0.714	 0.945	 0.999	

31	 4-phenylphenol	 0.702	 0.657	 0.812	 0.724	

32	 2-chlorophenol	 1.016	 1.042	 0.995	 0.900	

33	 3-chlorophenol	 0.993	 1.127	 1.015	 1.058	

34	 4-chlorophenol	 0.913	 0.822	 0.909	 0.791	

35	 2,4-dichlorophenol	 0.981	 1.013	 0.987	 0.971	

36	 2,4,6-trichlorophenol	 1.057	 1.062	 1.052	 1.005	
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37	 pentachlorophenol	(PCP)	 1.141	 1.232	 1.179	 1.179	

38	 2-hydroxyphenol	 0.739	 0.720	 0.690	 0.688	

39	 3-hydroxyphenol	 0.823	 0.825	 0.835	 0.823	

40	 4-hydroxyphenol	 0.613	 0.588	 0.560	 0.577	

41	 2-cyanophenol	 1.099	 1.175	 1.092	 1.086	

42	 3-cyanophenol	 1.076	 1.150	 1.083	 1.085	

43	 4-cyanophenol	 1.100	 1.165	 1.144	 1.098	

44	 2-hydroxyacetophenone	 1.081	 1.078	 1.068	 1.164	

45	 3-hydroxyacetophenone	 	 1.040	 1.265	 1.016	 1.155	

46	 4-hydroxyacetophenone	 	 1.100	 0.897	 1.125	 1.059	

47	 2-hydroxybenzoic	acid	 1.176	 1.200	 1.138	 1.331	

48	 3-hydroxybenzoic	acid	 1.088	 0.813	 1.054	 1.041	

49	 4-hydroxybenzoic	acid	 1.171	 1.170	 1.136	 1.333	

50	 4-sulfonatophenol	a	 0.782	 1.223	 0.816	 1.166	

51	 4-alanylphenol	a	 1.022	 1.173	 1.045	 1.229	

52	 triclosan	 0.858	 0.863	 0.867	 0.966	

53	 dopamine	 0.688	 0.818	 0.728	 0.799	

54	 p-coumaric	acid	 0.860	 1.155	 0.863	 1.092	

55	 bisphenol	A	 0.780	 0.913	 0.888	 1.050	

a) IUPAC or common name: 52, 4-hydroxybenzenesulfonate; 53, 2-amino-4’hydroxypropiophenone. 
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Table S12. Calculated potentials with correction by calibration (E1c) to Ep1 for the one-electron 
oxidation of anilines. Based on values of E1 in Table S7. All data in Volts vs. SHE. 

	 	 B3LYP	 M062X	

No.	 Name	 COSMO	 SMD	 COSMO	 SMD	

1	 aniline	 0.967	 0.967	 0.959	 0.951	

2	 2-methylaniline	 0.883	 0.922	 0.921	 0.915	

3	 3-methylaniline	 0.939	 0.970	 0.924	 0.923	

4	 4-methylaniline	 0.868	 0.865	 0.843	 0.849	

5	 2,4-dimethylaniline	 0.830	 0.820	 0.814	 0.808	

6	 2,5-dimethylaniline	 0.891	 0.884	 0.879	 0.897	

7	 2,4,6-trimethylaniline	 0.807	 0.776	 0.787	 0.739	

8	 2-ethylaniline	 0.931	 0.955	 0.926	 0.917	

9	 3-ethylaniline	 0.929	 0.890	 0.954	 0.939	

10	 4-ethylaniline	 0.886	 0.911	 0.874	 0.865	

11	 2-t-butylaniline	 0.908	 0.862	 0.852	 0.901	

12	 3-t-butylaniline	 0.918	 0.916	 0.955	 0.990	

13	 4-t-butylaniline	 0.904	 0.864	 0.877	 0.847	

14	 2-methoxyaniline	 0.809	 0.809	 0.789	 0.807	

15	 3-methoxyaniline	 0.909	 0.924	 0.926	 0.934	

16	 4-methoxyaniline	 0.738	 0.754	 0.719	 0.754	

17	 2,6-dimethoxyaniline	 0.763	 0.659	 0.746	 0.784	

18	 4-ethyl-2-methoxyaniline	 	 0.736	 0.742	 0.741	 0.801	

19	 2-methoxy-4-formylaniline	a	 1.034	 1.035	 0.972	 1.004	

20	 2-ethoxyaniline	 0.830	 0.764	 0.824	 0.911	

21	 3-ethoxyaniline	 0.895	 0.922	 0.949	 0.948	

22	 4-ethoxyaniline	 0.729	 0.663	 0.709	 0.744	

23	 2-nitroaniline	 1.285	 1.311	 1.276	 1.393	

24	 3-nitroaniline	 1.159	 1.178	 1.162	 1.143	

25	 4-nitroaniline	 1.299	 1.315	 1.272	 1.214	

26	 2,4-dinitroaniline	 1.599	 1.626	 1.679	 1.318	

27	 4,6-dinitro-2-methylaniline	 	 1.290	 1.308	 1.325	 1.292	

28	 2,6-dinitro-4-methylaniline	 1.465	 1.468	 1.500	 1.415	

29	 2-phenylaniline	 0.945	 0.891	 0.958	 0.952	

30	 3-phenylaniline	 0.964	 0.975	 0.979	 0.968	

31	 4-phenylaniline	 0.864	 0.930	 0.929	 0.932	

32	 2-chloroaniline	 1.048	 1.034	 1.058	 1.040	

33	 3-chloroaniline	 1.048	 1.056	 1.055	 1.038	

34	 4-chloroaniline	 0.976	 0.985	 1.002	 0.977	

35	 2,4-dichloroaniline	 1.050	 1.088	 1.047	 1.060	

36	 2,4,6-trichloroaniline	 1.124	 1.221	 1.149	 1.201	
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37	 pentachloroaniline	 1.223	 1.346	 1.248	 1.308	

38	 2-hydroxyaniline	a	 0.928	 0.807	 0.923	 0.918	

39	 3-hydroxyaniline	a	 0.942	 0.858	 0.959	 0.968	

40	 4-hydroxyaniline	a	 0.755	 0.673	 0.722	 0.769	

41	 2-cyanoaniline	 1.143	 1.186	 1.154	 1.155	

42	 3-cyanoaniline	 1.076	 1.114	 1.065	 1.073	

43	 4-cyanoaniline	 1.108	 1.153	 1.113	 1.113	

44	 2-acetylaniline	 1.108	 1.112	 1.117	 1.198	

45	 3-acetylaniline	 1.049	 0.934	 1.059	 1.032	

46	 4-acetylaniline	 1.112	 1.123	 1.137	 1.092	

47	 2-aminobenzoic	acid	 1.172	 1.170	 1.199	 1.153	

48	 3-aminobenzoic	acid	 1.079	 0.901	 1.097	 1.096	

49	 4-aminobenzoic	acid	 1.145	 1.161	 1.148	 1.117	

50	 4-sulfonatoaniline	a	 1.032	 1.386	 1.029	 1.334	

51	 4-alanylaniline	a	 1.211	 1.368	 1.155	 1.020	

a) IUPAC or common name: 20, 4-amino-3-methoxybenzaldehyde; 40-42, aminophenol (2,3, and 4); 52, 4-
aminobenzenesulfonate; 53, 2-amino-1-(4-aminophenyl)-1-propanone   
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Table S13. Fitting coefficients and statistics for the linear regression of log krel (literature and 
newly collected data from Table S1) versus selected sets of oxidation potentials. 

Fig	 Descriptor	Variable	 Intercept	(a)	 Slope	(b)	 r2	 sxy	 n	
1A	 E1/2	(from	Suatoni	et	al.)	 9.45	±	0.56	 −10.76	±	0.60	 0.903	 0.468	 36	

5A	 Ep1st	(by	SWV)	 10.19	±	0.55	 −10.60	±	0.55	 0.916	 0.436	 36	

5B	 E1	(M062X/COSMO)	Anilines	only	 7.92	±	0.53	 −6.59	±	0.43	 0.932	 0.474	 19	

5B	 E1	(M062X/COSMO)	Phenols	only	 7.77	±	0.90	 −4.55	±	0.47	 0.869	 0.409	 16	

6A	 E1c	(M062X/COSMO	vs.	E1/2)	 9.08	±	0.55	 −10.29	±	0.61	 0.908	 0.470	 31	

6B	 E1c	(M062X/COSMO	vs.	Ep1st)	 10.25	±	0.59	 −10.59	±	0.59	 0.918	 0.445	 31	

Intercept and slope are reported ± 1 standard deviation. 
No ad hoc outliers were excluded from the regressions. 
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