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Abstract. Model equations used to either diagnose or prog-
nose the concentration of heterogeneously nucleated ice
crystals depend on combinations of cloud temperature,
aerosol properties, and elapsed time of supersaturated-vapor
or supercooled-liquid conditions. The validity of these equa-
tions has been questioned. Among many uncertain factors
there is a concern that practical limitations on aerosol parti-
cle time of exposure to supercooled-liquid conditions, within
ice nucleus counters, has biased the predictions of a diagnos-
tic model equation. In response to this concern, this work
analyzes airborne measurements of crystals made within
the downwind glaciated portions of wave clouds. A stream-
line model is used to connect a measurement of aerosol
concentration, made upwind of a cloud, to a downwind
ice crystal (IC) concentration. Four parameters are derived
for 80 streamlines: (1) minimum cloud temperature along
the streamline, (2) aerosol particle concentration (diame-
ter, D > 0.5 um) measured within ascending air upwind of
the cloud, (3) IC concentration measured in descending air
downwind, and (4) the duration of water-saturated conditions
along the streamline. The latter are between 38 and 507 s and
the minimum temperatures are between —34 and —14°C.
Values of minimum temperature, D > 0.5 pm aerosol con-
centration, and IC concentration are fitte using the equation
developed for ice nucleating particles (INPs) by by DeMott
et al. (2010; D10). Overall, there is reasonable agreement
among measured IC concentrations, INP concentrations de-
rived using D10’s fi equation, and IC concentrations derived
by fittin the airborne measurements with the equation de-
veloped by D10.

1 Introduction

Ice nucleation is a pivotal process in the evolution of many
cloud types (Braham and Squires, 1974; Cantrell and Heyms-
field 2005; DeMott et al., 2010; Murray et al., 2012). Ice
crystals form via different pathways; the two fundamental
distinctions are homogeneous and heterogeneous nucleation.
Temperatures colder than —35°C and the existence of ei-
ther haze particles or cloud droplets are necessary conditions
for the occurrence of the homogeneous pathway (Heyms-
fiel and Miloshevich, 1993). Heterogeneous ice nucleation
takes place on ice nucleating particles (INPs) and the known
pathways are deposition, condensation freezing, immersion
freezing, and contact freezing (Vali, 1985; Murray et al.,
2012).

Two contrasting approaches are used to translate measure-
ments into equations used to predict INP activation, and thus
ice crystal (IC) concentration, in cloud models. The firs
of these is diagnostic in the sense that IC concentration is
formulated solely in terms of thermodynamic and aerosol
state properties. The second is state and time dependent. In
model intercomparison studies (Eidhammer et al., 2009; Nie-
mand et al., 2012), these two frameworks produce signifi
cantly different IC concentrations. There are many reasons
for these inconsistencies; fundamentally, they result because
the timescale characterizing the development of a subcritical
ice embryo into an ice crystal (Bigg, 1953; Vali and Stans-
bury, 1966) and how properties of an ice nucleating parti-
cle influence embryo development are inadequately under-
stood (Murray et al., 2012; Vali, 2014). Another relevant fac-
tor, but one which attenuates the framework-to-framework
differences (Eidhammer et al., 2009), is that the Bergeron—
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Findeisen process can act to slow, or even shut down, the
freezing nucleation pathways (i.e., condensation, immersion,
and contact freezing).

Our primary focus is the temperature- and aerosol-
dependent fi equation developed by DeMott et al. (2010;
hereafter D10). The D10 equation (Eq. 1 below) was devel-
oped with measurements of activated INP concentrations de-
rived using the continuous fl w diffusion chamber (CFDC;
Rogers et al., 2001). The INP measurements were made con-
currently with measurements of the concentration of aerosol
particles with diameter (D) larger than 0.5 pm (¢ 5)

Ninp (T, nos) =a- (T, — T)" - (ng.5)¢ T, (1)

Here T is the temperature in the section of the CFDC oper-
ated above water saturation, T, is the reference temperature
adopted by D10 (273.16 K, their Eq. 1), and a, b, c, and d
are the fitte coefficients We reexamine Eq. (1) because it
was developed with the CFDC operating in a manner which
restricted the upper-limit diameter of aerosol particles pro-
cessed within the CFDC (D < 1.6 um) and restricted the du-
ration of the particle’s exposure to water-saturated conditions
(t < 105s). Since both of these restrictions can cause INP con-
centrations to be underestimated (D10; Wright et al., 2013;
DeMott et al., 2015), we use measurements made in and near
clouds to evaluate the potential bias.

We have three specifi objectives. First we use our
airborne measurements of IC concentration to derive a
temperature-dependent fi of those measurements. We refer
to these two properties as Nic and Nic (7). Specificall ,
we analyze IC concentrations recorded within the down-
wind (descending fl w) portion of middle-tropospheric wave
clouds, where IC concentration is thought to reflec INP ac-
tivation that occurred upwind, within the colder and liquid-
water saturated portion of the cloud. Second, we use our mea-
surements to derive a temperature- and aerosol-dependent fi
of Nic based on Eq. (1). We refer to the latter as Nic (T, ng.5).
Third, we analyze our measurement of Nic with an estimate
of the interval of time an air parcel was exposed to water satu-
ration within a wave cloud. This is relevant to cloud modeling
because many models employ a state- and time-dependent
framework to predict IC concentration (e.g., Hoose et al.,
2010). The INP, aerosol, and IC concentrations relevant to
our work are summarized in Table 1.

The foundations of our investigation are the cold-
season middle-tropospheric wave cloud studies of Cooper
and Vali (1981), Cotton and Field (2002), Eidhammer et
al. (2010), and Field et al. (2012). The prior research demon-
strated that an assessment of wave cloud kinematics can be
used to distinguish heterogeneous from homogeneous nu-
cleation and that crystal production occurs primarily via the
previously mentioned freezing nucleation pathways. Further-
more, no compelling evidence for secondary ice production
was reported in those prior studies.

Our investigation is most similar to the airborne studies
of Eidhammer et al. (2010) and Field et al. (2012). Those
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Table 1. Symbols used to represent aerosol, INP, and IC concentra-
tions.

Symbol Definitio Dimension
ng.s5 Measured aerosol scem™ 12
concentration (D > 0.5 pm)
Nic Measured IC concentration sL™!¢
(D > 50 um)°
Nic (T) Temperature-dependent fi  of sL!
IC concentration (see Sect. 4)
Nic (T,ngs) Temperature- and  aerosol-  sL~!

dependent fi of IC concentra-

tion (see Sect. 4)

Temperature- and  aerosol- sL~!
dependent fi of INP concentra-

tion (D10) (see Eq. 1)

Nine (T, ng5)

2 Aerosol particle count per standard cubic centimeter at P = 1.013 x 10° Pa and
T =273.15K. ® 2DC concentration for crystals sizing larger than 50 pm (see
Sect. 2.2). © Particle count per standard liter at P = 1.013 x 10% Paand T = 273.15K.

authors analyzed cold-season (late fall) measurements made
near, and within, wave clouds during the ICE-L project con-
ducted in 2007. Their measurements were made over north-
ern Colorado and southern Wyoming. Our work is based
on cold-season airborne measurements made during the
Wyoming Airborne Integrated Cloud Observation (WAICO)
study conducted 2008 and 2009 (Wang et al., 2012). We an-
alyze measurements made at locations where a streamline
model indicated our aircraft intersected air that ascended
into, and descended from, wave clouds. As we will discuss
in detail, we develop a data set from eight flights 80 wave
cloud streamlines are analyzed. In contrast, Eidhammer et
al. (2010) analyzed data from one fligh and modeled three
streamlines. Field et al. (2012) expanded that analysis and
reported on measurement/model comparisons for 28 stream-
lines. In their analyses, Eidhammer et al. (2010) and Field
et al. (2012) exercised a streamline-following aerosol and
cloud microphysical parcel model and derived the model’s
initial thermal state using measurements made downwind of
the investigated wave clouds. In contrast, we use a stream-
line model to track the evolution of bulk thermodynamic
properties (parcel microphysics is not evaluated), and we use
thermodynamic measurements made immediately upwind of
the investigated clouds, within ascending air, to initialize the
model.

2 Measurements

All measurements were acquired onboard the University of
Wyoming King Air (Wang et al., 2012). The base of opera-
tions was Laramie, Wyoming. All of the sampled clouds were
in the altitude range 3700 to 7400 m and were located north
of Laramie, within 110 km.

www.atmos-chem-phys.net/15/6113/2015/



L. Peng et al.: Ice crystal concentrations in wave clouds

2.1 Temperature and humidity

Temperature (7)) was measured using a reverse-fl w immer-
sion thermometer (Lawson and Cooper, 1990). Dew point
temperature (Ty,) was derived from vapor density measure-
ments made with a LI-COR gas analyzer (model L16262).
The latter is characterized by a 0.2 s time response (Dobosy
etal., 1997) and this value is somewhat smaller than the time
response of the reverse-fl w temperature sensor (~ 1 s; Rodi
and Spyers-Duran, 1972). The inlet to the LI-COR was for-
ward facing and operated subisokinetically with its inlet air-
speed set at approximately 18 ms~!. The latter is a factor of
6 smaller than the airspeed of the King Air (110ms™").

2.2 Microphysics

Three wing-mounted optical particle counters are used in this
analysis: (1) the Passive Cavity Aerosol Spectrometer Probe
(PCASP), (2) the Forward Scattering Spectrometer Probe
(FSSP), and (3) the Two-Dimensional Optical Array Probe
(2DC). Each of these was fabricated by Particle Measuring
Systems (PMS; Boulder, CO).

The PCASP was used to measure the concentration of par-
ticles with diameters between 0.12 and 3.2 um. Particle siz-
ing was based on laboratory calibrations conducted using
monodisperse test particles with refractive index n = 1.59
(Cai et al., 2013). PCASP concentrations were derived as
the ratio of particle count rate divided by a calibrated sam-
ple fl w rate (Cai et al., 2013).

Adiabatic compression warms the aerosol stream as it ap-
proaches the PCASP inlet. Strapp et al. (1992) estimated that
this process occurs over 0.2s. Once the stream reaches the
probe, it is warmed by three anti-ice heaters (Particle Mea-
suring Systems, 2002). The timescale for diabatic (anti-ice)
heating is approximately 1 order of magnitude smaller than
the adiabatic warming. Because of both the adiabatic and di-
abatic processes, unactivated cloud droplets (haze particles)
and cloud droplets are partially evaporated prior to sizing
within the PCASP. In the case of haze particles, evapora-
tion is complete if the initial particle diameter is smaller than
~ 1 um (Strapp et al., 1992; Snider and Petters, 2008).

The FSSP was used to categorize cloud droplets sizes from
1.5 to 47.5 uminto 15 bins. During WAICO the cloud droplet
concentrations were less than 300 cm™3, so the FSSP dead
time and coincidence errors are less than 25 % (Baumgard-
ner et al., 1985). Both of these effects were accounted for in
the data processing. Because our FSSP measurements come
from clouds containing ice, bias due to ice crystal shatter also
needs to be addressed. Since we only analyze FSSP measure-
ments recorded near the upwind edge of the clouds, where
the ice crystals are small (< 100 um) and their concentration
is low (< 0.4 L™1), the effect of shatter on the FSSP measure-
ments is not expected to be significan (Gardiner and Hallett,
1985; Gayet et al., 1996; Field et al., 2003) and was not eval-
uated.
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Ice crystals were sized and counted using an optical ar-
ray probe (2DC) (Pokharel and Vali, 2011). This instrument
records a crystal as a two-dimensional image. Some im-
ages were rejected using criteria described in Pokharel and
Vali (2011). Images which passed the rejection tests were
sized in the along-track direction (hereafter, this dimension is
termed “diameter”) and these were binned into channels with
lower-limit diameters set at 25, 50, 100, 150, 200, 250, 300,
and 400 pm for the smallest eight of 20 channels; nearly all
crystals recorded during WAICO classifie into these eight
channels. Because even the largest crystals in this set are
smaller than the size known to shatter when impacted at
aircraft velocities (Korolev and Isaac, 2005; Korolev et al.,
2013), the effect of shatter was ignored. Concentrations were
derived by assuming that the optical depth of field for all
crystals and regardless of their size, was equal to the 2DC’s
sampling aperture (61 mm) (Vali et al., 1981). Crystal con-
centration and crystal interarrival time measurements, de-
rived using the 2DC, are analyzed in greater detail in Ap-
pendix A.

2DC-derived concentrations were validated by Cooper and
Saunders (1980). The basis for their validation was airborne
2DC concentrations measured simultaneous with concentra-
tions derived by impacting ice crystals onto oil-coated slides
(OCSs) exposed in a decelerator. Crystals impacted on the
slides were photographed and counted, the counts were in-
creased by dividing by a size-dependent impaction efficien y,
and diameter-integrated concentrations were computed for
crystals with maximum dimension larger than 50 um. The
OCS concentrations were compared to 2DC concentrations.
The latter were derived by integrating from 50 pm to larger
diameters. Cooper and Saunders reported 2DC-OCS concen-
tration ratios between 3.6 and 0.6 (x = 1.7, 0 = 0.9, number
of samples = 12). From the comparisons it was concluded
that, for crystals larger than 50 um, the 2DC is capable of
making quantitative concentration measurements.

Based on the finding discussed in the previous paragraph
we derived Nic (Table 1) as the diameter-integrated concen-
tration corresponding to D > 50 um. We excluded from our
analysis instances when the concentration of crystals in the
firs 2DC channel (25 to 50 um) exceeded more than 50 % of
the overall (D > 25 um) diameter-integrated concentration.
The intent of this criterion is avoidance of crystals whose
concentration is uncertain because their depth of fiel is am-
biguous. If we had summed those crystals into Nyc, the rel-
ative concentration bias could have approached a limiting
value equal to the ratio of the 2DC manufacturer’s recom-
mendation for a 25 to 50 um particle depth of fiel (~4 mm)
divided by the sampling aperture (61 mm) (Strapp et al.,
2001).

For both the PCASP and the 2DC, the relative Poisson
sampling error was evaluated as the reciprocal of the square
root of particle count.

Atmos. Chem. Phys., 15, 6113-6125, 2015



6116

2.3 Air motion

Vertical and horizontal air velocities were derived from dif-
ferential pressure measurements made at the tip of the King
Air’s nose boom (Parish and Leon, 2013).

2.4 Lidar

The upward-pointing Wyoming Cloud Lidar (Wang et al.,
2009, 2012) was used to remotely sense cloud boundaries.
The lidar transmits in the near ultraviolet (A = 0.355 um) at
a pulse repetition frequency of 20 Hz. Seven lidar shots were
averaged, making the time between samples 0.35 s. The verti-
cal resolution of the lidar is 3.75 m. Using the lidar measure-
ment of attenuated backscatter and depolarization, we eval-
uated the boundaries between clear air and liquid cloud and
between liquid-dominated and ice-dominated cloud (Wang
and Sassen, 2001).

In the next section we describe our determinations of
the air parcel streamlines and how the lidar-derived cloud
boundaries were used to evaluate the time interval, along
the streamlines, within the liquid-dominated portions of the
clouds.

3 Analysis
3.1 Parcel streamlines and parcel thermodynamic state

Here we explain how the streamlines were derived from mea-
surements made during level-fligh penetrations of 35 wave
clouds. In our data set we have 19 penetrations made along
the wind and 16 penetrations made against the wind. Also
described is the parcel model we used to evaluate thermody-
namic properties along the streamlines.

An average horizontal wind speed () was derived from
airborne in situ wind measurements made during each of the
cloud penetrations. That average was applied as a constant
in our streamline analysis. In contrast, the in situ measured
vertical wind component (w) was oscillatory, so we fitte it
as a sinusoid function versus along-track distance (x), and we
assumed that the fitte vertical wind component (w(x)) did
not vary vertically. Figure 1a shows the measured and fitte
values of the vertical wind for a penetration that we showcase
to illustrate our methods.

Within the ascending portion of the wave structure (e.g.,
to the left (upwind) of x = 10.5 km in Fig. 1a), we initialized
several streamlines. The streamline center points were sep-
arated by ~ 550 m along the fligh track (5s at 110ms~!).
For each of the center points the 1 Hz measurements of T,
Tap, and pressure (P) were used to derive fve-second aver-
aged values of T, Typ, and P. These three properties were
used to fi an air parcel’s initial thermodynamic state. A
closed parcel model, conserving potential temperature below
the lifted condensation level (LCL), and equivalent potential
temperature above the LCL was used to evaluate the ther-

Atmos. Chem. Phys., 15, 6113-6125, 2015

L. Peng et al.: Ice crystal concentrations in wave clouds

modynamic state along a streamline. Using this model and
the aforementioned descriptions of the horizontal and verti-
cal wind components, we simulated the thermodynamic and
kinematic evolution of streamline-following air parcels. One
of the evaluated relationships is the parcel’s temperature as
a function of the along-track distance. An example of this is
shown in Fig. 1d. Also indicated are the minimum streamline
temperature (7jow) and the measurement of temperature (red
circle) made at the downwind intersection of the fligh track
and the streamline.

We compared our streamline temperatures, each evalu-
ated at the downwind track—streamline intersections, and the
corresponding measured temperatures. The average absolute
difference is 0.3 °C (number of samples = 80). This agree-
ment is consistent with a small effect, smaller than the tem-
perature measurement error (0.5 °C), coming from viola-
tions of either the closed parcel assumption or the assump-
tions of vertically uniform w(x) and constant u.

3.2 Mixed-phase time

The interval of time during which an air parcel experiences
water-saturated conditions was evaluated by combining the
lidar measurements with the streamline information. We re-
fer to this time interval as the mixed-phase time (fvp). Fig-
ure 1b and c illustrate how #\jp was evaluated. At the upwind
cloud edge, at x = 9.5 km but above the aircraft, the stream-
line encounters the firs of two cloud boundaries. Using lidar
measurements, we define this upwind cloud boundary by its
increased lidar backscatter and decreased lidar depolariza-
tion (compared to the depolarization in clear air). Approxi-
mately 4 km downwind, the streamline encounters the second
boundary. We define this boundary by its decreased lidar
backscatter and increased depolarization. Here the bound-
ary is between liquid- and ice-dominated cloud. Furthermore,
we define #yp as the integral of the parcel transit time be-
tween these two boundaries. For a few of the streamlines,
the downwind track—streamline intersection was within the
liquid-cloud region. In those cases, the calculation of fyp was
stopped at the intersection. The lower and upper bounds of
tvp are 38 to 507 s; the average fyp is 221 s.

We obtained good agreement between values of #yp, based
exclusively on lidar, and those based partially on the in situ
measurements of 7" and Tgp. These comparisons were made
by differencing the lidar-derived #\jp and a mixed-phase time
derived using T'- and Tgp-dependent determinations of the
LCL (Sect. 3.1) combined with lidar-based determinations of
the downwind cloud boundary. In this comparison the aver-
age absolute difference is 22 s. Each absolute difference was
converted to a relative difference by dividing by the lidar-
derived values of fyp. The relative differences range from
0.0t0 0.9.

www.atmos-chem-phys.net/15/6113/2015/
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Figure 1. Level-fligh sampling a few tens of meter below a wave cloud between 18:17:45 and 18:20:09 on 27 February 2008. Airfl w is from
left to right. (a) In situ vertical velocity measurements and the sinusoid fit (b) The example streamline (black) overlain on lidar backscattered
power; the two other black lines delineate the liquid-cloud and ice-cloud boundaries discussed in the text. (¢) Example streamline overlain on
lidar depolarization ratio; the two other black lines delineate the liquid-cloud and ice-cloud boundaries discussed in the text. (d) Streamline
temperature, minimum streamline temperature, and the in situ measured temperature at the downwind track—streamline intersection (red

circle).

3.3 Aerosol particles and cloud droplets

In this section we evaluate aerosol concentrations, measured
outside of clouds, and compare to in-cloud droplet concen-
trations. For each of the 35 cloud penetrations we evalu-
ated fve-second averages of the PCASP and FSSP concen-
trations. For the PCASP, the averaging interval was started
5 s upwind of the cloud; for the FSSP, the averaging interval
was started at the cloud edge. Averaging intervals are shown
at the bottom of Fig. 2b and at the top of Fig. 2d. Also pre-
sented (Fig. 2a, b, and c) are the size-resolved concentrations
from the PCASP, FSSP, and 2DC. The series shown in Fig. 2
are for the same section of fligh illustrated in Fig. 1.

Similar to Eidhammer et al. (2010), we compared the
upwind aerosol particle concentration (D > 0.25 um; fve-
second averaged) to the in-cloud droplet concentration
(D > 1.5 pm; fve-second averaged). From the series pre-
sented in Fig. 2d, it can be seen that droplets, measured at
~x = 11km (i.e., downwind of the cloud edge), were more
abundant than aerosol particles measured at ~x = 10.5km
(i.e., upwind of the edge). Following this same averaging
procedure, we evaluated a droplet-to-acrosol ratio for 32
of our 35 penetrations; three of the 35 were discarded be-
cause droplets were smaller than the minimum size de-
tectable by the FSSP (D = 1.5 um). In the 32 comparisons,
the droplet-to-aerosol concentration ratios were consistently

www.atmos-chem-phys.net/15/6113/2015/

greater than 0.7. These results are consistent with the find

ings of Eidhammer et al. (2010). A reasonable inference
is that the D > 0.25 um particles are internally mixed, the
mixture’s water-soluble fraction promoted the nucleation of
the droplets, and the mixture’s water-insoluble fraction pro-
moted ice nucleation presumably via the condensation and
immersion freezing pathways. The effect of ice develop-
ment on cloud properties is evident at the downwind track—
streamline intersection in Figs. 1 and 2. Most noticeable are
the enhanced lidar depolarization ratios seen at x > 15 km in
Fig. 1c and the enhanced diameter-integrated crystal concen-
trations seen at x > 15 km in Fig. 2d.

3.4 D > 0.5pum aerosol particle and IC concentrations

In addition to the D > 0.25 um aerosol concentrations ana-
lyzed in the previous section, we also evaluated ng 5 (Sect. 1).
These were averaged outside of the cloud during the fve-
second time windows used for thermodynamic-property av-
eraging (Sect. 3.1). For the rest of the paper, ng s is reported
as a particle count per standard cubic centimeter (sccm™!).
Also for the rest of the paper, values of Njc (Table 1)
are derived as fve-second averages evaluated at the down-
wind track—streamline intersections (e.g., at ~x = 15km in
Fig. 1c), and these are reported as a crystal count per standard
liter (sL™1).

Atmos. Chem. Phys., 15, 6113-6125, 2015
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Figure 2. The same segment of fligh as shown in Fig. 1. (a) Size-resolved PCASP concentrations. (b) Size-resolved FSSP concentrations.
The black and red horizontal rectangles at the bottom of this panel are the fve-second averaging intervals for acrosol and droplets analyzed
in Sect. 3.3. (¢) Size-resolved 2DC concentrations. (d) Diameter-integrated PCASP (D > 0.25 pm, black line), diameter-integrated FSSP
(D > 1.5 pm, red line), and diameter-integrated 2DC (D > 50 pm, orange line) concentrations. Averaging intervals for aerosol and droplets

are repeated from (b).

3.5 Data set

In the previous sections we described how values of Nic,
no.s, Tiow, and fyp were evaluated for each streamline. The
subset { Nic, n¢.5, Tiow] 1S the streamline data we used to de-
velop a fi of Njc, according to the mathematical form of
Eq. (1). However, before fitt ng our measurement data, we
excluded streamlines affected by four effects: (1) an abun-
dance of crystals in the firs 2DC channel, (2) homogeneous
freezing, (3) crystal sublimation, and (4) variable aerosol par-
ticle and crystal concentrations. Conditions for data inclu-
sion are: (1) Nic(D < 50 um) must be smaller than 0.5 x
Nic(D > 25 um) (Sect. 2.2); (2) Tiow > —35 °C (Heymstfiel
and Miloshevich, 1993); (3) ice saturated, or larger rela-
tive humidity, at the downwind track—streamline intersec-
tion; and (4) relative Poisson sampling errors (Sect. 2.2)
less than specifie thresholds.! Out of the 116 streamlines
we analyzed, 80 satisfy our data inclusion criteria. The set
{N1c, nos, Tow, tmp} is provided for the 80 streamlines in
the Supplement.

I The relative Poisson error thresholds adopted for IC concentra-
tion and for ng 5 were 0.4 and 0.7, respectively. These values cut the
distributions of the relative Poisson errors at their 99th percentiles.

Atmos. Chem. Phys., 15, 6113-6125, 2015

4 Fitted Nyc equations

In this section we show results from fittin our measure-
ment data with both temperature-dependent and temperature-
acrosol-dependent equations. We start with a solely
temperature-dependent fittin equation because many previ-
ous cloud modeling studies were based on such a relationship
(e.g., Meyers et al., 1992) and because the rate of change
of crystal concentration with temperature can have a pro-
found impact on modeled cloud properties (Eidhammer et
al., 2009).

We develop the fittin equations using logarithm-
transformed crystal and logarithm-transformed aerosol con-
centrations. The reason for log transforming the data is that
we expect errors, in both crystal and aerosol concentration,
to be multiplicative in the sense that larger values correspond
with larger error and vice versa. Multiplicative error, scal-
ing in proportion to the square root of concentration as pre-
dicted by the Poisson probability law (Young, 1962; Rogers
and Yau, 1989) was documented by Cai et al. (2013) in their
investigations of the PCASP’s response to steadily generated
monodisperse test particles.

Figure 3a shows the temperature-dependent fi (i.e.,
Nic (Tiow)) plotted versus measured Nic. The square of the
Pearson correlation coeffic ent (%), for this scatter plot, is

www.atmos-chem-phys.net/15/6113/2015/
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Figure 3. (a) Values of Nic(Tiow) (In(Nic(Tiow)) =K1+
ky - (Tiow — Tmp) with Typ =273.15K, k; = —4.04 and kp =
—0.22°C™h plotted versus measured Njc. (b) As in Fig. 3a
but with Nic (Tiow, n0.5) (method 1 fi coefficients and
NP (Tiow» 10.5) (Eq. 1 with D10’s coeffi ients) plotted versus
measured Njc. In (a) and (b), the square of the Pearson correla-
tion coefficient (r2) was evaluated using log-transformed concen-
trations. Also, the one-to-one line is shown in both panels.

relatively small and demonstrates that temperature alone, via
the fi equation, can only explain 51 % of the Njc variability.

In Fig. 3b we plot the temperature- and aerosol-dependent
fi Nic (Tiow, no.5) versus measured Njc. Results shown here
are for one of two fiting methods we implemented. In fi
method 1 we used the Matlab Curve Fitting Toolbox (The
MathWorks, Natick, MA), with the log-transformed version
of Eq. (1), and derived the logarithm of a (Ina) and the values
of b, ¢, and d. We also fitte the set {Nic, no.s5, Tiow} using
the three-step procedure described in D10. We refer to the
latter as method 2 and describe our implementation of that
method in Appendix B. The advantage of method 1 is that it
shortens D10’s three-step procedure to one step.

The fi coefficient derived by D10, our fi coefficient
(methods 1 and 2), and the statistical errors of methods 1
and 2 expressed as standard deviations are presented in Ta-
ble 2. Focusing on results obtained using method 1, our four
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coefficient are seen to agree within 2 standard deviations of
D10’s. Also, agreement within 2 standard deviations was ob-
tained between our application of method 2 and D10’s.

By inputting the statistical errors from Table 2 into a prop-
agation of error equation (Young, 1962; their Eq. 13.9), we
evaluated contributions to the relative variance of the loga-
rithm of Nic(Tiow, n0.5) (method 1). For ngs5 < 3.4 scem™ !
(the average for our data set) and for temperatures over the
full range of our data set (—34 < Tjow < —14°C), the rela-
tive variance is controlled by terms proportional to both the
square of the statistical error in Ina and the square of the
statistical error in b. We also evaluated the fractional stan-
dard deviation of Nic(Tiow, n0.5) (method 1). For the same
ngs and Ty settings provided above, the fractional stan-
dard deviation is ~4 and increases to ~ 5 if ng s is set to
16scem™! (the maximum for our data set). Yet, in spite of
this uncertainty, our fitte (method 1) and measured val-
ues are seen to correlate over IC concentrations that range
from 0.1 to 100sL™! (Fig. 3b). Also illustrated is a sec-
ond set of fitte concentrations. These values of Ninp (Tiow,
ng.5) were derived using Eq. (1) with D10’s coefficients For
both sets of fitte concentrations (i.e., Nic(Tiow, 70.5) and
Nmve(Tiow, 10.5)) the r2 is ~ 0.7 and thus larger than that for
the temperature-only fi (cf. Fig. 3a).

We also evaluated the fraction of the measured crystal con-
centrations that plot within a factor of 2 of the fit Based on
our method 1 coefficients this percentage is 69 % and thus
larger than the percentage (66 %) based on fi coefficient
from D10 (the percentage is 71 % when using the method 2
coefficients not shown here). Thus, we obtained better fitted
versus-measured agreement with our method 1 and method 2
fi coefficient and somewhat poorer agreement with the D10
coefficients

5 Effect of mixed-phase time

As was discussed in the introduction, there is an outstand-
ing question in atmospheric science community regarding
the time-dependent nature of ice nucleation. Of relevance
for our data set, with its average fyp = 221s (Sect. 3.2),
is the possibility that the characteristic time for an em-
bryo to transition to a crystal is comparable to #yp. If that
were the case, we would expect that streamlines associated
with larger mixed-phase times, all other relevant properties
the same, would have larger IC concentrations. The work
of Vali and Snider (2015) provides an estimate of the ef-
fect. They show that time dependency can alter crystal con-
centrations by up to a factor of 3 depending on whether
a time- and temperature-dependent parameterization, or a
purely temperature-dependent parameterization, is used to
describe heterogeneous ice nucleation.

We investigated time dependency by stratifying our 80
determinations of {Nic, n9.5, Tiow, tvp} into four Tigy sub-
sets. In Table 3 we present the subset’s minimum and max-
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Table 2. Equation (1) fi coefficients

L. Peng et al.: Ice crystal concentrations in wave clouds

Coefficient Fit Fit Statistical error  Fit Statistical error

D10*  method 1 method 1°  method 2 method 2°¢
Ina —-9.73 —15.26 2.87 —15.03 4.11
b 3.33 4.94 0.88 4.86 1.30
c 0.0264 0.0028 0.0308 0.0038 0.034
d 0.0033 0.86 0.88 0.82 0.83

a Fit coefficient from D10.® The standard deviations for coefficient fitte via method 1. € The standard

deviations for coefficient fitte via method 2.

Table 3. Tj,ysubsets and the In (Njc) versus In (fyp) correlations

Tmin  Tmax no.s Number ra PP
°C °C scem™!  of samples

-34  -29 5.50 20 0.20 0.20

-29 24 2.93 30 021 0.14

—24 —-19 3.50 15 —-0.05 0.57

-19 -14 2.57 15 0.06 0.44

@ The Pearson correlation coefficien for the regression of In (NIC) versus

In (tvp)- b Level of significance values of this parameter greater than p =
0.05 indicate an insignifican correlation.

imum temperatures, the averaged ngs, and the number of
data values. For each of these we tested the hypothesis that
In(Njc) is correlated with In(fypp). Values of the Pearson
correlation coefficient (r) and the levels of significanc (p)
demonstrate that none of the correlations are significan (i.e.,
all have p > 0.05). This same conclusion was reached after
removing from the correlations those points exhibiting the
largest f\vp uncertainty (relative difference > 0.3, Sect. 3.2),
but those results are not shown in Table 3. We also stratifie
by n¢.s within the four 7j,y, subsets. One of those correlations
(In (Nyc) versus In (tpp)) approaches statistical significance
with p = 0.1 and with 10 paired values; the rest have p > 0.1.
That subset plots in the gray rectangle shown in Fig. 4a and
the Njc versus fyp correlation for that subset is shown in
Fig. 4b.

In spite of these suggestions of a connection between crys-
tal concentration and mixed-phase time we cannot argue con-
vincingly that time-dependent effects were significan for
crystals within the clouds we studied. Our ability to argue
for, or against a dependence on fyip, was limited by the strong
temperature-dependence of ice nucleation. This is evident
from Fig. 3a where the value k; = —0.22°C~! can be used
to demonstrate that a 5 °C decrease corresponds to a factor
of 3 increase in nucleated concentration. Also limiting are
the relatively few data values within our four 7j, subsets.
Thus, in future wave cloud studies, attention should be paid
to strategies which generate an adequate number of points
within specifie temperature and aerosol ranges.
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Figure 4. (a) The 80 paired values of n( 5 and #\fp in our data set.
The gray rectangle highlights the 10 points in the subset define
by —19 < Tjow < —14°Cand 1.5 <ng 5 < 3.0sccm™!. (b) The 10
paired values of Njc and fjp from the gray rectangle shown in
Fig. 4a. The black line is the fittin equation In(Njc) =cj+c¢2 -
In (r\p). The Pearson correlation coefficien (r) and the level of
significanc (p) were evaluated using the log-transformed concen-
trations and log-transformed mixed-phase times.
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6 Summary and conclusion

The result we present in Table 2, with fi coefficient gener-
ally consistent, in a statistical sense, with those reported by
D10, is important because it validates D10’s approach using
different methodology. In short, we use a streamline model
to connect a measurement of aerosol concentration (r¢5),
made upwind of a wave cloud, to a downwind measurement
of IC concentration. Our reconfirmatio of the relationship
between crystals and ng 5, implied by Eq. (1), is conceptu-
ally appealing because it acknowledges that aerosol particles
are necessary for the occurrence of heterogeneous ice nu-
cleation. Appeal also comes from the linkage provided by
Eq. (1), through aerosol, to cloud processes.

We also probed the conjecture that the duration of INP ex-
posure to water-saturated conditions is a determinant of IC
concentration. Our analysis shows no statistically robust ev-
idence for this. This findin is relevant to descriptions of ice
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nucleation within water-saturated layer clouds (e.g., stratocu-
mulus and altostratus) where temperature is relatively uni-
form and steady and where time-dependent ice nucleation
is suspected of occurring continuously and with substan-
tial meteorological impact (Crosier et al., 2011; Westbrook
and Illingworth, 2013). In fact, many model representations
of heterogeneous nucleation anticipate this time-dependent,
constant-temperature phenomenon. Also, in some models,
the nucleation rate is set to 0 when the temperature tendency
is 0 or positive (Khain et al., 2000; Muhlbauer and Lohmann,
2009), but this action is not supported by all of the experi-
mental evidence currently available (for a review, see Vali,
2014). Further investigation is needed to confir our conclu-
sion of little, if any, time-dependent effect within the cloud
type we studied (middle-tropospheric wave clouds). Going
forward, we anticipate our methodology will help advance
understanding of time-dependent atmospheric ice nucleation
and atmospheric ice nucleation in general.
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Appendix A

In this appendix we examine the reliability of ice crystal con-
centrations derived using the University of Wyoming 2DC.
We derive concentrations using the Wyoming 2DC, with
its slower-responding photodiode array (Gayet et al., 1993;
Baumgardner and Korolev, 1997; Strapp et al., 2001), and
compare to values derived using a faster-responding cloud
imaging probe (CIP; Baumgardner et al., 2001). We also an-
alyze the 2DC ice crystal interarrival times and investigate
crystal shattering. Two data sets are analyzed. The firs comes
from Wyoming King Air fligh data, acquired on 9 Jan-
uary 2011 during the Colorado Airborne Multi-Phase Cloud
Study (CAMPS), and the second comes from the 80 down-
wind track—streamline intersections described in Sect. 3.5.
Both the 2DC and CIP were operated with standard probe
tips (Korolev et al., 2013).

Strapp et al. (2001) conducted laboratory studies that in-
vestigated a 2DC’s ability to detect objects (circular dots)
positioned away from the center of focus of the probe’s laser.
They demonstrated that the probe’s finit response led to un-
dersizing, counting losses, and image distortion. In the case
of dot sizes smaller than 100 um, undersizing and counting
losses increased with the speed the dots transited through the
probe’s sample volume. Strapp et al. conducted their testing
using dots deposited onto a glass disk. The dots were opaque,
monodisperse, and regularly spaced on the disk along circu-
lar tracks. The disk was positioned with its rotational axis
parallel to the 2DC laser beam. The position of the disk
plane, relative to the center of focus of the beam, was varied.
The largest dot speeds tested by Strapp et al. were compara-
ble to the airspeed of the Wyoming King Air (~ 100 ms™!).

Al 2DC and CIP concentrations

A comparison of 2DC- and CIP-derived concentrations was
made using Wyoming King Air data acquired on 9 Jan-
uary 2011. The comparison data were selected from three
level-fligh transits of an orographic cloud. The cloud was
located over continental divide in northern Colorado. Dur-
ing the cloud transits the liquid water content was less than
0.2gm™3 and temperature was between —23 and —25°C.
We processed the raw 2DC and CIP measurements the
same way we processed the WAICO 2DC measurements
(Sect. 2.2). Also consistent with the WAICO processing, the
compared concentrations are fve-second averages and are
for crystals larger than 50 pm (sized along the aircraft track).
The CIP/2DC comparison is shown in Fig. Ala. The vertical
line at 5L~! marks the median of the 80 concentrations in
our WAICO data set (Sect. 3.5), and its implication is dis-
cussed in the following paragraph.

Because of the undersizing and counting losses docu-
mented for a 2DC, especially at the low end of its range
(D < 100 pm), and the fact these effects are attributed to
the relatively slow time response of the 2DC’s optical array
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Figure Al. (a) The CIP/2DC concentration comparison. Com-
pared values are fve-second averages and are for crystals larger
than 50 pm. Comparison data is from 9 January 2011 during the
Colorado Airborne Multi-Phase Cloud Study (CAMPS). Wyoming
King Air data shown here was selected from three along-wind level-
fligh cloud transits: (1) 22:12:00 to 22:22:00 UTC, (2) 22:39:00
to 22:48:00 UTC, and (3) 23:06:00 to 23:16:00 UTC. The verti-
cal line at 5sL~! is drawn at the median value for our set of 80
WAICO 2DC-derived measurements. (b) 2DC and CIP size dis-
tributions from a representative fve-second subset (22:46:46 to
22:46:50 UTC) of the fligh on 9 January 2011.
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Figure A2. (a) The 2DC size distribution derived for the WAICO
18:19:33 to 18:19:37 UTC interval on 27 February 2008. This in-
terval corresponds to the downwind track—streamline intersection
at x =15km in Fig. lc. (b) The interarrival time histogram for
the 18:19:33 to 18:19:37 UTC interval on 27 February 2008. The
vertical dashed line marks a minimum between a fragment mode
(t < t™) and a mode corresponding to intact crystals (1 > 7).

(Strapp et al., 2001), we expected that concentrations derived
using the faster-responding CIP (Baumgardner et al., 2001)
would exceed 2DC-derived values. Contrary to that expecta-
tion, we found reasonable agreement (Fig. Ala). Measures
of the agreement are as follows: (1) for concentrations larger
than 5sL™!, all of the 2DC-derived values plot well within
a factor of 2 of the CIP. (2) For concentrations smaller than
5sL~!, a large fraction of the 2DC values (87 %) plot within
a factor of 2 of the CIP. These findings combined with the
finding of Cooper and Saunders (1980) (also see Sect. 2.2),
lend confidenc to the concentration values we derived us-
ing 2DC measurements made during WAICO. However, this
comparison does not completely lessen the concern that we
biased the WAICO concentrations at D < 100 um by assum-
ing that the 2DC’s optical depth of fiel was independent
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of crystal size and equal to the probe’s sampling aperture
(61 mm) (Vali et al., 1981 and Sect. 2.2).

A2 Interarrival time and shattering

Representative CIP and 2DC size distributions, from
CAMPS, are shown in Fig. Alb. It is evident that most
of the detected crystals are smaller than 400 um, espe-
cially in the 2DC measurement. A size distribution from
one of the 80 WAICO downwind track—streamline intersec-
tions is shown in Fig. A2a. The largest crystal detected in
this fve-second interval is 400 um. The figur also demon-
strates that the diameter-integrated concentrations Nic(D >
100 um) and Nic(D > 50 um) are comparable and that the
ratio Nic(D > 100 pm)/ Nic(D > 50 um) is only somewhat
smaller than unity; for our 80 size distributions the average
ratio is 0.7.

A histogram of crystal interarrival times from WAICO is
shown in Fig. A2b. Evident in the left tail of the histogram
is a minimum, at interarrival time t* =2 x 1073 s, where
we delineate between a fragment mode (¢ < t*) and a mode
corresponding to intact crystals (¢ > t™). We note that only
7% of the crystal counts classify as fragments and that this
fraction is much smaller than the example presented by Ko-
rolev et al. (2013) for a 2DC with standard probe tips (their
Fig. 14a).

We analyzed interarrival times obtained from each of the
80 WAICO downwind track—streamline intersections. His-
tograms were binned as in Fig. A2b (3.5 bins per decade) and
all particle images, including those that did not pass the re-
jection criteria of Pokharel and Vali (2011) (Sect. 2.2), were
used. We developed a procedure that searches the histogram
for a minimum between 7 = 107° s and the histogram mode.
In our set of 80 there are 16 cases that do not exhibit a min-
imum and 21 with a provisionally significan minimum. The
provisional cases were characterized by a cumulative frac-
tion, evaluated at the minimum, greater than 20 %. The ex-
ample shown in Fig. A2b is not a provisional case because
the cumulative fraction at 7* =2 x 1073 s is less than 20 %.
All of the provisional cases exhibited a minimum that was
within 1 order of magnitude of the histogram mode. Because
order-of-magnitude separation is substantially less than the
minimum-to-mode separation seen Korolev et al. (2013)
(their Fig. 14), we concluded that a fragment mode could
not be discerned. Thus, we ignored the effect of shattering.
Of the remaining 43 cases (43 =80—16—21), 26 had a min-
imum more than 1 order of magnitude smaller than the his-
togram mode; Fig. A2b is an example. For these we ignored
the effect of shattering because the fraction affected was less
than 20 % and because the rejection criteria of Pokharel and
Vali (2011) remove some of the affected crystals from the
population used to evaluate the concentration.

www.atmos-chem-phys.net/15/6113/2015/

6123

Appendix B

Here we describe how we fitte our 80 determinations of the
set {Nic, nos5, Tiow)} using the three-step procedure devel-
oped by D10 (herein method 2). In the firs step, the data
were binned into four Tjoy subsets; the number of samples
in the four subsets is provided in Table 3. In the second step,
values of In(p;) and ¢g; were derived for each subset by re-

gression. Here “i” indicates the temperature subset and the
form of the regression equation is

In(Nic,i) =In(pi) +gi - In(nos.i) - (B1)

In the third step, the values of In(p;) were regressed ver-
sus In (7, — Tiow:;) and the values of g; were also regressed
versus (TO — Tiow: l-). In these regressions Tiow,; 1s the average
of the subset. The slopes and intercepts of these regressions
defin the method 2 coefficient Ina, b, ¢, and d:

Ina = intercept(In(p;) versus In(7, — Tiow:i)) (B2)
b = slope(In(p;) versus In(T, — Tiow:i)) (B3)
¢ = slope(q; versus (T, — Tiow:i)) (B4)
d = intercept(q; versus (T, — Tiow:i))- (BS)
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6124

The Supplement related to this article is available online
at doi:10.5194/acp-15-6113-2015-supplement.
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