Advances in Water Resources 62 (2013) 254-265

Contents lists available at ScienceDirect
Advances
in Water
Resources ]

y S

Advances in Water Resources

journal homepage: www.elsevier.com/locate/advwatres

Homogenizability conditions for multicomponent reactive transport

@ CrossMark

Francesca Boso?, Ilenia Battiato ™*

2 Department of Mechanical and Aerospace Engineering, University of California, San Diego, 9500 Gilman Dr., La Jolla, CA 92093, USA
> Department of Mechanical Engineering, Clemson University, Clemson, SC 29634, USA

ARTICLE INFO ABSTRACT

Article history:
Available online 9 August 2013

We consider multicomponent reactive transport in porous media involving three reacting species, two of
which undergo a nonlinear homogeneous reaction, while a third precipitates on the solid matrix through
a heterogeneous nonlinear reaction. The process is fully reversible and can be described with a reaction of
the kind A+ B=C=3S. The system’s behavior is fully controlled by Péclet (Pe) and three Damkohler
(Daj, j = {1,2,3}) numbers, which quantify the relative importance of the four key mechanisms involved
in the transport process, i.e. advection, molecular diffusion, homogeneous and heterogeneous reactions.
We use multiple-scale expansions to upscale the pore-scale system of equations to the macroscale, and
establish sufficient conditions under which macroscopic local advection-dispersion-reaction equations
(ADREs) provide an accurate representation of the pore-scale processes. These conditions reveal that
(i) the heterogeneous reaction leads to more stringent constraints compared to the homogeneous reac-
tions, and (ii) advection can favorably enhance pore-scale mixing in the presence of fast reactions and
relatively low molecular diffusion. Such conditions are summarized by a phase diagram in the (Pe,Da;)-
space, and verified through numerical simulations of multicomponent transport in a planar fracture with
reacting walls. Our computations suggest that the constraints derived in our analysis are robust in iden-
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tifying sufficient as well as necessary conditions for homogenizability.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Nonlinear reactive transport in media with micro-structure is
ubiquitous to many environmental, industrial and biological sys-
tems. While a majority of classical results in porous media theory
have been obtained in the context of single- and multi-phase sub-
surface transport [8,13,19], more effective recent investigations
have focused on biological systems, e.g. calcium dynamics in cell
membranes [12,18], and technological applications [4]. Other
applications include chemical weathering, contaminant transport
in aquifers [8], and geologic CO, sequestration [27].

The plethora of scales involved in such systems allows one to
employ two general approaches in modeling transport phenom-
ena: pore-scale or Darcy-scale (macroscopic, upscaled, continuum)
models. Pore-scale simulations, e.g. pore-network models, lattice
Boltzmann simulations [33], and particle methods [29], are based
on first principles, and therefore have strong physical foundations.
Such models allow one to gain significant insight in the physical
process at the pore-scale. However, they require the knowledge
of pore-scale geometry at any location in the computational do-
main, information seldom available in most applications. This ren-
ders them impractical as a predictive tool at spatial and temporal
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scales much larger than the pore-scale. Continuum-scale models
are based on an effective medium representation of the system
with effective transport parameters such as porosity, dispersion
coefficient, hydraulic conductivity, and effective reaction rates.
Since upscaled models significantly alleviate computational bur-
den, they are routinely used to model reaction processes at the
macro-scale. However they rely on phenomenological descriptions
and/or closure assumptions which typically include geometrical
constraints that guarantee scale separation between the pore-
and continuum-scales, linearization of pore-scale equations, and
empirical closures, just to mention a few. These assumptions are
often necessary to fully decouple the pore-scale description and
its continuum counterpart, and to obtain a local upscaled equation.
Upscaling techniques - e.g. volume averaging [36], the methods of
moments [11], homogenization [19] and its modifications to in-
clude evolving microstructure [1,28], pore-network models, and
thermodynamically constrained averaging [16] - allow one to for-
mally establish the connection between pore- and continuum-
scale models.

While Darcy’s law has proven to be very robust in modeling
flow through porous media from the field- (i.e. kilometer-) to the
micron-scale [3,4], the advection-dispersion-reaction equations
(ADREs) fail to capture a number of observed transport features,
including the extent of reactions in mixing-controlled chemical
transformations [38] and asymmetrical long tails of breakthrough
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curves [26], just to mention a few. Further, scale dependence of
effective transport parameters [21,22] and discrepancy between
lab and field experiments have long been recognized. They are
attributed to concentration gradients and mass transport limita-
tions at the pore-scale [24]. These shortcomings manifest them-
selves when the approximations and/or closure assumptions
underlying the continuum model are not fulfilled. Most upscaling
studies focus on the derivation of effective medium representa-
tions for specific physical and geochemical processes [15, and ref-
erences therein]. However, they rarely specify in which range of
parameters or physical regimes (e.g. diffusion- or reaction-con-
trolled), such continuum-scale models are valid. Therefore, the
application of macroscopic models to reactive systems with strong
chemical/physical heterogeneity can be problematic since pore-
scale reaction rates might exhibit a broad variability, and the trans-
port process span significantly different regimes [38, and refer-
ences therein].

The growing attention towards the mathematical foundations
of effective models and the connection between pore-scale pro-
cesses and their representation at the continuum scale is reflected
by the increasing interest in modeling reactive transport at the
micro-scale [9,29,33,37], and the concurrent development of mul-
ti-algorithm (or hybrid) models which combine descriptions at
different scales [7,31,33]. In a number of works, e.g. [24,32],
pore-scale simulations served as a tool to both gain insight in the
physical processes, and to verify the validity of macroscopic mod-
els. Fewer are the works which have explicitly addressed the prob-
lem of establishing conditions under which the pore-scale
processes correctly upscale to local macroscopic equations, e.g.
[2,5,6,23,35]. Studies on the applicability range of macroscopic
equations have involved the advection-dispersion equation
(ADE) for conservative transport [2], the Taylor dispersion problem
in a fracture with reactive walls [23], purely reactive-diffusive
multicomponent systems with nonlinear homogeneous reactions
[6], and single component advective systems with nonlinear heter-
ogeneous reactions [5]. The influence of mixing on the effective
reaction rate has had a long history in mathematics and engineer-
ing, e.g. [14,38, and references therein].

In this work we generalize [5] by considering multicomponent
reactive transport in porous media involving three reacting spe-
cies, two of which undergo a nonlinear homogeneous reaction in
the liquid phase, while a third precipitates on the solid matrix
through a heterogeneous nonlinear reaction at the solid-liquid
interface. The fully reversible biomolecular precipitation/dissolu-
tion process can be described with a reaction of the type
A+ B=C=S5. Calcite precipitation provides one example for this
type of reactions [24]. Additionally, numerical simulations of mul-
ti-component reactive flow in a planar fracture are employed to
verify the homogenizability conditions derived by multiple-scale
expansions.

We start, in Section 2, by formulating a pore-scale model for the
system under consideration, and by defining the dimensionless
Péclet (Pe) and three Damkéhler (Da;, j = {1,2,3}) numbers which
quantify the relative importance of the four key mechanisms in-
volved in the transport process, i.e. advection, molecular diffusion,
homogeneous and heterogeneous reactions. In Section 3, by means
of multiple-scale expansions [19], we upscale the pore-scale
system of equations to the macroscale, and establish sufficient
conditions under which macroscopic local advection-dispersion—
reaction equations (ADREs) provide an accurate representation of
pore-scale processes. Such conditions are summarized by a phase
diagram in the (Pe,Daj)-space. Section 4 discusses a number of spe-
cial cases. In Section 5 we verify the previously derived conditions
through pore-scale numerical simulations of multicomponent
transport in a planar fracture with reacting walls. Finally, the main
results are summarized in the concluding Section 6.

2. Problem formulation

Consider reactive transport in a porous medium Q whose char-
acteristic length is L. Let us assume that the medium can be rep-
resented microscopically by a collection of spatially periodic “unit
cells” Y with a characteristic length ¢, and a scale parameter
&=¢/L < 1. The unit cell Y = BUG consists of the pore space 3
and the impermeable solid matrix G, separated by the smooth
surface T". The pore spaces B of each cell Y form a multi-con-
nected pore-space domain B¢ ¢ Q bounded by the smooth surface
Ie.

2.1. Governing equations

Let us assume the porous medium to be fully saturated with an
incompressible fluid. Single-phase incompressible Stokes flow in
the pore-space B¢ is described by the Stokes and continuity equa-
tions subject to the no-slip boundary condition on I,

VW, -Vp=0, V-v,=0, xel® (1)

where v, (X) is the fluid velocity, p denotes the fluid dynamic pres-
sure, and v is the dynamic viscosity. The liquid is a solution of two
chemical (or biological) species A and B (with concentrations a. (X, t)
and B,;(i(, t) at point X € B¢ and time £, respectively) that react to
form an aqueous reaction product C. Whenever ¢;(X, t), the concen-
tration of C, exceeds a threshold value ¢ in proximity of a reactive
wall, C undergoes a heterogeneous reaction and precipitates on
the solid matrix, forming a precipitate S. In general, this process is
fully reversible, and its speed is controlled by the reaction rates
Kap, k, ke and k,y corresponding to the following reactions,

Xe B, v,=0,

A+B®crs andA+BECYs 2)

The aqueous concentrations d,(X, t), by(X, ) and ¢,(X, t) [mol L3 sat-
isfy a system of advection-reaction-diffusion equations (ARDEs)

aids = ? . ('Davas - ‘A'eas) - kubas[)e + kcﬁs-,
Oiby =V - (DpVb, — Viby) — Kaplich, + keCs,
Bi6s = V - (DeNEg — Voly) + Kaplishy — ke,

XeB, t>0 (33
XeB t>0 (3b)
XeB, t>0, (30

where the molecular diffusion coefficient D;, i = {a, b, c}, is, in gen-
eral, a positive-definite second-rank tensor. At the solid-liquid
interface I"* impermeable to flow, mass flux of the species C is bal-
anced by the difference between the precipitation and dissolution
rates, R, = k¢ and Ry = kg, respectively [20]. Therefore,

—n-DVE, = k(@& -c"), xel¥ t>0, (4)

where n is the outward unit normal vector of ¢,k [L*" 2T 'mol' ™
is the heterogeneous reaction rate constant, n € Z* is related to the
order of reaction [25, Eq. 6] and the threshold concentration
¢" = kq/k represents the solubility product [25]. Due to precipita-
tion on the solid-liquid interface, I"*(f) evolves in time with velocity
Vs, according to p,vs - n = k(¢! —¢"), where p, is the molar density
of the precipitate [34]. In the following analysis, we disregard pre-
cipitation-induced changes in pore geometry which occur on a time
scale longer than the processes under investigation [6]. No-flux
boundary conditions hold for species A and B on the (multi-con-
nected) liquid-solid interface I*, i.e.

n-(D,Va,) =n- (DyVh,) = 0. (5)
Further, the flow and transport equations (1) and (3) are supple-
mented with proper boundary conditions on the external boundary
of the flow domain Q and with the initial conditions

(X, 0) = @p (X), €:(X,0) = Cin(X). (6)
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Specifically, we consider a scenario in which reactants A and B, with
initial concentrations @y, > 0 and by, > 0 respectively, are initially
(i.e. t < 0) separated in space, and brought in contact with each
other at time t = 0. Therefore the initial concentration of reaction
product C is ¢, = 0. Such initial distribution of the three species
has the advantage of amplifying the reactions occurring along the
reactive walls since ¢;, # ¢, and inducing the formation of a local-
ized reacting front.

2.2. Dimensionless formulation

For the sake of simplicity, we assume that the three reacting
species A, B and C have the same diffusion coefficient, i.e.

Dy =Dy =D. =D. We introduce the following dimensionless
quantities

s b, & D X v,
a; = bs=é—*~, Ce—?7 D:D_O’ XZZ’ VS_U’

=02

pe

7

P=100 7

where U, Dy and ¢* = max{a;, Bin} are characteristic values of v, D
and the concentration of the reactants A and B, respectively. Proper
rescaling of pressure p ensures that the pressure gradient has the
same order of magnitude of the viscous term, as prescribed by
Stokes equation [2, Egs. 15, 16]. Furthermore, the following time
scales can be defined

. L L " 1 .1
ti = ta=—, th=7=—, th=7—1, 3=, 8
d = DO a U’ rl ken-1° 2 kabC* ) 3 kc ) ( )
where t4 and t, are the time scales associated to diffusion and
advection. The three reactions, i.e. heterogeneous, nonlinear homo-
geneous and linear homogeneous reactions, are described by the
time scales f,1,f, and .3, respectively. Ratios between these time
scales define the dimensionless Péclet (t4/t,) and Damkohler
(ta/ty, j = {1,2,3}) numbers,

UL Lk

~ Lk L%k,
= — Eadrs i a = <
Pe = Do’ Da; Do ¢!, Da;= Do —2¢*, Das Do

9

Rewriting (1), (2) and (3) in terms of the dimensionless quantities
(7) and the dimensionless time t = t/t, yields a dimensionless form
of the flow equations

&V3v,—-Vp=0, V-v,=0, XxcB, (10)
subject to
v,=0 xeI® (11)

and of the transport equations

o:a; + V- (-DVa, + Pev,a,) = —Da,a.b. + nDasc,, (12a)
O¢tb: + V - (-DVb, + Pev,b;) = —Daya.b. + nDasc,, (12b)
oic; + V - (-DVc; + Pev,c,) = n'Daa;b, — Dasc,, (12¢)
where 1 = ¢/c*. The system (12) is subject to
n-DVa,=n-DVb,=0, —n-DVc;=Da(c] -1), xeI*, t>0.
(13)
The initial conditions read
0,(%,0) = Gn(X),  by(%,0) = bin(X), €o(X,0) = Cin(X). (14)

3. Homogenization via multiple-scale expansions

We proceed by employing the method of multiple-scale expan-
sions [2,19] to homogenize (upscale) the transport equations (10),
(11),(12a)-(12c), (13) from the pore-scale to the macro-scale, and

to derive effective equations for the average flow velocity (v.(x))
and solutes’ concentrations (a:(X,t)), (b:(X,t)), and (c:(x,t)).

In Section 3.1 we provide the relevant definitions and the
general framework of the upscaling procedure. While the techni-
cal details of the derivation are presented in Appendix, the re-
sults of the homogenization procedure are summarized in
Section 3.2. Here, we present a phase diagram identifying condi-
tions under which the upscaled (macroscopic) system of equa-
tions is valid.

3.1. Preliminaries

Given any pore-scale quantity Ve,
1
We: E7/ ‘//.v:dyﬁ / l//de and
Y Z ] g B

1
= .d 15
. \r\/m‘”'y (15)

are three local averages (function of x) over the pore space B(x) of
the unit cell Y(x) centred at x. In (15), (y,) = ¢(y,); and ¢ = |B|/|Y|
is the porosity.

Within the framework of multiple-scale expansions method, we
introduce a space variable y defined in the unit cell, i.e. y € B, and
four time variables. One of the four time variables is related to the
advection time scale 7,, while three are associated with the reac-
tions time scales. The latter are represented by the vector 7, with
components [t]; = Ty, j = {1,2,3}. Each variable is defined as
follows,

T, = Pet = {;'t,

y=¢'x, and t; = Dajt = t;'t, j={1,2,3}.

(16)

Furthermore, any pore-scale function v, (X, t) (e.g. concentration in
(12)) is represented as v, (X, t) := ¥/(X,V, t, T2, Tr). Replacing v, (X, t)
with y(x,y,t,7.,7:) gives the following relations for the spatial
and temporal derivatives,

Vi, = Vi + & 'Vyp, and

M 2 pe Ty 2

i =123} (17)

respectively, where Einstein summation is implied whenever a re-
peated index is present. The function  is represented as an asymp-
totic series in powers of ¢,

YKV 6T, T) = > &M (X Yt Ta, T0), (18)
m=0

wherein y,,(X,y.t,7,,7;),m=0,1,..., are Y-periodic in y. Finally,

we set

Pe=¢* Da;=¢, Da,=¢", andDa;=¢ (19)

with the exponents o, 8,y and ¢ determining the system behavior.
3.2. Upscaled transport equations and homogenizability conditions

The upscaling of Stokes equations 10 and 11 is a classical result
of homogenization theory, e.g. [2,19,23, and references therein],
and leads to Darcy’s law and the continuity equation for the aver-
age velocity (v), i.e.

V)=—K-Vp,, V-(v)=0, XxeQ, (20)

where K is the dimensionless permeability tensor defined as the
average, K = (k(y)), of the closure variable k(y), solution of a unit
cell problem,

Vk+I1-Va=0, V.-k=0, yeB, (21)
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subject to the boundary condition k(y) =0fory € I',e.g. [2].In (21),
a is Y-periodic and satisfies the condition (a) = 0. See [19, pp. 46—
47, Theorem 1.1] for a review.

In Appendix, we show that the pore-scale reactive transport
processes described by (12) and (13) can be homogenized, i.e.,
approximated up to order &2, with an effective ADRE

$9(@)5=V - (D*V{a); —Pe(a)s(v)) — #Daz{a)y (b) s+ d1Das (c) s, (22a)

$0r(b)s = V- (D* V() 5 — Pe(b) 5(V)) — ¢Daz (@) 5(b) s + $1Das(c) s, (22b)

90 (€)s =V - (D*V(c);s = Pe(c)s (V) + ¢11 ' Daz (@) 5(b) s — pDas(c)s
—&e'pDa1 K* ((c)5 - 1), (22¢)

provided the following conditions are met:

Mex1,

(2) (Or ~ (0s
(3) Pe < &2,

(4) Da; <1,

(5) Da; < €72,
(6) Das < €72,
(7) Da; /Pe < ¢,
(8) Day/Pe < &7,
(9) Das/Pe < ¢ 1.

In (22), the dimensionless effective reaction rate constant, £*, and
dispersion tensor, D*, are given by
T
r =1
|B]
where the closure variable y(y) has zero mean, (¥) =0, and is de-
fined as a solution of the decoupled local problem

and D* = (D(I+ Vy)) + ePe (xK) VDo, (23)

—Vy - D(Vyx+1)+ ePevoVyy = ePe ((vo)z — Vo),
-n-D(Vyy+I)=0, yel.

yeB, (24a)
(24b)

Here, vo = —k - Vxp, and the pressure pj is a solution of the effec-
tive flow equation (20).

Beside the classical constraint on geometrical scale-separation
(constraint 1), and the operative constraint 2 which allows one
to simplify the mathematical treatment for terms of the type
(1)1 (see Appendix A.3), the set of conditions 1-9 imposes bounds
on the order of magnitude of the system’s dimensionless numbers,
and consequently on its dynamics, i.e. on the relative importance
of advection, diffusion, linear and nonlinear homogeneous and het-
erogeneous reactions. Condition 3 requires that the system is not
advection dominated at the pore-scale, and corresponds to the
homogenizability contraint for a non-reacting tracer, as obtained
by [2]. The upscaling of the nonlinear heterogeneous reaction re-
quires additional constraints on the rate of reaction compared to
both advection and diffusion processes, i.e. constraints 4 and 7.
They correctly coincide with those identified by [5] for a simplified
reactive system involving only species C. The constraint 4 imposes
restrictions on the speed of the heterogeneous reactions compared
to the diffusion process and guarantees that reaction-dominated
conditions, characterized by narrow reacting fronts and high con-
centration gradients, do not occur at the pore-scale. It is worth
noticing that the order n of the heterogeneous reaction does not
play a role in defining the magnitude of the bounds 4 and 7. There-
fore heterogeneous linear and nonlinear reactions share the same
set of sufficient conditions for the applicability range of one-point
closure upscaled equations, contrary to the common presumption
that macroscopic equations are more robust if only linear reactions
are involved in the system dynamics. Such sufficient conditions
guarantee that the system is homogenized at the microscale and,
consequently, there are no mass transport limitations at the
pore-scale. A similar scenario holds for the nonlinear and linear
homogeneous reactions, were the constraints 5 and 6 on Da, and

Das, respectively, are identical although the nonlinear homoge-
neous reaction requires mixing between A and B to occur: an
almost uniform concentration profile at the pore-scale is a suffi-
cient condition for the reactants to be well-mixed, regardless of
the type of reaction involved (linear or nonlinear, single- or mul-
ti-component). Similarly to condition 7, the additional constraints
8 and 9 impose conditions on the ratio between the advective and
reactive timescales. Combining conditions 3 and 8 (or 9) leads to
the constraints
gDa, <Pe<¢? and ¢Da; < Pe < &2,
which impose lower, as well as upper, bounds on the order of mag-
nitude of Pe for any given Da; < ¢72, j = {2,3}. Importantly, the
lower bounds require that advection is sufficiently faster than reac-
tion processes (both homogeneous and heterogeneous), and reveal
that advection can improve system homogenizability in presence of
slow diffusion by enhancing pore-scale mixing and/or resupplying
reactants removed by reactive processes. Also, the constraints re-
lated to the heterogeneous reaction, 4 and 7, are more stringent
than those on the homogeneous reactions, 5, 6, 8 and 9. This can
be attributed to the inherently local nature of heterogeneous reac-
tions, which occur only in the vicinity of the solid-liquid interface.
It is worth noticing that while the choice of the macroscopic
length scale L is, to some extent, arbitrary and non unique, this
does not render the constraints 3-9 invalid. Given L such that
L>¢ ore:=¢/L <1,let us assume without loss of generality that
the constraint 3 is satisfied, i.e. Pe := UL/D, < &~2. Let us pick a
new macroscopic length scale, L = gL, where q > 1. Then, for this
scenario, &:=H/L=¢/q, and Pe=qPe. Since Pe < &2, then
Pe < g&2 or, equivalently, Pe < £2/q. The latter condition implies
Pe < &2 since q > 1, i.e. the sufficient condition 3 is still satisfied.
Therefore, if L > H and Pe < &2, then Pe < &2 forany L > L. A sim-
ilar argument can be carried out for the remaining constraints.
These conditions can be graphically visualized in a phase
diagram in the (Pe,Daj)-space with j = {1,2,3}, or the («, ,7,0)-
space. For the sake of clarity and since the constraints on Da,
and Dajs (or y and §) coincide, we summarize the former conditions
in the (a, B, 7)-space, only. In Fig. 1 the planes oo =2, =0, and
y = —2 corresponds to Pe = ¢2,Da; =1, and Da, = ¢, respec-
tively; the half-spaces o+ g >1 and o +7 > —1 correspond to
the constraints 7 and 8, respectively. These bounds identify a
semi-infinite space, the coloured volume in Fig. 1, within which
the sufficient conditions for homogenizability are satisfied. Fig. 1
generalizes the phase diagram developed by [5], which represents
a cross-section of our phase diagram at Da, = 0 and Das =0 (or
7 — 400 and & — +oo, respectively). Outside such region the valid-
ity of local upscaled equations is not guaranteed to represent pore-
scale processes within errors of order €. Also, the patterns in Fig. 1
identify different transport regimes depending on the order of
magnitude of Pe and Da; as described in the following Section 4.

4. Special cases

In this section, we investigate how the system of upscaled Eq.
(22), with effective coefficients defined by (23) and (24), can be
further simplified in specific transport regimes. The latter are indi-
cated by the differently patterned regions of Fig. 1. As previously
discussed, the homogenizability constraints 1-9 require that the
system is not reaction-dominated at the pore-scale. In the follow-
ing we will therefore investigate diffusion- and advection-domi-
nated regimes, and show that the system (22) correctly reduces
to the conditions identified for non-reacting tracers [2], purely dif-
fusive multi-component reactive systems [6], and single compo-
nent advection-diffusion systems with nonlinear reaction [5].
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DE

B DRyiE
Bl ADRE
[ ADRE
[ ADRyE
B ADE

Fig. 1. Phase diagram indicating the range of applicability of macroscopic equations
for the advection-reaction-diffusion system (12), (13) in terms of Pe and Da;
(j ={1,2,3}). The colored region identifies the sufficient conditions under which
the macroscopic equations hold. In the white region, macro- and micro-scale
problems are coupled and have to be solved simultaneously. Also, the patterns
identify different transport regimes depending on the order of magnitude of Pe and
Da; as described in Section 4. Transport regimes where Pe < 1 (Section 4.1), i.e.
o < 0, can be dominated by diffusion (region DE) or by diffusion and homogenous
reactions concurrently (region DRy3E). In regimes where 1 < Pe < &2 (Section 4.2),
i.e. 0 < o < 2, advection cannot be neglected and transport processes are advective—
dispersive if diffusion dominates reactions (ADE region), or advective-dispersive-
reactive when homogeneous and/or heterogeneous reactions are not negligible
(ADRE, ADR:E and ADR;E regions). Diffusion, advection, and reactions are of the
same order of magnitude at the point (o, $,7.46) = (1,0,-2,-2).

4.1. Transport regime with Pe < 1

For small Péclet number, i.e. Pe < 1, diffusion dominates advec-
tion at the continuum- and pore-scales. Therefore the system of
equations (22) can be simplified to

$0{a)s = V - (D*V(a)z) — pDaz(a),(b) s + $p1Daz (), (25a)
$0e(b)s = V - (D*V(b)5) — pDaz(a)5(b) s + $1Das(c), (25b)
$0(C)s = V - (D*V(c) ) + ¢ 'Daz(a)5(b) s — ¢Das(c)

— & 'gDa K* () — 1), (25¢)

with D* = (D(I + Vyy)). The closure variable y is the solution of the
following reduced closure problem:

- Vy-D(Vyy+1) =0, yeB;
-n-D(Vyy+I)=0, yeTl.

(26a)
(26b)

Egs. (25c) and (26) coincide with Egs. (25) and (26) in [5, Sec-
tion 4.1] for the diffusion-dominated transport regime of a single
reactive species (i.e. Da, = Da; =0) undergoing heterogeneous
reaction. The order of magnitude of Daj, j = {1,2,3} determines
the relative importance of the reactions compared to diffusion pro-
cesses, as discussed in the following.

Diffusion dominates reactions, Da;j < &, j = {1,2,3}. In this re-
gime diffusion dominates advection as well as all reactive trans-
port processes at the macro-scale. Each species obeys a
dispersion equation (DE) where all the reaction terms in (25) are
negligible. Such transport regime is represented by the diagonally
patterned (DE) region in Fig. 1. For a single component (i.e.
Da, = Da; = 0) undergoing nonlinear heterogeneous reactions, re-
sults from [5, Eq. 27] are recovered.

Diffusion and homogeneous reactions are comparable,
Da; < ¢,¢<Daj<¢&!,j={2,3}. In this regime (DRxsE region in
Fig. 1), the heterogeneous reaction is negligible compared to other
transport mechanisms. As a result, the corresponding reaction

term in Eq. (25¢) can be neglected. On the other hand, the homoge-
neous reactions cannot be neglected since ¢ < Day3 < &1,

4.2. Transport regimes with 1 < Pe < &2

For 1 < Pe < &2, advection cannot be neglected at the macro-
scale and advection terms have to be retained in Eq. (22). For
&' < Pe < ¢72, advection and diffusion are of the same order of
magnitude at the pore-scale as well, and (24) must be employed.
If, on the other hand, 1 < Pe < ¢! (vertically striped region in
Fig. 1), advection becomes negligible at the microscale, and the clo-
sure problem can be simplified to (26). As a result, the effective
coefficient D* to be employed in (22) must be obtained from the
solution of the appropriate closure problem (24) or (26), if
g1 <Pe<e?or1<Pe<e, respectively. The impact of Da; is
discussed in the following.

Diffusion and reactions are comparable, ¢<Da; <1,
2¢ < Daj < &2, j={2,3}. In this regime (region ADRE in Fig. 1),
all the transport mechanisms are of the same order, and (22) must
be employed.

Diffusion and heterogeneous reaction are comparable, and domi-
nate homogeneous reactions, ¢ < Da; < 1,Da; < ¢, j = {2,3}. In this
regime (region ADR;E in Fig. 1), the homogeneous reaction terms
can be neglected in (22), while the heterogeneous reaction term
in (22c) has to be retained. No coupling between species holds,
since (a) and (b) behave as nonreactive tracers undergoing advec-
tion and dispersion, whereas (c) obeys its own advection-disper-
sion-reaction equation as in [5, Section 4.2], and is produced (or
consumed) only through dissolution (or precipitation) processes
at the solid-liquid boundary.

Diffusion and homogeneous reactions are comparable, and domi-
nate heterogeneous reactions, Da; < &,& < Da; < &¢72,j={2,3}. In
this regime (region ADRy3E in Fig. 1), heterogeneous reactions are
characterized by a slow kinetics and can be neglected in (22c),
while homogeneous reaction terms are not negligible.

Diffusion dominates reactions, Da; < &, j = {1,2,3}. In this re-
gime (region ADE in Fig. 1), transport can be modeled separately
for each species, since both homogeneous and heterogeneous reac-
tions are negligible. The transport of each species at the contin-
uum-scale can be modeled by advection-dispersion equations
decoupled from each other. The resulting equations correspond
to the macroscopic equation for a tracer undergoing diffusion
and advection, as described in [2]. In this scenario, constraints 7—
9 are automatically fulfilled.

5. Reactive flow through a planar fracture

In this section we employ numerical simulations, both at the
pore- and macro-scale, to test the sufficient conditions 1-9. We
consider a pressure-driven flow through a bidimensional fracture
Q={(x,y):x<(0,1),|y| < &} of width 2¢ and unitary length, with
solid boundary I'* = {(x,y):x € (0,1),y = +¢}. We assume that
the precipitation/dissolution process does not significantly affect
the interface I'?, and the evolution of the solid-liquid boundary
needs not to be taken into account. For a fracture of width H, the
length L is to be interpreted as the “observation scale” [23]. In all
the numerical simulations we set & := H/L = 6.25 107>,

5.1. Flow and transport equations

Fully developed flow within a planar fracture Q is characterized
by a pore-scale velocity v(y) = [v(y)0], with
3 Y\ 2
=21 (2 < lél.
w-3[1- @) fory<w @7)

&
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The pore-scale transport Eq. (12) reduce to

01a; — D(0x@; + Oyya;) + Pe v(y)dxa; = —Daya;b, + nDasc;, (28a)
dibe — D(8xb: + dyyb;) + Pe v(y)dib, = —Daya:b; + nDasc,, (28b)
dtC; — D(9uxC: + DyyC:) + Pe v(y)OxC: = 7' Daya;b, — Dasc,, (28¢)
subject to

dya, = dyb; =0, —Ddyc; =Day(c] —1), xeI? t>0. (29)

In Eqgs. (28) and (29), we set n =1 and 5 = 1. Species A and B are
spatially separated at t = 0. We set the position of the initial con-
centration discontinuity at x = 0.25. Since species A and B are not
mixed at t = 0, the initial concentration of the product C is zero,
and the initial conditions for a, b, and c, are:

a(x<xyt=0)=1 a(x>xYyt=0)=0, (30a)
b:(x <X,y,t=0)=0, b.(x>xyt=0)=1, (30b)
c:(x,y,t=0)=0. (30c¢)

Additionally, the following boundary conditions are imposed at the
fracture inlet (x = 0) and outlet (x = 1):

a;(0,y,6) =1, 0xa:(1,,t) =0 (31a)
b:(1,y,t) =1, 08¢b:(0,y,t) =0 (31b)
0xC:(0,y,t) =0, 0«ce(1,y,t)=0. (31¢)

From any pore-scale quantity y,, the corresponding macroscopic
quantity () is determined as follows,

R L (32)

The transport equations (22) for the upscaled concentrations
(a), (b)s and (c); simplify to

d(a) ;s — D*Oy(a) 5 + Pedy(a); = —Day(a)z(b) s + Das(c), (33a)
d¢(b)z — D*Oxu(b) s + Pedy(b); = —Day(a) (b, + Das(c)y, (33b)
0:(C)g — D* O (C) 5 + Pedi(C) s = Daz (@) 5(b) s — Daz(c)
— & Da C*((c)y — 1), (33¢)
since ¢ =1,n=1,n=1, and (¢(y)) = 1. In (33),
" * 2 (gPe)’
K*=1 and D :D+ﬁ(8;) . (34)

The effective dispersion coefficient, D*, is analytically determined
by solving a simplified pore-scale problem (24) [23, Eq. (69)]. The
impact of sub-scale velocity non-uniformities on D* is reflected
by the impact of Pe number: the bigger Pe the bigger the deviations
of D* from D. Egs. (33) are subject to initial conditions

(@);(x<x,y,t=0)=(b),(x>Xy,t=0)=1,
<G>B(X>X,y,f10) = <b>B<X<27y1t:0) = <C>B(Xﬂy7t:0) =0,

(35a)
(35b)

and boundary conditions

ax<a>5(07y3 t) = 8x<b>3(1-,)’7 t) = ax<c>3(07y7 t) = E?X(c)B(l,y, t) = O:
(36a)
<a>B(07y= t) = <b>8(1y t) = 1, <C>B(Ovyat> = <C>B(11yﬂ t) =0.
(36b)

The numerical solution of (28) and (33) subject to (29)-(31) and
(35), (36), respectively, is achieved by means of smoothed particle
hydrodynamics (SPH) simulations, a fully Lagrangian particle meth-
od.While originally developed in the context of astrophysical appli-
cations, SPH has been successfully used to model (unsaturated,
saturated and multiphase) flows and (non-) reactive transport in
the subsurface at the micro-scale, e.g.[29,30], as well as at the

continuum-scale [10,17]. Both the pore- and continuum-scale sys-
tem of equations (28) and (33) are solved with a longitudinal spatial
resolution Ax =2.5-107*.An explicit time-marching scheme im-
poses that the time steps, At = 0.1h2/5. with D =D or D = D* for
pore- and continuum-scale systems, respectively, and h a smooth-
ing length assigned as a function of the mean particle distance, sat-
isfy the Courant-Friedrichs-Lewy (CFL) condition, see [29] for
details. A set of parameters used in the numerical solutions of
(28) and (33) is listed in Tablel. For details regarding the numerical
implementation of the complete reactive problem, see [29, and ref-
erences therein].

5.2. Simulation results

In this section we present the results of numerical simulations
for different combinations of (o, 8,7, ) to investigate the robust-
ness of the homogenizability conditions 3-9. We consider five dif-
ferent test cases, whose parameter values are listed in Table 2. Case
1 and 2 satisfy the constraints 3-9, while cases 3, 4 and 5 violate
one or more conditions for homogenizability. For each scenario,
we compare macroscale concentration profiles along the fracture
() pm> ¥ = {a, b, c}, obtained by solving the continuum-scale sys-
tem (33), with the spatially averaged microscale concentration
fields (), calculated by numerical integration of pore-scale con-
centration profiles y, according to (32). Inside the homogenizabil-
ity region, the solution of (33) is expected to be within errors O(¢?)
from the averaged pore-scale solution, i.e. ()z, = (¥)zum + O(&?),
or the absolute error E;, = [() 5, — (W) sl = O(€2).

The parameter values of the first scenario (Case 1 in Table 2)
satisfy the homogenizability conditions. Fig. 2(i) shows the longi-
tudinal profiles for the averaged concentration of each species.
Grey lines represent the averaged microscale solution
() pm: ¥ = {a,b, c}, whereas black lines refer to the macroscale
solution (y)zy. As predicted by homogenization theory, the
absolute errors along the fracture E,,y = {a,b,c}, are of order &
(Fig. 2(ii)). Errors are larger across the initial concentration discon-
tinuity where the concentration gradients are the highest. The pro-
duction of species C is concentrated around the mixing front
between A and B, as shown in Figs. 2(iii), whereas C production
along the fracture boundaries is negligible because of relatively
slow heterogeneous reaction kinetics, i.e. relatively big . This re-
sults in a well-mixed system due to strong transversal mixing,

e Y (x,y) = v, (x), = {a,b,c}.

Table 1
SPH simulation parameters.

Pore-scale Continuum-scale
Ax 25-107* 25-107
Ay 25.10* n/a
h 5.107* 5.107

Table 2

Simulation scenarios considered in this study with corresponding values of «, 8,7, and
8. Case 1 and 2 satisfy all the homogenizability conditions 3-9. Case 3, 4 and 5 violate
at least one of the sufficient conditions for homogenizability. The parameters’ values
that do not satisfy the constraints are highlighted in boldface.

Case 1 Case 2 Case 3 Case 4 Case 5

o 1 1 1/2 1 1/2

B 1 1/4 1/4 -1 1

Y -7/4 -1 -1 -1 -7/4
5 -7/4 -1 -1 -1 -7/4
o+ p 2 5/4 3/4 0 3/2
o4y -3/4 0 -1/2 0 -5/4
LR -3/4 0 -1/2 0 -5/4
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Fig. 2. Test Case 1 with («, ,7,6) = (1,1,-7/4,—7/4). Snapshot of () (black lines) and (¢, (gray lines) with = {a, b, c} at time t = ¢&*. (i) Longitudinal concentration
profiles (), and (), obtained from either solving the macroscale system of equations (33), or averaging the pore-scale concentration profiles, respectively. (ii) Absolute
error along the fracture E, (X) = () 5m(X) — (¥)5m(X)|. Red horizontal lines identify different orders of magnitude of the absolute error in terms of integer powers of e. (iii)
Concentration maps in a portion of the fracture, x € [0.2,0.3] and y = [—¢, €], for species A (top), B (middle) and C (bottom) around the original concentration discontinuity

X =025.

Case 2, with (a, 8,7,0) = (1,1/4, -1, —1), satisfies the homoge-
nizability conditions and corresponds to a scenario where the het-
erogeneous reaction is faster, i.e. B is smaller, while the
homogeneous reactions are slower, i.e. y and ¢ are larger, than in
Case 1. Fig. 3(i) and (ii) show the longitudinal concentration and
absolute error profiles for the three species, respectively. The abso-
lute error E,, y = {a, b, c} is bounded by ¢, as expected. A faster het-
erogeneous reaction leads to an accumulation of C close to the solid
boundaries as showed in Fig. 3(iii). Further, since the homogeneous
reactions are slower compared to Case 1, there is only negligible
accumulation of C at locations in proximity of x = 0.25. This is be-
cause A and B diffuse away from the original concentration discon-
tinuity at x = 0.25 more quickly than in Case 1, and before the
homogeneous reaction to form C goes to completion. This trans-
lates in a lower maximum c, compared to Case 1, and in the

0
0.2 0.25 03
X

—E, -- E E,

02 03

appearance of mild nonlocal effects, i.e. C production in areas other
than those where mixing between A and B originally occurs.

Case 3 shares the same set of parameters with Case 2, except for
a lower value of «, corresponding to slower advection at the
micro-scale. Contrary to intuition, a slower advection drags the
system outside the homogenizability regime, since constraint 7 is
now violated. Slower advection results in an increased longitudi-
nal, rather than transversal, mixing, as showed in Fig. 4(iii), where
the width of the diffusion and reaction fronts is much wider than in
Fig. 4(iii). The appearance of significant nonlocal effects, i.e. stron-
ger longitudinal mixing to the detriment of transversal one, is
accentuated by C production at the solid boundaries. As a result,
the errors E, > ¢ (see Fig. 4(ii)), and the macroscopic equation sig-
nificantly underestimates C production, Fig. 4 (i). This suggests that
advection can act as a physical mechanism which enhances trans-
versal mixing in presence of relatively slow diffusion.
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Fig. 3. Test Case 2 with (o, ,7,6) = (1,1/4,—1,—1). Snapshot of (i), (black lines) and (y),, (gray lines) with y = {a,b,c} at time t = &*. (i) Longitudinal concentration
profiles (), and (), obtained from either solving the macroscale system of equations (33), or averaging the pore-scale concentration profiles, respectively. (ii) Absolute
error along the fracture E, (X) = (/) 5m(X) — (¥)5m(X)|. Red horizontal lines identify different orders of magnitude of the absolute error in terms of integer powers of e. (iii)
Concentration maps in a portion of the fracture, x € [0.2,0.3] and y = [—¢, ¢], for species A (top), B (middle) and C (bottom) around the original concentration discontinuity

x=025.
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Fig. 4. Test Case 3 with (a,8,7,6) = (1/2,1/4,—1,-1). Snapshot of (), (black lines) and (), (gray lines) with y = {a,b,c} at time t = &”. (i) Longitudinal concentration
profiles () and (), obtained from either solving the macroscale system of equations (33), or averaging the pore-scale concentration profiles, respectively. (ii) Absolute
error along the fracture E, (x) = ()3 (X) — ()zm(X)|- Red horizontal lines identify different orders of magnitude of the absolute error in terms of integer powers of . (iii)
Concentration maps in a portion of the fracture, x € [0.2,0.3] and y = [—¢, ], for species A (top), B (middle) and C (bottom) around the original concentration discontinuity

X =0.25.

An increase in the heterogeneous reaction rate compared to
Case 2 leads to a reaction-driven regime at the microscale, i.e.
B <0, which drives the system outside the homogenizability
region (Case 4). At the pore-scale, the production of C from
dissolution of the fracture boundary dominates its production
due to mixing of A and B (Fig. 5(iii)). Therefore, C is not concen-
trated around the discontinuity front, and is poorly mixed in the
transversal direction, i.e. c.(X,y) =~ c.(y). As a result, the contin-
uum-scale solution (c), significantly overestimates the actual va-
lue of the averaged pore-scale concentration (c),, (Fig. 5(i)). This
leads to E. > ¢ along the fracture, while E, and E, are still bounded
by ¢, as showed in Fig. 5(ii). It is worth noticing that failed mixing
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at the pore-scale (i.e. in the y-direction) leads to a global break-
down of the continuum-scale solution, i.e. E.(x) > ¢ for any x.

The last test case (Case 5) exhibits the same set of parameters as
Case 1, except for a slower advection, i.e. smaller o. Similarly to
Case 3, a slower advection drives the system outside the homoge-
nizability regime, and translates into wider diffusive and reacting
fronts, as showed in Fig. 6(iii). The product C diffuses longitudinally
along the fracture much more efficiently: this leads to an averaged
microscopic concentration (c),, with a nearly uniform profile (see
Fig. 6.(i)) along the fracture, compared to its macroscopic value
(€) s Which cannot properly capture C longitudinal diffusion after
its production due to mixing of A and B. Fig. 6(i) shows that the
macroscopic equation significantly overestimates (c.), while
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Fig. 5. Test Case 4 with («,$,7,6) = (1,—1,—1,-1). Snapshot of (), (black lines) and (y),, (gray lines) with = {a,b,c} at time t = &*. (i) Longitudinal concentration
profiles () and (), obtained from either solving the macroscale system of equations (33), or averaging the pore-scale concentration profiles, respectively. (ii) Absolute
error along the fracture E, (X) = |()3m(X) — (¥)zm(X)|- Red horizontal lines identify different orders of magnitude of the absolute error in terms of integer powers of . (iii)
Concentration maps in a portion of the fracture, x € [0.2,0.3] and y = [—¢, ¢], for species A (top), B (middle) and C (bottom) around the original concentration discontinuity

x=0.25.
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Fig. 6. Test Case 5 with («, $,7,6) = (1/2,1,-7/4,—7/4). Snapshot of () ;, (black lines) and () ; ,, (gray lines) with y = {a,b, c} at time t = &”. (i) Longitudinal concentration
profiles (), and (), obtained from either solving the macroscale system of equations (33), or averaging the pore-scale concentration profiles, respectively. (ii) Absolute
error along the fracture E, (X) = (/)5 (X) — (¥)5m(X)|. Red horizontal lines identify different orders of magnitude of the absolute error in terms of integer powers of e. (iii)
Concentration maps in a portion of the fracture, x € [0.2,0.3] and y = [—¢, €], for species A (top), B (middle) and C (bottom) around the original concentration discontinuity

X =0.25.

underestimating both (a;) and (b,). The errors, plotted in Fig. 6(ii),
are greater than .

It is worth noticing that, despite constraints 1-9 represent suf-
ficient conditions, they appear extremely robust in identifying nec-
essary conditions for homogenizability.

6. Conclusions

Reactive transport in the subsurface involves coupled multicom-
ponent systems where both nonlinear/linear homogeneous and het-
erogeneous reactions occur. Such systems have challenged classical
local (one-point closure) macroscopic (continuum-scale) models,
which fail to capture a number of critical transport features, includ-
ing accurate location of reacting fronts, and amount of reacting prod-
ucts, just to mention a few. While such shortcomings have drawn the
interest of the scientific community towards more robust modeling
techniques (e.g. non-local multi-point closure approaches, hybrid
and multiscale models), the conditions under which the latter are
necessary are still subject of current investigations.

In this work we considered multicomponent reactive transport
in porous media with three species undergoing a fully reversible
mixing-controlled precipitation/dissolution process involving a
homogeneous reaction, A+ B=C, and a heterogeneous reaction,
C=S on the solid-liquid interface. By means of multiple-scale
expansions, we established sufficient conditions under which mac-
roscopic local advection-dispersion-reaction equations (ADREs)
provide an accurate representation of pore-scale processes. Such
conditions can be expressed as bounds on Péclet (Pe) and three
Damkéhler (Daj, j = {1,2,3}) numbers, which quantify the rela-
tive importance of the four key mechanisms involved in the trans-
port process, i.e. advection, molecular diffusion, homogeneous and
heterogeneous reactions. Such a set of conditions delimits a
homogenizability region in a (Pe,Da;j)-phase diagram (Fig. 1), where
the pore-scale reactive transport processes can be homogenized,
i.e. approximated up to order &2, with an effective ADRE, and the
effective coefficients in the upscaled equations can be determined
by solving a closure problem fully decoupled from the transport
dynamics at the microscale. Whenever the coupling between mi-
cro- and macro-scale occurs, it is not guaranteed that the ADREs
will accurately describe pore-scale processes within errors of order

¢2. Additionally, we verified the previously derived conditions
through pore-scale numerical simulations of multicomponent
transport in a planar fracture with reacting walls. Our major con-
clusions can be summarized as follows:

(1) Our conditions are consistent with the results of [5], in the
absence of advection, and with the limits individuated by
[2], in the absence of reactions;

(2) Heterogeneous reaction imposes more severe constraints on
the system dynamics than homogeneous ones, since the for-
mer are localized on the solid-liquid boundaries;

(3) In a planar fracture, stronger advection can act as a physical
mechanism which enhances transversal mixing in presence
of relatively slow diffusion.

(4) Numerical simulations for reactive flow through a planar
fracture suggest that the constraints derived in our analysis
appear robust in identifying sufficient as well as necessary
conditions for homogenizability.

Appendix A. Homogenization of transport equations

For convenience and compactness, we upscale only the govern-
ing equation for a,. The other two equations are upscaled in a sim-
ilar fashion. Derivations related to c, will be made explicit only
whenever its upscaling significantly differs from that of a.

Let wus represent . (X,t) as Y (X t):=y(X,y.t Ta, Tr),
v = {a,b,c}. Inserting (17) in (12a) and the first of (13), we obtain
0,a+Pedy,a+Da;d;,a+ Vx- [-D(Vxa+¢ ' Vya)+Peva]

+&7'Vy - [-D(Vxa+¢& 'Vya) +Peva) +Dayab —nDasc=0, ye 5,

(A1)
subject to
n-D(Vxa+e'Vya) =0, yeTl. (A2)
For species C, combining (12c) with (17) leads to
i+ Pedy,c+Dajdr, ¢+ V- [-D(Vxc+& ' Vyc) +Peve]
+&7'Vy- [-D(VxC+&'Vyc) +Pevc] — 7 Dayab+Dasc =0, ye 5,
(A3)
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subject to the boundary condition

n-D(Vxc+ & 'Vyc)] =Da(c"~1), yeTl. (A4)

We insert the ansatz (18) in A.1,A.2, and collect like-power of &. We
obtain

& 2{Vy - (-DVyao + &' *agVvo) + 7 (9z,do + dobo)
+821°(9r,,a0 — 1Co) } + € {~Vx - DVyao — Vy - D(Vya; + Vxao)
+ &[0, a0 + €0, a0 + Vx - (AoVo) + Vy - (a1Vo + GoV7y)]
+ &277[0,,a1 + aoby + arbo)] + £24°[0,, a1 — 1jc1]}
+&%{0:ap — Vx - D(Vxao + Vya1) — Vy - D(Vya; + Vya,)
+ &0, a1 + €;, a1 + Vix - (@1 Vo + AgV1)
+ Vy - (a1V1 + aoVa + aVo)] + £27[0;, 8z + doby + boa + a1 by]

+ 870,00 — NC2]} = O(€), y € B, (A.5)
subject to the boundary condition
e7'[n-DVyao] +&°[n-D(Vyao + Vyay)]

+&[n-D(Va; + Vyaz)] = O(e?), yeT. (A.6)

The equation for ¢ reads as follows
& 2{Vy - (-DVyco +&'*coVo) + €7 (0z,,Co — 1 ' aobo)
+827°(Dy,,Co+ o)} + &7 H{~Vx-DVyCo — Vy -D(VyCi + V(o)
+ &7, Co+ 878, , co+ Vi - (CoVo) + Vy - (C1Vo +CoV1))]
+ 270y, ¢1 — 1 N (aoby — arbo)] + €40 [r,, €1 + 1]}
+&%{0¢Co — V- D(VCo + VyC1) — Vy - D(ViCi + VyC2)
+&170r, 1 + 8779, c1+ V- (C1Vo +CoV1)
+Vy - (C1V1+CoVa +CaVo)] + 827 [Dr,,C2 — 1 (Goby — boaz — a by)]

+87[0,,0+ 6]} =0(e), yeB, (A7)
subject to
e1(—n-DVyco) + €%[—n - D(VxCo + Vyci) — &°(ch — 1))
+&[-n-D(Vyei + Vy6) — &nci e = 0(e?), yel. (A8)

A1. Terms of order O(7?)

Collecting the leading-order terms in (A.5) and (A.6), we obtain

Vy-(=DVydo + ' *agVvo) + €7 (dz, a0 + dobo)

+ &77(Dr, 0 — NCo) =0, Yy € B, (A.9)
subject to
n-DVya, =0, yeT. (A.10)

Since (A.9) and (A.10) are homogeneous, the solution does not de-
pend ony, i.e. g = ao(X,t, Ta, Tr1, Tr2, Tr3). The same result applies
to by and co.

A2. Terms of order O(e™")

Since Vyao = 0, collecting terms of O(¢~') leads to
— Vy -D(Vya; + Vxao) + €'7%(0¢,a0 + €479, ao + Vx - (agVo)
+ Vy . (Cl]VO + aovl)} + SZW [(91rza1 + (a0b1 + albo)]

+&°0,a1 — 1] =0, ye€B, (A11)
subject to the boundary conditions

-n-D(Vyiao+ Vya;) =0, yer. (A.12)
Boundary conditions for ¢ read

—n-D(Vxco + Vyc1) =f(cg - 1), yeT. (A13)

Integrating (A.11) over B, while accounting for (A.12) and the no-
slip boundary condition, gives

Sliaaraao -+ 8”"6%1 ap = —61’“Vx . ((10 <V0>B)
— 7[00, (@1) + (dolbr)s + bolar)e)]
— &[0, (an)s — n(C1)g)-
(A.14)

Combining (A.11) and (A.14), while accounting for
Vy Vo =0,Vyx- (Vo) =0,Vy vy + Vy-vo=0,and Vya, = 0, leads
to
—Vy - D(Vya; + Vxap) + Slfd[(VO — (Vo)) - Vxo + Vo - Vyay]

+ & [0r, (@1 — (a1)) + ao(by — (b1)) + bo(ar — (a1))]

+ &[0, (a1 — {a1)g) —n(c1 — (c1)5)] =0, yeB, (A.15)
subject to
-n-D(Vyao + Vya;) =0, yeT. (A.16)

Similarly, the boundary value problem for species C reads as follows
—Vy-D(Vyc1 + VxCo) +&7#[(Vo — (Vo)) - VxCo + Vo - VyCr
=& (g = 1))+ {0z, (1 — (€1)) =17 Ao (by + (b1) )
+bo(a1 — (@1) )]} + &[0z, (€1 = (C1)) + (1 = (€1)5)] =0, Yy EB,
(A17)

where K* = |['||B|™", and is subject to the non-homogeneous
boundary condition

—n-D(Vyxeo + Vyey) =&f(cf - 1), yeT. (A.18)

Egs. (A.15), (A.16) and (A.17), (A.18) represent a boundary value
problem for a; (or by) and c;, respectively. We look for a solution
in the following form

‘//1 (X,y, t, Tﬁvrl') = Z.}; (y) . VX‘#O (X, t*‘tﬂ’tf) +$1 (X, t,Ta,Tr), lﬂ = {a,b,c},
(A19)

where the dependence upon y is isolated in the Y-periodic closure
variable y,,, with zero mean (y,). Inserting (A.19) in (A.15), (A.16),
(A.17) and (A.18), we obtain

[-Vy -D(Vyx, +1) + el %y - Vyal - Vxao
+ €27 [0r,, (Ag - Vxlo) + oY, - Vxbo + bot, - Vxtlo]
+& 7[00, (Ay - Vxao) — Nl - VxCo]

=¢'"*((Vo)s — Vo) - Vxllo, ¥ € B, (A.20)
subject to
-n-D(Vyg,+1)=0, yeT, (A21)
if Vxao # 0, and
[=Vy D(Vyze +1) +&77vo - Vyx ] - Vo

+ 870, (1 - VxCo) = 117 (@o)ty - Vixbo + botg - Vxtio)]

+ &0z, (A, - VxCo) + X - VxCo] — K% (cf — 1)

=¢&"*((Vo)y — Vo) - VxCo, Y EB, (A.22)
subject to
—[m-D(Vyx. +1)]  Vxco =&f(c§—1), yeT, (A.23)

respectively. The boundary value problems for the closure variables
%% ={a,b,c} are generally fully coupled to the macroscale
through v, and its gradients. In order to ensure that the closure
problem is fully decoupled from its continuum-scale counterpart
and y,, is function of y only, consistently with (A.19), all the terms
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in (A.20)-(A.23) containing macroscopic quantities must be negligi-
ble as ¢ < 1. We first observe that no additional constraints are re-
quired to decouple (A.20)-(A.21) from the macroscale problem, if .
is function of y only. We start with the boundary value problem
(A.22)-(A.23) for x.. The right-hand side in (A.23) is negligible com-
pared to the left-hand side if g > 0 (constraint 4). Additionally, for
the terms of order &/,¢*" and &**° to be negligible relative to the
smallest term in (A.22), 8,7 and § must satisfy the following
constraints: p>max{0,1—o},2+7y>max{0,1—a}, and
2 + 6 > max{0,1 — o}, respectively. Since o < 2 (constraint 3), then
B >0,y > —2 (constraint 5) and § > —2 (constraint 6) if 1 <o < 2,
and B>1-a (constraint 7), y>-1-oa (constraint 8) and
6> —1— o (constraint 9) if o < 1.

A.3. Terms of order O(&°)

Collecting terms of order &° in (A.5), leads to
0ap — Vyx - D(Vxag + Vyay) — Vy - D(Vxa; + Vyaz)
+ &[0, a1 + 0, a1 + Vx - (@1 Vo + GgV1)
+ Vy - (a1V1 + AoV + aaV0)] + €7[x,, 0 + doby + boaz + aiby]

+ &[0, ,a, —nca] =0, y € B, (A.24)
subject to
-n-D(Via; + Vya;) =0, yel. (A.25)

Integration of (A.24) over B with respect to y while accounting for
(A.25), (A.19) and periodicity, leads to

9(ao)s — Vx - (DI + Vy1,))5Vxao
+ &' 705, () + €00, (1) 5 + V- ((@1V0)5 + o(V1) )]
+ &[0z, (a2) 5 + Ao(b2) s + bo(az) s + (arbi)g]
+ & [0e,(a2)5 — N(C2)y] = 0.

We insert (A.19) in (A.26) while accounting for the relationships
o = (Yo) and vo = —K(y) - Vxp,, and obtain

(A.26)

O (Go)s + &0, () + EH/!am (ar)s + 82+}!61r2 (@2)
+ 870, (t3) 5 = Vix - (¢ 'D* Vix{ao))
— ¢ e Vi ((a0) (V1) + @1 (Vo) — €277 ((a0) 5(b2) 5
+ (bo)s(@2) 5 + (@br)g) + E25°0(Ca),

where D* = (DI + Vyy,)) + &'~*(%,K) Vxp,. Multiplying (A.27) by &
and adding it to (A.14) and to the integral of (A.9) over B gives

(A27)

80¢(a); = €Vx - (¢71D*VX<‘10>B) —&'7"Vx - ((a0)5(Vo) 5
+ £(00)5(V1) + €61 (Vo) 5) — &7 [(0) 5 (bo) s
+ &((a0) (b1} + (bo) (1)) + & ((0) 5(b2) 5
+ (bo)s(a2)s + (arb1) )] + € 'n((Co) s + &(C1)5
+&2(Ca)p) + O(?),

since (V)5 = (We)p = (Wo)g + EW)s + O(&?), and

£01(a); = £01{Qo) g + &' "Dz, (Qo) g + DOy, (Ao)s + €(£0: (1) 5
+ &0, (@) + EDa;, (1)) + O(£2)

(A28)

(A29)

with Da;,j = {1,2,3}, defined in (19). Additionally, using (A.19), (18)
and (15), it can be showed that a; = (a1)g, (@)5(V)z = (A0)5(Vo)s
+E(G0)s(Vi)s (@) (Vo) + O(E), 6(@)s = £{ao) + O(e)  and
(@)5(b)s = (o) (Do) s + £((a0)s(b1)s + (Bo)s{1) ) + O(&2).  Finally,
accounting for the previous equalities while retaining terms of order
uptoe¢in(A.28), we obtain (22a). The latter describes pore-scale pro-
cesses within errors of order 2.
Collecting terms of order £° in (A.7) leads to

0¢t€o — Vx - D(VxCo + Vyc1) — Vy - D(VyC1 + VyGa)
+ &17%0,,¢1 + €7, 1 + Vx - (C1V0 + CoV1)

+ Vy - (€1V1 + CoV2 + C2V0)]

+ &277[D,,c2 — 7 (aoby + boda + aiby))

+ &[0, + 0] =0, yeB, (A.30)
subject to
—n-D(Vye; + Vyey) = nefci'c;, yeTl. (A31)

A similar procedure to that just presented allows one to derive (22c)
for (c); = (co)5 + &(c1) + O(&?), while imposing the additional con-
straint (x.)r = (X.)s- Eqs. (22a)-(22c) govern the dynamics of
(@), (b) and (c), up to €.

Appendix B. Notation

a, dimensionless pore-scale aqueous concentration of species A.
a, pore-scale aqueous concentration of species A, [mol L~3].
(a;) average of a. over the unit cell Y.
(a,); average of a, over the pore volume B.
(a;)r average of a. over the solid-liquid interface I'".
b, dimensionless aqueous concentration of species B.
b, pore-scale aqueous concentration of species B, [mol L—3].
(b;) average of b, over the unit cell Y.
(bg) average of b, over the pore volume B.
(bs)r- average of b, over the solid-liquid interface I".
pore space domain in the unit cell Y.
|B|  volume of B.
B pore space domain in the porous medium Q.
¢, dimensionless pore-scale aqueous concentration of species C.
¢, pore-scale aqueous concentration of species C, [mol L~3].
) average of c. over the unit cell Y.
(ce)z average of c; over the pore volume 5.
)

(ce)r average of ¢, over the solid-liquid interface I'.
¢ = {/kq/k, threshold aqueous concentration of species C, [mol
L3
¢* = max{ai, bin}, characteristic value of concentrations @ and
b, [mol L3].

D dimensionless molecular diffusion coefficient defined by (7).
D =Dy=Dy =D, [L’T].
D; i={a,b,c}, molecular diffusion coefficients for species A,B
and C, respectively, [L>T~1].
D, characteristic value of D, [LT1].
D* dimensionless dispersion tensor defined by (23).
Da; :=1i4/ty, j = {1,2,3}, Damkéhler numbers defined by (9).
G solid matrix domain in the unit cell Y.
k reaction rate of the forward heterogeneous reaction C — S.

ks, reaction rate of the forward homogeneous reaction
A+B—C.

k. reaction rate of the backward homogeneous reaction
A+B«—C.

kg reaction rate of the backward heterogeneous reaction C < S.
k closure variable defined by (21).
K := (k(y)), permeability tensor.
K* effective reaction rate constant defined by (23).
¢ characteristic length of the periodic unit cell Y.
L characteristic length of macroscopic porous medium domain
Q.
n heterogeneous reaction order, [-].
p fluid dynamic pressure, [ML™'T2].
Pe Péclet number defined by (9).
R, :=kc}, precipitation rate.
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Ry := kg, dissolution rate.
t :=t/tq, dimensionless time.
t, advection timescale, [T].
tqy diffusion timescale, [T].
t; Jj=1{1,2,3}, reaction timescales, [T].
U characteristic velocity associated to v, [TL™}].
v, dimensionless pore-scale fluid velocity.
v, pore-scale fluid velocity, [TL™1].
X spatial coordinate of the pore space 3.
y spatial coordinate of the unit cell Y.
Y spatially periodic unit cell.
|Y| volume of the spatially periodic unit cell.
¢ :=/(/L, scale separation coefficient, [-].
n :=c/c*, normalization coefficient, [-].
¢ unit cell porosity, [-].
I" solid-liquid interface in the unit cell Y.
I'¥ solid-liquid interface in the porous medium Q.
v fluid dynamic viscosity, [ML™'T!].
X, ¥ ={a,b,c}, closure variable for the transport problem of
species .
Q porous medium domain.
Vin ¥ = {a,b,c}, initial dimensionless concentration for species .
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