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HIGHLIGHTS

- Land system architecture affects land surface temperature (LST) of residential parcels.
- Land-cover composition has the largest effect on LST but land-cover configuration is significant.
- Compact and concentrated land-covers, foremost vegetation, improves nighttime cooling.
- Large land-cover units of irregular shape improve daytime cooling.
-Parcel level land architecture can be used to mitigate the LST of residences.

ABSTRACT

The relationship between the characteristics of the urban land system and land surface temperature (LST) has received increasing attention in urban heat island and sustainability research, especially for desert cities. This research generally employs medium or coarser spatial resolution data and primarily focuses on the effects of a few classes of land-cover composition and pattern at the neighborhood or larger level using regression models. This study explores the effects of land system architecture—composition and configuration, both pattern and shape, of fine-grain land-cover classes—on LST of single family residential parcels in the Phoenix, Arizona (southwestern USA) metropolitan area. A 1 m resolution land-cover map is used to calculate land architecture metrics at the parcel level, and 6.8 m resolution MODIS/ASTER data are employed to retrieve LST. Linear mixed-effects models quantify the impacts of land configuration on LST at the parcel scale, controlling for the effects of land composition and neighborhood characteristics. Results indicate that parcel-level land architecture composition has the strongest association with daytime and nighttime LST, but the configuration of this cover, foremost compactness and concentration, also affects LST, with different associations between land architecture and LST at nighttime and daytime. Given information on land system architecture at the parcel level, additional information based on geographic and socioeconomic variables does not improve the generalization capability of the statistical models. The results point the way towards parcel-level land-cover design that helps to mitigate the urban heat island effect for warm desert cities, although tradeoffs with other sustainability indicators must be considered.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Over a quarter century ago, Forman (1990) called for ecological research on landscape mosaics (land-cover composition and configuration) in regard to the environmental performance and sustainability of landscapes (also Wu, 2013), and more recently has championed this approach for urban ecology (Forman, 2014). Urban
climatology, in turn, has long considered the impacts of urban morphology or geometry on the urban heat island (UHI) effect. Much attention has been given to the vertical dimensions and spacing of buildings (e.g., urban canyon height-to-width ratios), sky-views, and the density of general types of land covers, such as vegetation and impervious surfaces (e.g., Stewart & Oke, 2012). In addition, landscape architecture has long addressed the structure of outdoor spaces, foremost parks and common and reclamation areas, with a strong orientation towards their aesthetics attributes. It has drawn on ecological principles in landscape design, however, more so than examining the environmental dynamics of existing landscape conditions (Brown & Corry, 2011; Yu, Li, & Ji, 2001).

Joining these research interests and the approaches applied to them, but differing somewhat from each, is the transdisciplinary subfield of land system (change) science, focused on the causes and consequences of land change (Turner et al., 2007). Land system science, partly a product of global environmental change and sustainability interests, seeks to provide a science-based understanding of land–use and –cover change, increasingly with an eye towards informing decision making. Land system architecture (henceforth, land architecture) is one dimension of this effort (Janetos, Verbug, & Murray, 2013). It addresses the composition and configuration of land covers, including pattern, shape and connectivity, and their impacts on social-environmental system performance (Turner, 2017). It differs slightly from landscape mosaic approaches in its attention to fine-grain spatial analysis (i.e., 1–30 m), and detailed categories of land covers (e.g., among various categories of vegetation cover) and, in some cases, land uses. These distinctions make the land architecture orientation well fit to address the heterogeneous character of urban land cover, and compatible with calls for land system science to address urbanization-land relationships (e.g., Seto and Reenberg, 2014). Land architecture explores configuration metrics derived from the spatial sciences rather than relying solely on those developed in ecology (see below). Urban land architecture has focused on the UHI effect (Turner, 2017), but differs from urban morphology or geometry in regard to the array of land-cover categories examined and the details of configuration. Finally, the focus of land architecture (as defined here) on base research to inform decision making about sustainability problems (Clark, 2007) distinguishes it from the primary motivation of activities within the subfield of landscape architecture.

The UHI effect increasingly captures the attention of administrators and decision makers concerned with mitigating urban temperature extremes and their impacts on energy and water use, human health, and thermal comfort (e.g., City of Phoenix, 2010; Kleerekoper, van Esch, & Baldri Salcedo, 2012; Shashua-Bar, Pearlmutter, & Ereli, 2009, Shashua-Bar, Pearlmutter, & Ereli, 2011; Solecki et al., 2005; Wentz, Rode, Li, & Tellman, 2016). This concern, in turn, has drawn insights from UHI research undertaken in the subfields and approaches discussed above as well as in remote sensing (e.g., Gago, Roldán, Pacheco-Torres, & Ordóñez, 2013; Hart & Sailor, 2009; Oke, 1981; Taha, 1997). The problem and the research given to it are particularly acute for urban areas worldwide situated in warm and hot climates where the UHI effect is expected to be significantly amplified by global climate warming (e.g., Grossman-Clarke, Schubert, Clarke, & Harlan, 2014; McCarthy, Best, & Betts, 2010; Saha, Davis, & Hondula, 2014).

With these concerns in mind, the role of urban land composition and configuration on the UHI and its capacity to mitigate the phenomenon has been examined in regard to both air and land surface temperature, including the role of “smart buildings”, green and white roofs, urban street canyons, green spaces, shade, impervious surfaces, bare soil, and sky-views (e.g., Coseo & Larsen, 2014; Donovan & Butry, 2009; Ereli et al., 2012; Grídharan, Lau, Ganesan, & Givoni, 2007; Li, Bou-Zeid, & Oppenheimer, 2014; Oke, 1981; Santamouris, 2013). Configuration has largely been addressed in terms of the spatial distribution or pattern of general types of land covers (Buyantuyev & Wu, 2010; Middel, Háb, Brazel, Martin, & Guhathakurta, 2014; Myint, 2012; Myint, Wentz, Brazel, & Qualtrough, 2013; Stewart and Oke, 2012), with abundant attention to Chinese cities (e.g., Huang, Li, Zhao, & Zhu, 2008; Li, Wang, Wang, Ma, & Zhang, 2009; Su, Cu, & Yang, 2010; Zhang et al., 2013).

Complementing recent research that treats land configuration in rural, forest landscapes (Mitchell, Bennett, & Gonzalez, 2013; Wu, Jenerette, Buyantuyev, & Redman, 2011) and consistent with Forman’s (1990) call, nascent efforts are underway to determine the role of land architecture, as defined here, on the UHI effect. Most studies to date tend to employ 30 m or coarser resolution satellite data to calculate daytime land surface temperature (LST) of urban land units, address one or two land-covers at the neighborhood or larger level, use FRAGSTATS metrics (McGarigal and Marks, 1995; McGarigal, Cushman, & Ene, 2012) to determine land-cover configuration, and apply regression models to assess the land-cover-LST relationship (e.g., Turner, 2017). The results indicate that the concentration of different land covers in Phoenix and Las Vegas (USA) increased heating or cooling effects (Fan, Myint, & Zheng, 2015; Myint et al., 2015; Zheng, Myint, & Fan, 2014), whereas different elements of shape (e.g., edge density) have a strong effect on land-cover temperature in Beijing, China (Li, Zhou, Ouyang, Xu, & Zheng, 2012), Baltimore, USA (Zhou, Huang, & Cadenasso, 2011), and Phoenix (Connors, Galletti, & Chow, 2013). Indeed, at least one study in Phoenix found land-cover shape at the parcel level, as measured by the Normalized Moment of Inertia, trumped land-cover pattern in terms of effects on LST at the neighborhood level (Li, Li, Middel, Harlan, & Brazel, 2016).

In addition to the overall work on the UHI effect, land architecture approaches increasingly point to the significant role that both the pattern and shape of small-size land covers have on temperature extremes. Here we extend this line of research by exploring the role of land configuration on LST at the single-family residential (SFR) parcel level for the metropolitan area of Phoenix, Arizona, U.S.A., using 2010–2011 data (Fig. 1). Consistent with most other studies, FRAGSTATS serve as the metrics of composition and configuration. Following Li et al. (2016), multiple land covers and their mosaics are examined. These land covers are linked to 6.8 m MASTER data in order to match the fine-resolution, heterogeneous land cover of the residential parcels. New to this assessment, both daytime and nighttime LST are analyzed. In addition, the neighborhood effect (Cox, 1969; Johnston, Propper, Sarker, Jones, & Bolster, 2005) on individual parcels is investigated using linear mixed effect models (LMEs). LMEs allow us to identify significant predictors related to land configuration while accounting for nested, neighborhood-specific data structures and controlling for land composition, socioeconomic neighborhood characteristics and spatial correlation of neighboring parcels. Evaluation of LMEs emphasized their generalization capability based on their performance in predicting outcomes on neighborhoods not used to estimate model parameters. Taken together, this study constitutes a novel attempt to determine the role of residential land architecture on the UHI effect, specifically the surface urban heat island (SUHI). The results have the potential to inform how a redesign or reshaping of the land units could mitigate the extremes of the SUHI.

2. Study site, data, and methods
2.1. Study site
The Phoenix metropolitan area (Fig. 1) consists of 26 joined cities and towns that housed about 4.2 million people in 2010 and covered over 7600 km² of the northern Sonoran Desert of

108 X. Li et al. / Landscape and Urban Planning 163 (2017) 107–120
Maricopa County, AZ. Rapid urbanization, largely at the expense of former irrigated farmlands (Keys, Wentz, & Redman, 2007; Grossman-Clarke, Zehnder, Loridan, & Grimmond, 2010) and the cooling effects that they render, has generated extreme heat problems, with maximum temperatures exacerbated by the SUHI effect (Buyantuyev & Wu, 2009; Chow, Chuang, & Gober, 2012). The average summer air temperature exceeds 30 °C, and the number of days in excess of 43 °C increased by 20 over the last decade (Connors et al., 2013; Jenerette, Harlan, Stefanov, & Martin, 2011). Interestingly, the SUHI effect relative to the ambient rural temperature is greater at night than day (Hawkins, Brazel, Stefanov, Bigler, & Saffell, 2004). Overall the SUHI in the greater Phoenix area raises a series of issues about water consumption—a highly constrained resource, the largest urban uses of which are irrigated, parcel-level vegetation and swimming pools—energy use, and public health (Harlan, Brazel, Prashad, Stefanov, & Larsen, 2006; Silva, Phelan, & Golden, 2010; Wentz et al., 2016). For these and other reasons, the City of Phoenix (2010) plans to respond to the UHI, in part, through greening its urban landscape.

2.2. Data collection and preparation

Three basic data sources are employed in this analysis (Fig. 2): (1) remotely sensed imagery (1 m), augmented by parcel information; (2) locational and socio-economic data; and (3) LST taken from remotely sensed imagery (6.8 m) matched to individual parcels.

2.2.1. Land-cover data

The data used to generate the land-cover classification and metrics (independent variables; see 2.3.1) for SFR parcels were generated from the 1 m resolution, 4-band orthophotography produced in 2010 by the National Agriculture Imagery Program (NAIP imagery). The classification utilized an object-based approach with expert knowledge decision rules, assisted by a cadastral vector layer as ancillary data (Li, Myint, Galletti, & Zhang, 2014). Original NAIP imagery and cadastral shapefiles were pre-processed by two types of spectral transformation and one type of spatial enhancement. RGB to transformation, Principal Components Analysis (PCA), Normalized Difference Vegetation Index (NDVI), and morphological convolution operations were employed. The output images from the transformation functions were merged with the original four-band images as the input data for an object-based image analysis.

The object-based method sets up a hierarchical network in which image objects at different levels are delineated according to their spectral, spatial, contextual, and geometrical characteristics correspondingly. A number of segmentation algorithms (multi-resolution, multi-threshold, Quadtree based, and chessboard segmentation) were executed for the hierarchical network, and at a finer image object level, the detailed land-cover classes were identified within parcels (Li, Myint, et al., 2014).

Twelve land-cover classes were distinguished, of which five are common to SFR parcels: building, bare soil/rock, tree/shrub, turf grass (hereafter, grass), and swimming pool. The impervious surfaces of driveways and sidewalks could not be consistently distinguished from bare soil/rock. Land covers adjacent to but not part of the SFRs, such as roads and playgrounds, were not considered in this analysis. We suspect minimal effects of these adjacent covers on parcel LST. Heat island research indicates a well-defined land-cover impact on LST when near-surface wind speeds are light, below 5 m/s or 2.2 m s⁻¹ (Fast, Torcolini, & Redman, 2005).

A total of 12,265 SFRs in 35 neighborhoods were used to calculate the land architecture metrics for five land-cover types in each residential parcel. The parcels were delineated from the 2010 Maricopa County Tax Assessor roles, and ranged from 38 to 2643 per neighborhood. All SFR parcels do not contain a swimming pool and the variability of pool sizes is small. For this reason, the presence of
2.2.2. Land surface temperature data

The MODIS/ASTER Airborne Simulator (MASTER) was used to account for the fine-grain heterogeneous of the urban land covers. It is an imaging spectrometer that acquires high spectral and spatial resolution imagery with fifteen channels ranging from 0.4–14 μm with an approximate 6.8 m pixel size (Hook, Myers, Thome, Fitzgerald, & Kahle, 2001; Chang, Han, Fan, Chen, & Chang, 2002). The MASTER data were acquired by flights during the daytime (11:55 a.m.–2:00 p.m., July 12, 2011; 11:15 a.m.–1:05 p.m., July 13, 2011) and nighttime (1:40 a.m.–4:10 a.m., July 15, 2011; 1:20 a.m.–3:10 a.m., July 16, 2011).

The MASTER data flight lines were segmented into smaller subsets in order to improve geo-referencing by minimizing distortions and removing erroneous data (for flight lines see: Jenerette et al., 2016). The LST was extracted and converted to °C using ENVI software and its atmospheric correction module: Quick Atmospheric Correction (Bernstein et al., 2005). The emissivity normalization function for thermal IR bands was applied on each of the subsets. The LST data were geo-referenced with NAIP orthophotography (Section 2.2.1) from Ground Control Points with ENVI software. These data were further extracted for each parcel polygon (obtained from cadastral GIS vector layer) to represent the parcel mean LST at daytime and nighttime. LSTs calculated this way are accurate for light wind conditions as noted above. For the dates in question the wind speeds for 52 weather stations across the metropolitan area were within the aforementioned limits. We assume, therefore, that near-surface winds did not affect our measures of LST, although each neighborhood examined did not have a weather station. Examples of the LST results are depicted in Fig. 3.

2.2.3. Socio-economic data

The Central Arizona-Phoenix Long-term Ecological Research project has identified 40 neighborhoods that capture the social-environmental diversity (e.g., income, ethnicity, landscaping preferences) within the metropolitan area. Socio-economic data from 35 neighborhoods were used as exploratory variables to address the possibility of neighborhood effects. In this case, the group or relational effects were the role of neighborhood parcels on an individual parcel. Socio-economic data for these neighborhoods were drawn from the 2010 U.S. Census and included median household income and age of residents and ethnicity. Each neighborhood was assigned to one of three locational categories: within the (1) central core or (2) not of their respective cities and (3) adjacent to the metropolitan fringe. Also, the ratio of living area divided by the total area of each parcel (P_LIVING; county assessor data) was calculated. This explanatory variable was included because preliminary analyses indicated that the percentage of the parcel area covered by buildings (P_BUILDING; see 2.3.1) was not strongly correlated with LST, a result that appeared to be counterintuitive.

2.3. Methods

2.3.1. Land architecture metrics

FRAGSTATS (or landscape metrics; Table 1) were developed for ecosystem and landscape research but have been employed in various research dealing with land configuration (McGarigal et al., 2012). To maintain consistency with this research, FRAGSTATS were used as independent, or predictor variables in our statistical models. Both disaggregate (land-cover specific) and aggregate (parcel level) metrics were used in the development of predictive models for LST. In order to maximally reduce the redundancy among the many FRAGSTATS metrics as well as to include as many important measurements as possible, five metrics (PLAND, PD, ED,
LSI, FRAC) were chosen to quantify the character of each land-cover type. These five metrics were grouped in two categories: land composition (PLAND) and spatial configuration (the other four). PLAND measures the fraction of patches of each land-cover type within a unit, while the spatial configuration metrics characterize the shape complexity and spatial distribution of patches in the unit (Table 1). PLAND and six configuration metrics (PD, ED, LSI, FRAC, CONTAG, and SHDI) were selected to measure the aggregated architecture of land patches per parcel.

The metrics were calculated using the FRAGSTATS 4.2 software package, and obeyed the “8-cell rule” (consider all 8 adjacent cells, including the 4 orthogonal and 4 diagonal neighbors) in defining patch neighborhoods (McGarigal et al., 2012). Rather than using a fixed pixel size as the sample unit common to other studies (e.g., Connors et al., 2013), SFR parcels ranging from 372 m² to 6039 m² were addressed, permitting a more precise spatial fit among parcels, neighborhoods, and LST.

2.3.2. Statistical analysis

Linear mixed-effects models were employed to quantify the land architecture-LST relationship for summer nighttime and daytime, while accounting for the effects of time, land composition, socio-economic and locational predictors. LMEs can be viewed as generalizations of neighborhood-specific regression models,
which summarize statistical associations when measurements are collected from a group of neighborhoods. In contrast with regression, the adopted model class provides valid inferences with regard to the significance of the predictors by accounting for nested, neighborhood-specific data structures and spatial correlation effects within each neighborhood. Parcels are sampled in clusters. Those from the same neighborhood are expected to be correlated. Ignoring the clustered data structure may lead to inappropriate estimates of standard errors of model parameters and consequently to errors in statistical inference due to inaccurate p-values. In addition to the underestimation of standard errors, by ignoring the multilevel structure of the data, important relationships involving each level of the data (e.g., important predictors that characterize neighborhoods; Finch, Bolin, & Kelley, 2014) may be missed.

The estimated models are formulated as:

\[
Y_i = X_i \times \beta + Z_i \times b_i + e_i
\]

\[
b_i \sim N(0, D)
\]

\[
e_i \sim N(0, \Sigma_i)
\]

\[b_1, \ldots, b_N, e_1, \ldots, e_N \text{ independent}
\]

(1)

In (1), \(Y_i\) denotes the vector of observed LST in neighborhood \(i\) with \(i = 1, \ldots, N\); its length depends on the number of sampled parcels in \(i\). \(X_i\) represents the matrix of standardized aggregate and disaggregate architecture and socioeconomic predictors, with \(\beta\) indicating the vector of coefficients for the fixed-effects. Neighborhood-specific random effects are captured by the \(Z_i \times b_i\) term; vectors \(b_i\) are assumed to follow a multivariate normal distribution with variance-covariance matrix \(D\) which is symmetric and positive-definite, while \(Z_i\) is a matrix that typically contains a subset of the columns of \(X_i\).

Fixed-effects represent ‘average’ model parameters whereas random-effects denote neighborhood-specific deviations from ‘average’ dynamics. We report estimated coefficients on standardized variables. These coefficients represent the effect (on LST) of a standard deviation change for a predictor, keeping the other predictors fixed, and allow us to evaluate the relative significance of the explanatory variables. The random effects \(b_i\) and the within-neighborhood errors \(e_i\) are assumed to be independent for different neighborhoods. The neighborhood-specific covariance matrix of the error terms \(\Sigma_i\) is specified to account for spatially correlated parcels within each neighborhood. Specifically, spatial correlation is parameterized by

\[
\text{cor}(e_i, e_j) = \begin{cases} 1 & \text{if } i = j \\ h(e_i, e_j, \sigma_0, \rho) & \text{else} \end{cases}
\]

(2)

with parameters \(\sigma_0, \rho\) denoting the nugget and the range, respectively. Three alternative forms were evaluated for \(h\): Exponential, Gaussian and Spherical (for details on models for spatially correlated residuals see Pinheiro & Bates, 2009; Chapter 5).

Different models were developed for daytime and nighttime temperatures, based on weighted restricted maximum likelihood estimation (REML) that accounted for total lot size. Two model building procedures were implemented. First, the entire set of predictors and interactions of socio-economic and locational factors with architecture metrics was used as input in a regression model. A penalized estimation method with near oracle asymptotic properties, namely adaptive LASSO (Zou, 2006), was used to reduce the initial set (>30) of explanatory variables. Adaptive Lasso performs simultaneous predictor selection and coefficient estimation; it was applied here since stepwise LME building is computationally infeasible when the set of explanatory variables is large. A Box-Cox procedure was applied to identify functional transformations of LST (e.g., logarithmic) that ‘linearize’ statistical associations; the results of 5-fold cross-validation indicated negligible improvement in predictive performance, hence it was decided to analyze LST in its original scale.

In addition to the explanatory variables presented above, information on date, time and geographical coordinates was used in developing LMEs. Given the predictors identified from adaptive LASSO, mixed effects models were developed following the protocol described in Zuur, Ieno, Walker, Saveliev, and Smith (2009) and the diagnostics presented in Pinheiro and Bates (2009). Specifically, a stepwise implementation of REML was performed to identify significant random effects: predictors with varying effects across

<table>
<thead>
<tr>
<th>Metric/Abbreviation</th>
<th>Description</th>
<th>Class Specific Metrics</th>
<th>Aggregated Parcel Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percent cover of a</td>
<td>Proportion of the land-cover type (patch type) on the unit landscape plot (0 &lt; PLAND &lt; 100)</td>
<td>PLAND of Building, Soil, Soil, Tree/Shrub, Grass</td>
<td>N/A</td>
</tr>
<tr>
<td>land-cover class</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patch density/PD</td>
<td>Number of patches/ha (0, determined by grain or pixel size)</td>
<td>PD of Building, Soil, Soil, Tree/Shrub, Grass</td>
<td>PD</td>
</tr>
<tr>
<td>Edge Density/ED</td>
<td>Total length of edges for all patches/ha (0, where 0 refers to a landscape composed of one patch)</td>
<td>ED of Building, Soil, Soil, Tree/Shrub, Grass</td>
<td>ED</td>
</tr>
<tr>
<td>Landscape Shape</td>
<td>Total length of all patch edges divided by the minimum possible length of the area of the unit landscape plot (0, where the greater the LSI above 1 the more the shape deviates from a compact shape, i.e., a square)</td>
<td>LSI of Building, Soil, Soil, Tree/Shrub, Grass</td>
<td>LSI</td>
</tr>
<tr>
<td>index/LSI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fractal dimension/FRAC</td>
<td>A measure of shape complexity by calculating the departure of the patch from its Euclidean geometry (1 &lt; FRAC &lt; 2, where 1 corresponds to very simple shapes and 2 to extremely complex shapes)</td>
<td>FRAC of Building, Soil, Soil, Tree/Shrub, Grass</td>
<td>FRAC</td>
</tr>
<tr>
<td>Contagion/CONTAG</td>
<td>A measure of adjacency of patches (0 &lt; CONTAG &lt; 100, where patches are maximally disaggregated and dispersed when the values are small; 100 is the reverse)</td>
<td>N/A</td>
<td>CONTAG</td>
</tr>
<tr>
<td>Shannon's diversity index/SHDI</td>
<td>A measure of the diversity of patches (0 is a landscape with 1 patch)</td>
<td>N/A</td>
<td>SHDI</td>
</tr>
</tbody>
</table>
neighboringhoods. Another stepwise procedure based on conditional F-tests was implemented to derive the structure of the fixed-effects part, $X_i \times \beta$. Finally, the three alternative spatial correlation structures for the residuals were evaluated against the null model, which assumes independent residuals using Akaike’s Information Criterion. The models derived based on the abovementioned procedure are referred to as Model 1D and Model 1N, for daytime and nighttime respectively.

The second model building procedure differed from the first in the initial step: instead of adaptive LASSO, a classic stepwise method, namely best subset regression (Kutner, Nachtsheim, & Neter, 2004; James, Witten, Hastie, & Tibshirani, 2013) was implemented using the original set of predictors. Interaction terms were not included since this iterative method is extremely demanding in terms of computation time when the number of predictors is large (>40). The corresponding models for daytime and nighttime LST are dubbed Model 2D and Model 2N, respectively.

Mixed-effects models can be used to predict LST at neighborhoods not included in the original sample, based solely on fixed-effects. Therefore, models derived by the two alternative approaches were compared by leave-one-neighborhood-out cross-validation, based on weighted accuracy metrics. Prediction errors within neighborhoods were weighted for parcel size and overall performance was based on weighted averages that accounted for the number of parcels per neighborhood. Three metrics are reported: (1) weighted mean error (WME), a measure of bias; (2) weighted mean absolute error (WMAE); and (3) weighted mean absolute percentage error (WMAPE). To emphasize the significance of predictors related to spatial configuration, the model building procedures were repeated excluding those predictors. The generalization capabilities of these reduced LMEs were compared to the full models using leave-one-neighborhood-out cross-validation.

3. Results

Beyond the descriptive statistics, attention is given to those explanatory variables with strong significance ($p < 0.01$) and higher standardized coefficients.

3.1. Descriptive statistics

Fig. 4 and Table 2 provide the descriptive statistics of the SFR parcels examined. Their mean daytime and nighttime LSTs are 49.6 °C and 23.7 °C, respectively. The range among the parcels was 37.60 °C to 62.41 °C (s.d. = 3.8 °C) for the daytime and 19.11 °C to 30.43 °C (s.d. = 1.4 °C) for the nighttime. Recall that these are land surface, not air, temperatures. Such extreme highs and parcel-to-parcel variations have been recorded in other studies of Phoenix (Jenerette et al., 2016; Middel, Braziel, Kaplan, & Myint, 2012).

On average, building (SFR structure) occupies 32% of the parcels, with the remainder composed of the other land covers (Table 2). Of those other covers, the PLAND of soil has greatest variation (s.d. = 13.76), reflecting mesic to xeric landscaped parcels, whereas the PLAND for grass had the smallest variation (s.d. = 8.09). The average values for aggregated architecture (parcel level) metrics are 3.57 (LSI), 25.649 (PD), 1.23 (FRAC), and 46.26 (CONTAG), respectively, whereas different ranges of variation existed for individual land-cover types (see Table 2 for metric meanings). As noted above, statistical models were based on standardized predictors; hence the corresponding coefficients can be interpreted despite the different ranges of variation of the original variables.

3.2. Mixed-effects models

Land composition and configuration are both significant in regard to their effects on LST (Tables 3–5). The LMEs that performed best in a leave-one-neighborhood-out cross-validation, included predictors related to both variable types that comprise land architecture. Furthermore, the LMEs derived by ignoring predictors based on configuration, displayed inferior generalization capability (Table 3, parenthetical values). The best performing model for nighttime LST was derived from the best subset regression (Model 2N) and achieved an accuracy close to $1^\circ$C in terms of WMAE (Fig. 5), a satisfactory result. Daytime temperatures display more variability, influencing the performance of the LMEs with a WMAE slightly below $3\,^\circ$C (Fig. 5). Accounting for spatially correlated residuals resulted in improved specifications for nighttime, but not for daytime temperatures. The models also account for temporal increases and decreases LST by the timing of the remote sensing data. The day and night signs of the effects were in accordance with prior expectations, with positive effects on LST as daytime progresses from 11 a.m. to 2 p.m. (Table 5) and negative effects as nighttime advances from about 1:30 a.m. to 4 a.m. (Table 4).

3.2.1. Effects of land composition

The percentage of grass and the presence of a pool proved to be especially significant for nighttime LST, with negative and positive effects on LST, respectively (Model 2N, Table 4). The effects of grass vary significantly across neighborhoods; this variability could not be explained by land configuration, socio-economic, or locational factors. In addition to these predictors, the suboptimal (in terms of generalization capability relative to the model based on best subsets regression) LME based on adaptive LASSO (Table 3) included the composition of built land and the ratio of living area relative to the total area of the parcel.

The percentage of grass-covered surface in a parcel and the presence of a pool, display negative associations with daytime LST as expected, with high standardized coefficients (Model 1D and Model 2D, Table 5). These coefficients reveal a stronger cooling effect of PLAND of trees on daytime temperatures relative to the effect of grass and pool. Again, the daytime effects of grass displayed significant variability across neighborhoods; this variability could not be explained by land configuration, socio-economic, or geographic factors.

3.2.2. Effects of land configuration

Controlling for the effects of land composition, socio-economic, and locational factors, the LSI for grass is significant for nighttime LST (Model 2N, Table 4), with a positive standardized coefficient. Larger values of LSI (GRASS, i.e., less compact shape) are associated with higher temperatures; the estimated effect is substantially weaker relative to the significant composition variables. The less parsimonious (and less effective in terms of predictive power) LME for nighttime LST (Model 1N, Table 4) includes additional class-specific metrics. Interestingly, increasing the edge density (i.e., numerous small patches) of grass is positively associated with nighttime LST. For the aggregated architecture configuration metrics (Model 1N), the diversity of patches within each parcel (SHDI) holds a positive relationship with LST.

Only aggregated configuration metrics, namely PD and LSI, appear in the set of significant predictors for daytime LST, with standardized coefficients about 50% reduced compared to the effects of PLAND of grass. PD is positively related to LST, whereas the LSI is negatively associated. Based on the estimated coefficients, an increase on the levels of PD and LSI equal to the observed standard deviation of PD and LSI is expected to lead to an increase and decrease, respectively, in daytime LST of about 0.28 °C. PD is not strongly correlated with LSI (Spearman’s correlation coefficient is <0.5), hence their effects do not ‘cancel out’. The effects of both metrics varied significantly across neighborhoods; this variability could not be explained by socio-economic and locational factors.
3.2.3. Effects of neighborhood socio-economic characteristics

None of the socio-economic predictors, not even the geographical coordinates, were included in the final steps of the model building procedures for LMEs. It was expected that such explanatory variables would account for some of the variability of the random effects that relate with land architecture predictors, as indicated in research using coarser resolution LST data (e.g., Li et al., 2016) and based on recent work elsewhere (Huang & Cadannaso, 2016). On the contrary, it appears that given information on land composition and configuration, the additional variables provide redundant information.

4. Discussion

The two factors of land architecture—composition and configuration of land cover—taken together provide the best modeling results. Considered individually, composition proves to be the most important for the LST of SFR parcels. This result is consistent with those from larger grain assessments of the Phoenix metro area and elsewhere, as well as with a recent fine-grain assessment for Phoenix (Jenerette et al., 2016). It differs, however, from a fine-grain Phoenix study, employing a Normal Moment of Inertia measure of configuration, that found configuration to be more important than composition in affecting LST (Li et al., 2016).

Nighttime LST decreases as the percent of grass cover increases, apparently due to evapotranspiration (Weng, Lu, & Schubring, 2004, Li et al., 2012). Congruent with the findings of Connors et al. (2013), the strength of this relationship varies significantly across neighborhoods (Table 4), perhaps affected by different levels and timing of irrigation by parcel and neighborhood. Pool water absorbs and stores energy as do trees in and under their canopies, releasing it during the evening with positive links to nighttime LST (Myint et al., 2013). Our models for nighttime LSTs identified a strong positive effect related to the presence of pools; on the other hand, the positive effect of trees/shrubs on LST could not be identified, despite occupying about 16% of the parcel areas examined.

A large percentage of building coverage is expected to increase nighttime LST due to reradiated energy built-up during the day and, perhaps, to feedbacks from near surface air warming from the waste heat from air conditioning and refrigeration systems (Salamanca, Georgescu, Mahalov, Moustaoi, & Wang, 2014; Zhou et al., 2011). Given information on grass and pools, the percentage of building, trees/shrubs, and soil cover did not add significant predictive power to our models for nighttime LST. Consistent with previous analyses of LSTs in Phoenix (Connors et al., 2013; Zheng et al., 2014), this result is not surprising since the percentage of grass is negatively correlated with the percentage of buildings (Spearman correlation coefficients equals −0.29).

Fig. 4. Distributions of daytime and nighttime land surface temperature (LST) by neighborhood and parcels.
Table 2
Statistical summary of explanatory and predictor variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Std Dev</th>
<th>Lower 95% Mean</th>
<th>Std Err Mean</th>
<th>Upper 95% Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregated Architecture Metrics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>30078.12</td>
<td>11254.32</td>
<td>29882.33</td>
<td>99.89</td>
<td>30273.92</td>
</tr>
<tr>
<td>ED</td>
<td>3290.29</td>
<td>880.40</td>
<td>3274.98</td>
<td>7.81</td>
<td>3305.61</td>
</tr>
<tr>
<td>LSI</td>
<td>3.58</td>
<td>0.80</td>
<td>3.56</td>
<td>0.01</td>
<td>3.59</td>
</tr>
<tr>
<td>FRAC</td>
<td>1.23</td>
<td>0.05</td>
<td>1.23</td>
<td>0.00</td>
<td>1.23</td>
</tr>
<tr>
<td>CONTAG</td>
<td>44.59</td>
<td>9.30</td>
<td>44.43</td>
<td>0.08</td>
<td>44.75</td>
</tr>
<tr>
<td>SHDI</td>
<td>1.22</td>
<td>0.18</td>
<td>1.22</td>
<td>0.00</td>
<td>1.22</td>
</tr>
<tr>
<td>Class specific Metrics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PLAND_BUILDING</td>
<td>31.58</td>
<td>11.29</td>
<td>31.38</td>
<td>0.10</td>
<td>31.77</td>
</tr>
<tr>
<td>PD_BUILDING</td>
<td>2171.28</td>
<td>1463.83</td>
<td>2145.81</td>
<td>12.99</td>
<td>2196.74</td>
</tr>
<tr>
<td>ED_BUILDING</td>
<td>1035.92</td>
<td>318.19</td>
<td>1030.38</td>
<td>2.82</td>
<td>1041.45</td>
</tr>
<tr>
<td>LSI_BUILDING</td>
<td>1.48</td>
<td>0.39</td>
<td>1.47</td>
<td>0.00</td>
<td>1.49</td>
</tr>
<tr>
<td>FRAC_BUILDING</td>
<td>1.13</td>
<td>0.09</td>
<td>1.13</td>
<td>0.00</td>
<td>1.14</td>
</tr>
<tr>
<td>PLAND_SOIL</td>
<td>40.28</td>
<td>13.76</td>
<td>40.04</td>
<td>0.12</td>
<td>40.52</td>
</tr>
<tr>
<td>PD_SOIL</td>
<td>7781.37</td>
<td>5416.51</td>
<td>7687.14</td>
<td>48.07</td>
<td>7875.60</td>
</tr>
<tr>
<td>ED_SOIL</td>
<td>2530.83</td>
<td>709.21</td>
<td>2518.49</td>
<td>6.29</td>
<td>2543.16</td>
</tr>
<tr>
<td>LSI_SOIL</td>
<td>3.96</td>
<td>0.98</td>
<td>3.95</td>
<td>0.01</td>
<td>3.98</td>
</tr>
<tr>
<td>FRAC_SOIL</td>
<td>1.26</td>
<td>0.09</td>
<td>1.26</td>
<td>0.00</td>
<td>1.27</td>
</tr>
<tr>
<td>PLAND_TREE/SHURB</td>
<td>15.91</td>
<td>11.05</td>
<td>15.72</td>
<td>0.10</td>
<td>16.10</td>
</tr>
<tr>
<td>PDTREE/SHURB</td>
<td>9355.13</td>
<td>5445.73</td>
<td>9260.39</td>
<td>48.33</td>
<td>9449.87</td>
</tr>
<tr>
<td>EDTREE/SHURB</td>
<td>1706.08</td>
<td>940.56</td>
<td>1689.72</td>
<td>8.35</td>
<td>1722.44</td>
</tr>
<tr>
<td>LSTREE/SHURB</td>
<td>3.64</td>
<td>1.23</td>
<td>3.62</td>
<td>0.01</td>
<td>3.67</td>
</tr>
<tr>
<td>FRAC_TREE/SHURB</td>
<td>1.24</td>
<td>0.09</td>
<td>1.24</td>
<td>0.00</td>
<td>1.25</td>
</tr>
<tr>
<td>GRASS</td>
<td>8.88</td>
<td>8.09</td>
<td>8.74</td>
<td>0.07</td>
<td>9.02</td>
</tr>
<tr>
<td>PDRGRASS</td>
<td>8206.45</td>
<td>4116.30</td>
<td>8134.84</td>
<td>36.53</td>
<td>8278.06</td>
</tr>
<tr>
<td>EDGRASS</td>
<td>1022.57</td>
<td>586.39</td>
<td>1012.37</td>
<td>5.20</td>
<td>1022.77</td>
</tr>
<tr>
<td>LSIGRASS</td>
<td>3.05</td>
<td>1.10</td>
<td>3.03</td>
<td>0.01</td>
<td>3.07</td>
</tr>
<tr>
<td>FRACGRASS</td>
<td>1.21</td>
<td>0.11</td>
<td>1.21</td>
<td>0.00</td>
<td>1.21</td>
</tr>
<tr>
<td>Land Surface Temperature (°C)</td>
<td>49.66</td>
<td>3.81</td>
<td>49.59</td>
<td>0.03</td>
<td>49.73</td>
</tr>
<tr>
<td>Land Surface Temperature (°C)</td>
<td>23.76</td>
<td>1.48</td>
<td>23.74</td>
<td>0.01</td>
<td>23.79</td>
</tr>
</tbody>
</table>

(c) Nighttime LST distribution at parcel level

(d) Daytime LST distribution at parcel level
Increasing percentages of building and soil cover are expected to increase LST during the day owing to rapid re-radiation, while grass and tree cover lower LST due to evapotranspiration (Zhou et al., 2011). Our statistical models identified the negative effects of grass and tree/shrub cover. Standardized coefficients suggest that increasing the percentage of trees is more effective than grass in lowering LSTs in daytime, consistent with the findings by Myint et al. (2013) and Jenerette et al. (2016). Contrary to expectations, however, holding all other variables constant, the percentage of living area (P_LIVING) was negatively associated with daytime LSTs in our model. P_LIVING is positively associated (Pearson’s correlation metric equals 0.2) with the percentage of the parcel covered by a pool, for which our models did not control. Thus the lurking effect of pool size offers a plausible explanation for the significance of P_LIVING.

Land configuration is significant but proves less important than composition, for both daytime and nighttime LST (Tables 4 and 5).

This result is based on standardized coefficients and more importantly, on cross-validation experiments where models that did not include each variable type were evaluated in terms of their predictive performance. Grass cover decreases nighttime LST more effectively, however, when patches are clustered; the same association has been reported in analyses of daytime LSTs in Phoenix (Myint et al., 2013). The magnitude of the influences of spatial pattern on daytime LST varied significantly across neighborhoods, consistent with the results in Zheng et al. (2014). The degree of patchiness of all cover types affects daytime LST, either positively or negatively, depending on the land cover. This result complements findings for early nighttime LSTs in Phoenix (Connors et al., 2013). Interestingly, shape complexity plays an important role as well. Increasing PD maintains warmer daytime LSTs, whereas increases in LSI relate to cooler results, as do pools.

It was expected that high income parcels, those near their city cores, and communities with older median age of population would
Fig. 5. Distributions of weighted (based on parcel size) mean absolute error (WMAE, top), weighted mean absolute percentage error (WMAPE, middle) and weighted mean error (WME, bottom) across neighborhoods, for daytime- and nighttime-specific linear mixed effects models.

have cooler LST, both day and night. These expectations followed from the association of more vegetation cover, especially grass and tress/shrubs, with older, more expensive neighborhoods based “desert oasis” or mesic landscaping, and more swimming pools, on average, linked to the capacity to afford them. In contrast, low income parcels and parcels near their city fringe were expected to have a positive impact on nighttime and daytime LST. The former result follows from the documented decrease in vegetation cover among low-income parcels (Declet-Barreto, Brazel, Martin, Chow, & Harlan, 2013; Harlan, Brazel, et al., 2006) and the latter, perhaps, due the prevalence of “xeric-scape” parcels among the newer residential developments on the outer edges of the metroplex. Such explanatory variables were significant only at the first stage of our analyses, which did not account for nested, neighborhood-specific data structures and spatially correlated parcels within the same neighborhood. Our statistical models suggest that at the parcel level, given information on land composition and configuration, socioeconomic variables are not significant in explaining the variability of daytime or nighttime LST. This finding does not contradict other work indicating that lower income areas tend to correspond to higher LST or UHI hotspots, such as those generated by the high proportion of impervious surfaces in low income areas of Baltimore, MD (Huang, Zhou, & Cadenasso, 2011) or the low proportion of vegetation cover common to Hispanic neighborhoods in Phoenix (e.g., Harlan, Budruk, Gustafson, Larson, & Ruddell, 2006). Rather, landscaping is a more a proximate factor influencing LST than are socioeconomic variables (Li et al., 2016), and our level of detail concerning land-cover mutes the predictive performance of socioeconomic variables. Indeed, a recent article that focused on the Baltimore area (census block level) found that land cover had a stronger association with LST than other classes of variables,
but that social variables apparently affect land cover, and thus LST (Huang & Cadenasso, 2016).

Our best performing model for nighttime LST did not identify a significant effect for the percentage of residential building cover (PLAND_BUILDING), given information on the presence of a pool and the percentage and the shape index of grass. The less parsimonious model, however, indicates a negative association between residential building cover and LST. In contrast, Myint et al. (2013) found a positive correlation between them. The different results may reflect the different spatial scales and areas of assessment used to determine LST. Myint et al. (2013) employed 90 m ASTER-derived LST data to address segments of the urban area, not individual parcels. In addition, they combined all water sources (i.e., pools and ponds) and vegetation in a city segment regardless of their presence on individual parcels. In contrast, our study employs 6.8 m MASTER-derived LST data, which can capture roof areas from the remainder of the land covers of parcels, and did not include common water bodies and vegetation, which is not part of analyzed parcels. Our disaggregated model result is consistent with that from Atlanta, GA (USA) in which smaller buildings (e.g., residential units) were found to be beneficial for reducing nighttime temperatures because roofs release thermal energy during this time (Chun & Guhathakurta, 2016).

4.2. Limitations

This research has enlarged the number and diversity of neighborhoods and parcels examined compared to other studies, and our assessment included both daytime and nighttime LST. Yet, a more complete aerial coverage and a larger number of days on which fine-grain LSTs could be generated may provide more revealing results. While the method employed to determine emissivity and, hence, “corrected” LST is common to studies of this kind, anisotropy errors may be created by the 3D characteristics of the land architecture not considered here, such as varying canopy levels and housing density by neighborhoods (Krayenhoff & Voogt, 2016). Despite the fine-grain of our LST (6.8 m) and land-cover data (1 m), the spatial matching involves modest aggregation and averaging of LST per pixel. As well, access to parcel specific socio-economic data may have altered our results. Finally, we only examined the relationship of LST and land architecture for SFR parcels. Other parcel types, such as multiple family residential, commercial, and recreational parcels or their bundling were not addressed. Future research will extend study sites beyond SFR.

5. Concluding remarks

Understanding the relationship between land architecture and SUHI effects is important for mitigating extreme heat and its consequences, especially in desert cities but increasingly for cities residing in the tropics to mid-latitudes where global warming is expected to increase extreme heat events. Our research, using fine resolution, parcel level data and linear mixed effects models, corroborates emerging research findings elsewhere that both the composition and configuration of land systems affects LST, contributing to SUHI. It elaborates those findings, however, by demonstrating that (1) controlling for land composition, land configuration at the parcel level proves to be a significant factor affecting LST, and (2) socioeconomic neighborhood characteristics are not significant in explaining daytime and nighttime LSTs for SFRs, given information on land composition and configuration. Such controls also indicate that the interplay among explanatory variables results in their different directional influences on LST at different times of day, as well as by different land architecture metrics. These results point to characteristics of individual land covers and their parcel aggregates that ameliorate LST, foremost during the night. Taken together, they indicate the need for more research on the fine-grain land architecture of the “city-scape”, its impacts of the SUHI, and its possible use to reshape individual parcels, neighborhoods, and urban areas to achieve a more temperature friendly outcome for desert cities.

Acknowledgements

This research was supported by the National Science Foundation (NSF) under Grant No. SES-0951366, NSF DNS Grant No. 1419593 and USDA NIFA Grant No. 2015-67003-23508, and by the Central Arizona-Phoenix Long-Term Ecological Research project (NSF BCS-1026865). The research was undertaken in the Environmental Remote Sensing and Geoinformatics Lab with additional support from the Gilbert F. White Fellowship, Arizona State University.

References


Solecki, W. D., Rosenzweig, C., Parshall, L., Pope, G., Clark, M., Cox, J., et al. (2005). Mitigation of the heat island effect in urban New Jersey. Environmental Hazards, 6, 39–49.