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Biological redox machines require efficient transfer of electrons and holes for function. Reactions involv-
ing multiple tunneling steps, termed “hopping,” often promote charge separation within and between
proteins that is essential for energy storage and conversion. Here we show how semiclassical electron
transfer theory can be extended to include hopping reactions: graphical representations (called hopping
maps) of the dependence of calculated two-step reaction rate constants on driving force are employed
to account for flow in a rhenium-labeled azurin mutant as well as in two structurally characterized
redox enzymes, DNA photolyase and MauG. Analysis of the 35 A radical propagation in ribonucleotide
reductases using hopping maps shows that all tyrosines and tryptophans on the radical pathway likely
are involved in function. We suggest that hopping maps can facilitate the design and construction of
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artificial photosynthetic systems for the production of fuels and other chemicals.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Many biological redox reactions rely on charge transport over
long distances. Examples include the photosynthetic systems of
plants [1] and the respiratory machinery in bacteria, yeast and
higher eukaryoticcells[2]. The emergence of macromolecular X-ray
crystallography and ultrafast spectroscopic techniques as key bio-
chemical tools has opened the way for investigation of ET pathways
in the biomolecules that function in photosynthesis and respiration.
Examination of the X-ray structures of complexes I-1V [3] and ATP
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synthase [4] in the mitochondrial respiratory chain [5] illustrates
the complexity of the multi-step electron transfer (ET) cascade that
couples O, reduction and ATP synthesis. In both redox machines,
more than 10 single ET steps take place during their catalytic cycles.
Understanding the factors that control the flow of electrons and
holes in these and other biomolecular systems is one of the holy
grails of 21st century chemistry [6].

Electron/hole separation in biological redox machines often
is achieved through multiple ET steps (hopping) with minimal
losses in free energy. Hopping is especially important in the func-
tion of light harvesting biomolecules, which efficiently separate
electrons/holes on millisecond or longer timescales. Our research
employing protein scaffolds modified with metal-based photooxi-
dants or photoreductants has greatly enhanced the understanding
of single-step ET in proteins [7,8]. We have recently extended our
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work on single-step ET to protein systems where charges are trans-
ferred via two tunneling steps [9]. Herein, we present a detailed
description of our two-step hopping model, and its application to
natural systems.

2. Hopping maps

Semiclassical theory is the starting point for understanding
single-step ET reactions in chemistry and biology [10]. The specific
rate of ET (kgr) between a donor (D) and an acceptor (A) (Eq. (1),
kg, T and h have their usual meanings) depends on the driving force
(—=AG°), the reorganization energy (1), the distance (r), and compo-
sition of the intervening medium between electron/hole donor and
acceptor. Hag is the electronic coupling between reactant (D~|A)
and product (D|A™) at the transition state. Hppg is related to the dis-
tance between D and A by Eq. (2), where g is the decay constant
for tunneling, rq is the limit of contact (taken as the sum of van
der Waals radii), and r is as given above. Hag(r() is the electronic
coupling matrix element at r=ry. In general, AG° and A depend on
D and A molecular composition and local environment, while Hag
is a function of D-A distance and the structure of the intervening
medium.

3 a3, —(AG® + 1)
Ker =\ fZ5 a7 A8 CXP ( 2hksT (M
Hpp = Hag(ro) - exp(—0.58(r — o)) (2)

Eq. (1) has been extensively used to calculate single-step ET rate
constants [11]. If there is an additional site between D and A that
can accommodate an electron/hole as an intermediate, the overall
transfer from D to A can occur in two shorter-distance (and poten-
tially faster) tunneling steps. This two-step tunneling is referred to
as “hopping”. Since each of the hopping steps obeys the ET rate
dependence based on its individual values of AG°, A, and r, we
can calculate the two-step reaction rate and compare it to that for
single-step tunneling, to see if there is a “hopping advantage.”

Two-step hopping requires three sites: the initial electron/hole
donor (D), arelay station to which this electron/hole is temporarily
transferred (1), and the final electron/hole acceptor (A). Oxidized or
reduced I is a real intermediate that, in principle, can be detected
spectroscopically. Note that our notation throughout the discussion
assumes that the reaction starts from the electron/hole donor, D. It
is helpful to think of these three sites together as a single system
that can be described by the location of the electron/hole, as in Eqs.
(3a)-(3c¢).

X=D""..1..A (3a)
Y=D..I""...A (3b)
Z=D-.1..A"/" (3¢)

We write the hopping reactions as follows:

ki k
X2y=27 (4)

ky ky

The corresponding rate equations are given in Eqs. (4a)—(4c):

% = —k1[X] + ka[Y] -
% =k [X] = ka[Y] = k3[Y] + ka[Z] )
% = k3[Y] — ka[Z] -

By solving this set of differential equations, we obtain expres-
sions for each of the concentrations as functions of time (i.e. [X](t),
[Y](t), [Z](t)). To simplify the problem we assume that the initial

concentrations of Y and Z are zero and use Mathematica software
[12] to solve the equations. We are interested in the overall ET rate
constant from D to A, therefore, the function [Z](t) is particularly
useful. The expression for [Z](t) can be simplified to the following
form:

2 Ohopping = 29011 [26 - (c ~ av)exp (3 (-a - veX)
—(c+avE)exp (%(-a+fc)tﬂ (5)

where a, b, and c are defined as:

a=ky+ky+ks+kyq (6a)

b = kiks + k1kg + koky (6b)

c=a’*-4b (6¢c)

Eventually we will want to compare the rates of single-step and
two-step ET reactions; therefore, we write an analogous expression
for [Z](t) using a single-step mechanism.

’(5

ke

X =D"-...A (7a)
Z=D...A"/" (7b)

Solving the differential equations in the same manner as above,
we arrive at the single-step expression (Eq. (8)), again assuming
that [Z]o =0.

[X]oks[1 — exp(—(ks + k¢ )t)]

k5 —+ ks (8)

[Z](t)tunneling =

Comparison of [Z](t) functions for both mechanisms (Egs. (5)
and (8), respectively) shows that hopping is a biexponential pro-
cess, while single-step tunneling is monoexponential. In order to
compare these two mechanisms directly (and determine the rate
advantage for hopping), we define an average ET time (7) with units
of seconds:

_ (20— [2)()

0= Z10) = 1Zit0) ©

T= /OOF(t)dt (10)
0

Substitution with [Z](t)nopping and [Z](t)tunneling functions from
Egs. (5) and (8) gives:

k] + kz + k3 + k4
kiks + kikg + kokg

1
ks + kg

Thopping = (11)

Ttunneling = (]2)

Hopping maps express the average ET time (7) as a function of
the driving force (- AG°) for the first hopping step and for the overall
reaction at given values of Hag(rg), A, B, and r. The expressions for
T in terms of rate constants (k; through kg) can be converted to
expressions in terms of AG° and the other ET parameters (5, A,
Hag, 1). Substitution of Eq. (2) into Eq. (1) and collection of constants
yield a general equation for single-step ET:

(AG® + A
A0k T

473
Co= \/W(HAB(ronz (14)

ket = Co exp <—,3(T—ro)— (13)
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We also define expressions for the reverse rate constants (ko, k4)
in terms of forward rate constants (kq, k3) by using the relationship
between AG° and the equilibrium constant:

B AG°py
ko =kq exp( kol ) (15)
_ AG°p
kq = ks exp ( - ) (16)
AG°pa = AG°p; + AG°|a 17)

where AG°p; and AG°j4 are the standard free energy changes for
the first and second hopping steps, respectively, and AG°py is the
overall reaction free energy change. Again, this can be either an
electron donor or a hole donor depending on the particular system.
Substitution of Eqs. (13)—(16) into Eqs. (11) and (12) and subse-
quent simplification yields t in terms of ET parameters (Egs. (18)
and (19)). These expressions have been simplified by assuming the
same B, A and Hag(ro) values for all ET reactions in the system. Sub-
stitution of AG°j5 in Eq. (18), using Eq. (17), gives Thopping N terms
OfAGODI and AGODA.

that hopping can substantially accelerate ET provided that the
intervening step is no more than ~200 meV endergonic.

The hopping map for Rel(His124)(Trp122)AzCu' (Fig. 2)
shows the calculated time constant for production of
Re0(His124)(Trp122)AzCu"  from *Re!(His124)(Trp122)AzCul.
ET distances (r; =8.1A, r, =12.8 A, rr =19.4 A) were taken from the
crystal structure of Re! labeled azurin [9]: r1 (or y) is the average
distance from Re (or Cu) to the 9 atoms in the Trp indole ring; rt
is the net Re—Cu distance [17]. The decay constant (8) is 1.1 A1,
the reorganization energy (1) is 0.8eV and Hag(rg)=190cm™!
(24 meV); these values are from our work on ET through proteins
[7,8]. The driving force for the first step (Trp122 — *Re), —AG°py, is
28meV and AG°p, (the difference in *Re/Re® and AzCu'! reduc-
tion potentials) is ~1 eV [18]. The time constant for Cu! production
from the hopping map (51 ns) is in excellent agreement with the
experimental value (31 ns).

Two portions of the hopping map are shown in white; these
are regions where hopping is not observed. The upper right hand
corner is the region where Thopping/Trunneling > 1, in other words

o _ exp(B(rs = 10) + ((AG1a + A)*/4ART))(1 + exp(AG pi/RT)) + exp(B(r1 —ro) + (AG"pi + 1)?/4ART))(1 + exp(AG1a/RT))
hopping = Co(1 + exp(AG®14/RT) + exp(AG°pa/RT))

(18)
Ttunneling = ! (19)

The distancesrq, 1, and rr are those between the donor and inter-
mediate, the intermediate and acceptor and the donor and acceptor,
respectively.

The dependence of Thopping 0N AG°pa and AG°p; can be repre-
sented graphically on a hopping map: we construct contour plots of
—10g10(Thopping) With —AG°pp as the x-axis, —AG°py as the y-axis
[13]. In using hopping maps, keep in mind that the ET distances
are from X-ray structures and do not account for specific ET path-
ways [14,15]. Another issue is the paucity of reliable reduction
potentials for redox cofactors in different protein environments.
Our treatment of MauG in Section 4.2 shows that a hopping map
defines the driving forces necessary for efficient hopping, but that
rate constants cannot be predicted without knowledge of cofactor
reduction potentials.

3. A two-step hopping model: Rel(His124)(Trp122)AzCu!

We constructed a hopping map to account for our observation
that situating a Trp residue between a histidine-ligated rhenium(I)
photosensitizer and copper(l) in Pseudomonas aeruginosa azurin,
Rel(His124)(Trp122)AzCu!, accelerated ET by >102-fold over the
single-step reaction [9,16]. In this model hopping system it was
possible experimentally to determine all the elementary rate con-
stants (Fig. 1).

Oxidation of Cu! by electronically excited Re! (*Re) occurs
in less than 50ns in Re!(His124)(Trp122)AzCu! azurin, but Cul
production was not observed in the phenylalanine-substituted
variant, Re!(His124)(Phe122)AzCul. Values of the forward and
back rate constants of ET from Trp122 to *Re show that it
is exergonic by 28meV [9]. Photoreduction of the Re! chro-
mophore also was observed by time-resolved IR spectroscopy in
Rel(His124)(Trp122)AzM! azurins (M= Cull, Zn!'), an observation
consistent with a mechanism in which Trp122 — *Re ET is the first
step in the hopping reaction [9b]. A key conclusion from this work
was that hopping facilitates long-range photoinduced ET that oth-
erwise would not compete with the decay of the *Re photoxidant.
However, for exergonic intermediate formation (3CS in Fig. 1), the
overall yield could be limited by competition between the second
ET step and charge recombination. Finally, our analysis indicates

Co exp(—B(rr — Ro))(exp(—(AGopa + A)* /4LRT) + exp(—(AG°pp — A)* /4ART))

where hopping is predicted to be slower than single-step tunnel-
ing. The bottom left hand corner, to the left of the solid black line,
is the region in which the second hopping step is endergonic, so
the intermediate is an electron/hole sink. This line corresponds
to —AG°p;=—AGps, and is the same in all maps. All non-white
regions of the hopping map indicate combinations of AG°pa and
AG°p; that favor hopping, and the ET time constant can be extracted
from the contours. For example, the area between the two inner-
most contour lines corresponds to a —log(Tpopping) interval of
8.0-8.2, or Tpopping =6-10ns.

We have reported detailed investigations of hopping through
position 122 (Trp, Lys, Phe, Tyr) in Rel-modified azurins [9b]. A
key conclusion from that study was that -7 interaction between

14ns

305 31 ns
50 ns %
ET product

L3Ry

Fig. 1. Optical excitation of Re'(His124)(Trp122)AzCu' produces a singlet charge
transfer excited state (1CT) that undergoes ~100 fs conversion to a hot triplet that
relaxes on the ps timescale. The relaxed 3CT state is in equilibrium with a charge-
separated state 3CS (the hopping intermediate) that undergoes Cu' — Trp122°* ET
in 31 ns. Single-step back ET regenerates the ground state (3.1 jus time constant).
Shown also are low-yield ultrafast forward ET steps from hot states and charge
recombination from the 3CS state.

Adapted from [9].
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Fig. 2. Hopping map for Re'(His124)(Trp122)AzCu' azurin (*Re=His124*Re(4,7-
Me,-phenanthroline)(CO);*). The parameters used to generate the map are given
in the text. The contour lines are plotted at 0.2 log unit intervals of Thopping. The
black dot represents the predicted time constant based on experimental reduction
potentials.

Re(4,7-Me,phen)(CO);(His124) and Trp122, as well as good over-
lap of energy levels of Trp and *Re, greatly contributes to the
efficiency of hopping. Indeed, DFT calculations indicate that elec-
tron density propagates from Trp122 directly to *Re, as shown in
Fig. 3. Such ET-promoting specific interactions can, in principle,
be included in the hopping maps by increasing Hp(rg) or using
a shorter effective rp; distance. Time-resolved IR spectra of the
excited Re chromophore also have revealed that ET from Trp122
occurs on a timescale similar to that of the structural and solvation
dynamics of Re(4,7-Me; phen)(CO)3(His124) at the protein surface.
Such medium dynamics could further facilitate ET [19].

Although tyrosine-mediated hopping occurs in ribonucleotide
reductase (RNR, see below) and other biological redox machines,

3Cs-GS

3CT 3¢S

Fig. 3. Top: electron density redistribution (relative to the ground state) in the >CT
and 3CS states of Re!(His124)(Trp122) fragment. Regions of decreased and increased
electron density are shown in blue and red, respectively. Bottom: spin density dis-
tributions.

Adapted from [9b].

0.2F
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05 1 15
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Fig. 4. Hopping map for Re'(His124)(Trp122)Cu' azurin (*Re =His124*Re(4,7-Me,-
phenanthroline)(CO)s*) assuming r; =6.3 A, r, =10.8 A and rr = 19.4 A. The other ET
parameters are the same as before (Fig. 2). The contour lines are plotted at 0.2 log
unit intervals of Tpopping. The black dot represents the predicted time constant based
on experimental reduction potentials.

the process is not observed in Rel(His124)(Tyr122)AzCul, even
though H*/e~ oxidation of Tyr at pH 7 is more favorable (by
150 meV) than that for 1e~ oxidation of Trp. The lack of activity
in the Tyr122 protein likely is due the absence of a suitable pro-
ton acceptor near the phenolic proton [20]. Hopping also does not
occur if lysine or phenylalanine is at position 122.

3.1. Effects of ET distances

Defining ET distances is problematic when aromatic amino acids
are involved, because upon oxidation the electron does not neces-
sarily come from a single atom. Also, a specific ET pathway may be
operative with an “effective” ET distance [14,15]. In our treatment
of Rel-labeled azurin, we used the average distance between the
9 atoms in the Trp indole and Re' or Cu! in the X-ray structure
(ry=8.1A, r,=12.8A, rr=19.4A). As an alternative formulation,
edge-to-edge or “closest” distances could be used. In this case
r1=6.3A, 1, =10.8A and rr = 19.4 A (the hopping map for these dis-
tances is shown in Fig. 4). The calculated time constant for Cull
formation in the modified azurin is 5 ns, which is near the observed
value (31 ns) and a factor of 10 smaller than that from the original
map (Fig. 2).

Formulations of ET distances different from the above exam-
ple also can be tested. We could take the 6 indole atoms closest
to Re! to calculate rq, and the 5 indole atoms closest to Cu! for
15, such that r{=7.4A, r,=11.8A and rr=19.4A. These distances
would be consistent with the calculated HOMO of indole, as well
as calculated and experimental values for the spin density on the
Trp cation radical [21], and with the proposed Re-Trp122 coupling
(Fig. 3) [9b]. In this case the calculated time constant for Cu! pro-
duction is 24 ns. Instead, picking a single atom like C3 (the carbon
that attaches indole to the peptide backbone) gives a time constant
of 54 ns [9], not far from that using average distances. We have
found that changes of less than +1A in ET distance give hopping
time constants that vary at most by a factor of 10. The basic shape of
the hopping region in the map changes very little with such small
changes in ET distance.

4. Hopping in natural systems

ET reactions in two proteins, DNA photolyase and MauG, have
been thoroughly investigated. Both proteins have also been struc-
turally characterized. In the case of DNA photolyase, reaction
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Fig. 5. Structure of A. nidulans DNA photolyase highlighting the three-Trp “wire”
that may be responsible for enzyme activation (PDB ID 1TEZ [30]).

driving forces are known, which will allow us to construct hop-
ping maps. For Maug, site-directed mutagenesis studies indicate
that hopping is critical to function, but ET driving forces are not
known. Our hopping maps for this protein place limits on driving
forces that are relevant to redox function. We also have made a hop-
ping map for a section of the >35 A radical chain in ribonucleotide
reductase (RNR). Our hopping map predicts ET steps that likely are
critical for function of this very complex molecular machine.

4.1. DNA photolyase

Cyclobutane pyrimidine dimer (CPD) DNA photolyases carry out
repair of cyclobutane pyrimidine dimers in bacteria [22]. CPDs are
typically thymine-thymine dimers, which have long been known
to be common UV-induced DNA lesions, and are contributors to
cancer in humans [23]. DNA photolyases exhibit rich ET chemistry;
photogeneration of the reduced FADH~ cofactor could be accom-
plished via long-range ET (Fig. 5), and CPD dimers are broken by
reductive ET from photoexcited FADH™ (Fig. 6).

It was first recognized that ET from a Trp residue might be
involved in reduction of the FAD cofactor to catalytically active
FADH~ [24], an observation that was supported when enzyme
X-ray structures became available [25]. However, increasingly
detailed studies employing time-resolved spectroscopic tech-
niques showed that a “molecular wire” with three Trp residues
can reduce bound, oxidized flavin, resulting in an active enzyme
(Fig. 5) [26]. Studies of site-directed mutants using polarization
spectroscopy [27], as well as independent theoretical work [28],
confirm that all three Trp residues in the chain are necessary for
net hole transfer function. It should be noted that this pathway
might not be physiologically relevant since the flavin could be fully
reduced within the cell.

FADH- (D)

cyclobutane
pyrimidine dimer

3
r=1174
L 7.6 A
5 (A)

Fig. 6. Structure of A. nidulans DNA photolyase complexed with DNA (PDB ID 1TEZ
[30]). Only the thymine-thymine containing portion of the DNA is highlighted. The
electron donor, intermediate and electron acceptor are denoted D, I and A. Distances
are discussed in the text.

*FADH~

2.5V
2.6eV

FADH- — » FADH"
0.08Vv

Fig. 7. Modified Latimer diagram for FADH- from solution reduction potential and
fluorescence measurements. Potentials are vs. NHE.

Trp residues in the photolyase “wire” do not have any potential
proton accepting groups within 3 A of the TrpNH. For photolyase,
experimental work suggests that hole transfer is rapid enough
(~30ps [32]) to compete with deprotonation of the transient
TrpNH** radical(s). An integral aspect of the ET pathway seems
to be that no protons are lost from transiently generated TrpNH**
prior to oxidation of the final Trp in the chain. Based on solu-
tion values, the reduction potential of the neutral TrpN® radical
(E°(TrpN*/=)=0.43 V vs. NHE) is not high enough to oxidize TrpNH
(E°(TrpNH**/TrpNH) = 1.15 V), which is dominant at biological pH
[29]. Thus, ifthe TrpNH** generated in DNA photolyase were depro-
tonated prior to the next ET step, it is likely that the “wire” would
be interrupted.

Two studies of the mechanism and dynamics of T-T repair have
appeared recently [31,32]. The ET steps are very rapid and scission
of the T-T dimer is thought to occur in less than 100 ps. Interest-
ingly, the latter report [32] indicates that the adenine moiety of
FADH™ could be involved in the first ET step in T-T dimer repair.
One interpretation is that the electron is effectively hopping from
the FADH™ excited state to adenine, then to the distal (5’) side of
the T-T dimer (Fig. 6). This pathway is suggested by substitution of
a T-T CPD dimer with U-T, T-U and U-U CPD dimers. Substitution
of uracil, which has a higher (more positive) reduction potential
than thymine [33], at the 5’ end of the CPD dimer results in faster
ET, consistent with initial reduction of the 5’ base.

Computational work does not favor a hopping pathway. Density
functional calculations suggest that adenine plays a role in modu-
lating the electronic coupling of the forward ET reaction, but ET
actually proceeds through the 3’ base [34]. Ab initio calculations
also favor direct ET from the proximal side of the excited flavin,
where the radical is localized, to the 3’ end of the CPD dimer [35].
However, based on experimental and theoretical investigations of
reduced flavin excited states, it was suggested that DFT calcula-
tions do not fully account for the observed photochemistry [36].
Thus there is still room for discussion of candidate ET mechanisms,
and we consider two scenarios in the following analysis.

Data are available that can be used to construct a modified
Latimer diagram for flavin (Fig. 7). On the basis of the fluores-
cence spectrum of DNA photolyase, the excited-state energy can be
estimated to be 2.6 eV [37]. This is corroborated by the analogous
spectrum of reduced flavin anion in ethanol [38]. The one-electron
reduction potential of the neutral flavin semiquinone radical FADH®
in DNA photolyase has been determined in the presence of sub-
strate to be +0.08 V vs. NHE [39]. Thus, the reduction potential of the
excited state of the reduced flavin anion is estimated to be —2.5V,
comparable to that of adenine [33]. The one-electron reduction
potentials of T-T dimers and related thymine model complexes in
aprotic solvents also have been reported, and the reduction poten-
tial of the T-T dimer is ca. —2V [40]. Using these values, the first
hopping step (*FADH™ — A~) has —AG°p;=0eV and the second
step (A~ — T-T) has — AG°j5 = 0.5 eV with relatively large associated
uncertainties (+£0.1eV).

We now consider which distances best describe the ET reaction.
Results from Stark spectroscopy suggest that the unpaired spins
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Fig. 8. Hopping map for DNA photolyase. A=0.8eV and 8=1.1A-" with distances
r1=6.2A,r,=7.6A, rr=11.7 A were used to generate the map. The contour lines are
plotted at 0.2 log unit intervals of Thopping. The black dot represents the predicted
time constant with —AG°p;=0eV and —AG°pa =0.5 eV (see text).

in flavin excited states are localized on the central and pyrimidine
rings [36]. EPR studies of adenine radicals show that spin density is
on N3, C6 and C8 [41]. If we take the adenine N3 and C6 as the pri-
mary acceptor sites of the electron from *FADH™, then the distance
is 6.2 A. The average distance from N3 and C6 to the 6 atoms in the
5 Tin the T-T dimer is 7.6 A, and the average distance from the 10
atoms in the flavin (excluding the o-xylyl ring) to the 6 atoms in the
5 Tis 11.7 A [42]. Taking 0.8 eV for the reorganization energy and
1.1 A= for the distance decay constant, we construct the hopping
map shown in Fig. 8. From the aforementioned driving forces, ET in
DNA photolyase lies very near the boundary between the hopping
region and the single-step ET region. The system could function in
either limit (one- vs. two-step tunneling) with +0.1 eV uncertain-
ties in the driving forces. For reference, the point in the hopping
map closest to the black dot predicts a time constant of ~4ns, a
factor of 16 slower than the observed time constant of 250 ps [32].

Egs. (1) and (2) can be used to predict single-step ET time con-
stants for the pathways suggested from the above work. Taking
values for the reorganization energy, decay constant, and single-
step distance from FADH~ to the 5 T as before, single-step ET
is predicted to have a time constant of 100 ns, much larger than
observed experimentally.

In the foregoing discussion of ET distances in azurin, we noted
that variations in ry, rp or rr do not qualitatively perturb a hop-
ping map; importantly the basic shape (or area where hopping is
predicted) does not change with <1 A variations in distances. The
same is true for the DNA photolyase hopping map. Small variations
in ET distances produce maps similar to Fig. 8 where DNA pho-
tolyase is predicted to function at the border between single-step
and two-step tunneling. Furthermore, if single-step tunneling were
operative, the distance would need to be about 6.5 A to reproduce
the experimental value; this distance is much shorter than in the
X-ray structure if ET proceeds via the 5' T.

We suspect that the problem is our assumption of A =0.8 eV for
the ET steps. Roth and Klinman have shown that ET in the flavopro-
tein glucose oxidase has A between 0.6 and 1.4 eV for reduction of
0O, by FADH™ [43]. Unfortunately, data are not available that would
allow us to estimate A for self-exchange reactions for 0,~/0 and
FADH~/® within the enzyme. However, since 0,~/0 has a large A in
solution (2 eV [43]), it is likely that A for FADH~/* within a protein is
below 1eV. Taking A =0.5 eV for net ET in DNA photolyase changes
the shape of the map such that hopping is preferred with the same
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Fig. 9. Hopping map for DNA photolyase. A =0.5eV (all other ET parameters are
the same as in Fig. 8). The contour lines are plotted at 0.2 log unit intervals of
Thopping- The black dot represents the predicted time constant with —AG°p;=0eV
and —AG°pa =0.5eV (see text).

driving forces as before (Fig. 9). The revised map, with A=0.5€eV,
accounts for the observed 250 ps time constant (7., =370 ps), in
support of a hopping mechanism for DNA photolyase.

Another possibility is that the FADH™ electron is partially delo-
calized on adenine, which would enhance electronic coupling.
Moreover, factors other than A and r can be decisive in cases where
the predicted time constant occurs close to the hopping/single-step
boundary, as in Fig. 8. Protein dynamics can produce transient con-
formations in which reduction potentials or electronic coupling are
considerably altered from their equilibrium values [15,19]. These
dynamic effects can have animpact on ET rates that is not accounted
for in calculations of hopping maps. We conclude that either hop-
ping or single-step tunneling could account for DNA photolyase
function.

We emphasize that variations in A have a pronounced effect on
contour shapes of hopping maps, as documented in Figs. 8 and 9.
Thus, D-I-A hopping maps where A values are not well estab-
lished can at best only provide estimates for ranges on ET rates.
As noted above, in contrast, ET distance variations less than 1A do
not strongly affect the contour shape (although the calculated rate
constants can vary by as much as a factor of 10).

4.2. MauG

MaugG is a diheme enzyme responsible for oxidative synthesis
of the tryptophan-tryptophanyl quinone (TTQ) cofactor found in
methylamine dehydrogenase (MADH) [44]. MADH enzymes cat-
alyze the oxidative degradation of alkylamines to ammonia and
aldehydes. The biosynthesis of TTQ by MauG + preMADH (MADH
with one Trp (57) and one hydroxylated Trp (108) before forma-
tion of TTQ) was reviewed recently [45]. The generation of the
TTQ cofactor is interesting because it involves long-range interfa-
cial oxidation and coupling of two Trp residues in MADH by MauG.
Whereas many heme proteins carry out oxidative chemistry via
an Fe!V =0 porphyrin radical species (Cpd I, which is oxidized by 2
electrons above the ferric state), MauG places an oxidizing equiva-
lent on each of the two hemes in the enzyme, producing two Fe!V
centers in the active complex. The resting diferric enzyme contains
one low-spin (LS) and one high-spin (HS) heme, and the LS heme
shows an unusual His-Tyr coordination. The coordinated tyrosine
(Tyr294) is necessary for catalysis; the Y294H variant is able to
complex with MADH and tolerates 2-electron oxidation, but both
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Fig. 10. Redox cofactors in the MauG/preMADH complex include two MauG hemes, the interfacial MauG Trp and the two TTQ precursor residues (denoted with ) in
preMADH (PDB ID 3L4 M [46]). The hole donor, intermediate and hole acceptor are denoted D, I and A. Distances are discussed in the text.

oxidizing equivalents localize on the 5-coordinate HS heme and the
enzyme loses catalytic activity [46].

A crystal structure of the MauG/preMADH complex shows the
arrangement of cofactors for interprotein ET (Fig. 10) [47]. Interest-
ingly, pre-TTQ intermediates also were observed in the structure.
In terms of the redox chemistry of MaugG, the Trp between the two
hemes and the interfacial Trp between MauG and preMADH are
the most noteworthy features. Although the role of the tryptophan
situated between the hemes (Trp93) is not known, it should be
noted that cytochrome c peroxidase (CcP) from Rhodobacter capsu-
latus has a very similar 5-coordinate heme/Trp/6-coordinate heme
arrangement (PDB ID 1ZZH [48]). Replacement of this Trp with Ala
or Phein R. capsulatus CcP results in a catalytically inactive enzyme,
raising the possibility that Trp mediates ET between the two hemes
[48]. Indeed, assuming r; =11.4A, r,=10.9A and rr=21.0A in the
HS heme-Trp93-LS heme in MauG, we calculate that hopping will
be faster than single-step ET by more than 3 orders of magnitude
at driving forces less than ~200 meV endergonic (data not shown).

The case for hopping through Trp199 in the MauG/preMADH
complex is compelling, as shown by site-directed mutagenesis
studies by Davidson and Wilmot [49]. Replacement of Trp199
with Lys or Phe results in a MauG enzyme that can complex
with preMADH, but cannot support TTQ synthesis. Furthermore,
heme(Fe!!) reduction potentials of the Lys199 and Phe199
mutants are essentially unchanged from WT, and treatment of
either variant with H, O, results in production of the di-Fe!V species
necessary for catalysis. Thus, it is concluded the Trp199 supports
hole transfer from MauG to preMADH.

In the hopping map shown in Fig. 11, we have taken distances
from the heme to Trp199 (or BTrp108) as the average of those
from the heme-iron to the 9 atoms in the Trp indole ring, and
that between the two Trps as the average distance between the
9 atoms in each Trp indole [42,50]. Although driving forces for
the ET steps in MauG/preMADH are not known, we still can esti-
mate the rate enhancement attributable to hopping. Single-step ET
is predicted (Egs. (1) and (2)) to have a time constant of ~40 ms
with —AG°pa =250 meV, which is slower than hopping by at least
a factor of 102 if the first step has —AG°p;>—100meV. In other
words, hopping in MauG is predicted to be faster than single-step
ET even if the first hopping step is uphill by 100 meV, provided the
second step is not exergonic by more than 400 meV. While these
driving forces are only rough estimates, they still allow us to con-
clude that hopping is the most likely ET mechanism, in accord with
the observations of Wilmot and Davidson [49].

As mentioned above, management of protons for amino acid
mediated redox reactions is critical for hopping function. In the
MauG/preMADH system, Trp199 is hydrogen bonded across the
MauG/preMADH interface with Glu101 of the preMADH enzyme,
a structural feature that may help align the system for ET, because
the proton must remain close to the transiently oxidized amino
acid to maintain free energy. Trp93 (between the two hemes) is
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Fig. 11. Hopping map for MauG/preMADH. ET parameters: A=0.8eV;

B=11A"1, r=135A; 1r=94A; and r=210A. A dashed line at
—AG°(BTrp108 — heme)=0.25eV is drawn as a guide (see text).

H-bonded to a nearby backbone carbonyl (a poor base), so we would
expect ET to be faster than proton loss. Note that rapid production
of the di-Fe!V species from H,0, (k>300s~! [51]) implies that ET
between the two hemes is rapid.

4.3. Ribonucleotide reductases

Ribonucleotide reductases (RNRs) are responsible for conver-
sion of nucleotides to deoxynucleotides, the building blocks of
DNA. Electron/hole transfer in RNR involves a very complex cross-
interface ET pathway that arguably is best understood for the Class |
Escherichia colienzyme [52,53], which consists of two homodimeric
subunits, a2 and 32 (or R1 and R2). In all RNRs the key C-H bond
breaking step is carried out by a cysteinyl radical in the « subunit.
In Class I enzymes the cysteinyl radical is generated by a tyrosyl
(or Mn'VFe!' [54]) cofactor located over 30 A away in the 3 subunit
(12).

We will focus on E. coli RNR, but we emphasize that both simi-
larities and differences in ET mechanism have emerged from recent
work on activation and catalytic steps associated with the Chlamy-
dia trachomatis enzyme [55]. In the current mechanistic model for
E. colienzyme function [52] (Fig. 12), redox chemistry is initiated by
the B3-Tyr122 radical (an unusually persistent tyrosyl radical); and
in one proposed scheme, oxidation of 3-Trp48 is followed by hole
transfer to 3-Tyr356. The role of 3-Trp48 is still unclear, which
we will return to below. Oxidation of 3-Tyr356 results in proton
loss to a nearby base, generating the neutral tyrosyl radical. In
subsequent steps, the hole is transferred across the «/p interface,
resulting in oxidation of Tyr731 on the o subunit. The next redox



J.J. Warren et al. / Coordination Chemistry Reviews 256 (2012) 2478-2487 2485

B | a

Yiz2
Wag Easo

0. A~
[Fe-Fe] o :‘\\ oko 15 Ca
o|-1 118 N -
A i~ A &
{I N OH g
E115_< 0
Haaq OH2 0
Z— ) 0 Dzay Y730
0 Eaza Yass Y731

Fig. 12. Proposed redox pathways in E. coli ribonucleotide reductases. It is not
known whether W48 is involved in the pathway of E. coli RNR. Arrows show pro-
posed hole migration pathways.

steps are thought to occur with net H* transfer from a-TyrOH730
to a-TyrO*731, and finally from a-Cys439 to a-TyrO*730 to gen-
erate the catalytically competent a-Cys439-S* radical. The entire
process is dependent on the presence of substrate nucleotide and
allosteric effectors (deoxynucleotide triphosphates and ATP), and
conformational gating also is important for function [56]. Precisely
aligned redox cofactors can promote rapid charge transport, which
is possibly the reason why a conformational change is required for
function of the full RNR catalytic cycle.

Work on RNR demonstrates that the protons of transiently
oxidized amino acids must be managed during hopping reac-
tions. Loss of a proton from the vicinity of either a tyrosyl or
tryptophanyl radical results in a drastic loss of driving force for
subsequent oxidations. Without the ready return of a proton, the
relevant redox couples become TrpN®/~ (E° =0.43 V vs. NHE in H,0)
and TyrO*/~ (E°=0.71V in H,0), instead of the more oxidizing
proton-coupled potentials, TrpN® +2H, — TrpNH (AE*’=1.0V, pH
7)and TyrO® +¥:H; — TyrOH (AE*' =0.99V, pH 7) [29]. The aqueous
H*/e~ potential of Cys (Cys-S®+V:H; — Cys-SH) has AE*’=0.85V
at pH 7 [29]. For reference, E°(TrpNH**/TrpNH)=1.15V and
E°(TyrOH**|TyrOH)=1.4V. These E/pH data often are presented in
thermodynamic square schemes or Pourbaix diagrams [29].

Stubbe and coworkers have shown that endergonic ET steps shut
down hopping in a series of RNRs where nitrotyrosines have been
substituted for tyrosines along the ET pathway (Fig. 12) [56,57].
In these mutants the ET pathway is interrupted wherever nitroty-
rosine is introduced, probably because nitrotyrosine is more than
200 mV harder to oxidize than tyrosine at all pH [57a]. Different
fluorinated tyrosines, which also can be incorporated, provide both
the ability to tune reduction potentials of individual Tyr residues
and unique EPR handles [58]. Substitution with unnatural tyro-
sine derivatives, in concert with EPR and crystallographic studies,
has led to identification of different Tyr-conformations that could
function in the ET pathway [59].

Recent EPR experiments have shown that tyrosyl radicals at
positions 356, 730 and 731 are in equilibrium when (3-Tyr122 is
replaced with nitrotyrosine, and the relative reduction potentials
of these radicals have been estimated [60]. Substitution of nitroty-
rosine at position 122 prohibits return of the hole to that position,
forcing it to localize elsewhere along the pathway. Based on radical
localization at 3-Tyr356, it was postulated that the potential of that
residue is around 100 mV lower than either a-Tyr730 or a-Tyr731.
This proposal is in accord with our observation that hopping is
highly inefficient if intervening steps are more than ~200 meV
uphill [7,9]. Such tuning of the same amino acid (tyrosine) is pos-
sible because the reduction potentials of embedded cofactors are
highly sensitive to protein environment.

] -mg(thupping)

-AG®(B-Trp468—B-Tyr122), eV
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Fig. 13. Hopping map for B-Tyr122* — B-Trp48 — B-Tyr356 hole transfer in RNR.
ET parameters: A=0.8eV; f=1.1A-1; r; =9A; r, =16A; and rr=25A. The dashed
lines are drawn as guides at —AG° =+0.15 eV, taken as limiting values for each step
based on estimated AE®’ [60].

The role of B-Trp48 in the RNR ET pathway is still unclear.
In an attempt to shed some light on this matter, we have con-
structed hopping maps to estimate the rates of production of
tyrosyl radicals for the following hole transfer reactions: (1) -
Tyr356° via 3-Tyr122* — 3-Trp48 — 3-Tyr356; and (2) a-Tyr730°
via B-Tyr122°* — (3-Tyr356 — a-Tyr730. The map constructions
employed Stubbe’s driving force estimates [60], distance estimates
from aR2/R1 docking model [52a]and A (0.8 eV)and B(1.1 A-)val-
ues [8]. The latter two values are a starting point and have not been
validated for ET in RNR. The interfacial 3-Tyr356 is not resolved
in X-ray structures of the 3 subunit. Assuming that this interfacial
tyrosine is halfway between the subunits means that it is roughly
25 A from B-Tyr122* and 16 A from the center of B-Trp48. Recent
estimates from pulsed electron-electron double resonance (PEL-
DOR) experiments place the 3-Tyr356 about 30 A from B-Tyr122°
on the opposite pathway [60]. These measurements were possible
in the B-NO,-Y122°* protein because it is only half-site active, leav-
ing a radical at one of the two 3-NO,-Y122° sites in the dimer. The
on-pathway distance between [3-Tyr122°® and 3-Tyr356 should be
slightly shorter than the cross-pathway value, as we suggest (25 A).
The distance from the phenolic proton of 3-Tyr122 to the center of
B-Tyr122is9 A, whichis well established from structural work [52].

Our B-Tyr122* — B-Trp48 — B-Tyr356 hopping map (Fig. 13)
shows that a hole can be generated at 3-Tyr356 in about a mil-
lisecond. Turnover in WT RNR occurs with kg, =2-10s~1, much
faster than single-step ET between 3-Tyr122* and [3-Tyr356. For
reference, single-step ET over 25 A with — AG° between —0.15 and
0.15V is much slower (k=2 x 1074 to 2 x 102 s~1). Note that the
driving force estimates are formally AE°’, not AE°, as required for
rigorous ET analysis. With this approximation in mind, we conclude
that hopping beats single-step tunneling by at least a factor of 103,

If B-Trp48 is not involved in cross-subunit hole transfer, then
the hopping reaction likely would be 3-Tyr122* — B-Tyr356 — a-
Tyr730. Again, we take the B-Tyr122° to -Tyr356 distance as 25 A:
B-Tyr122* to a-Tyr730 is 30 A; B-Tyr356 to a-Tyr730 is roughly
12 A if B-Tyr356 is halfway between the subunits in the dock-
ing structure. With these distances and other aforementioned ET
parameters, hopping is not predicted to play a role in hole trans-
fer to a-Tyr730 unless the first step has a large driving force
(-=AG°>0.25¢eV).

In sum, our analysis indicates that hole hopping between 3-
Tyr122* and B-Tyr356 is likely required for RNR function. The
logical candidate for this redox intermediate is [3-Trp48, but of
course it could be some other redox-active partner. We think it
unlikely that structural rearrangement occurs during turnover such
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that B-Tyr122* and B-Tyr356 come close enough (12-15 A) to pro-
mote single-step ET, but we cannot rule that out as an alternative
to hole hopping.

5. Conclusions

We have found that: (1) hopping is favorable when interven-
ing steps are not more than 200 meV uphill if ET is to occur on
millisecond or faster timescales typically required for biological
function; (2) the fate of ionizable protons is a key consideration
for hopping involving amino acids, as loss of protons results in sub-
stantial loss of oxidative potential; and (3) optimal arrangement of
cofactors is a requirement for functional hopping. For in vivo sys-
tems, our analysis indicates that cofactors are arranged such that
hopping is favored only for a relatively narrow range of driving
forces. Ultimately, an understanding of how energetic electrons
and holes are transported in natural systems opens the way for
the design and construction of efficient artificial photosynthetic
molecular machines.
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