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Abstract—Multiple-input multiple-output (MIMO) systems are
threatened by smart attackers, who apply programmable radio
devices such as software defined radios to perform multiple types
of attacks such as eavesdropping, jamming and spoofing. In this
paper, MIMO transmission in the presence of smart attacks
is formulated as a noncooperative game, in which a MIMO
transmitter chooses its transmit power level and a smart attacker
determines its attack type accordingly. A Nash equilibrium of
this secure MIMO transmission game is derived and conditions
assuring its existence are provided to reveal the impact of the
number of antennas and the costs of the attacker to launch each
type of attack. A power control strategy based on Q-learning
is proposed for the MIMO transmitter to suppress the attack
motivation of smart attackers in a dynamic version of MIMO
transmission game without being aware of the attack and the
radio channel model. Simulation results show that our proposed
scheme can reduce the attack rate of smart attackers and improve
the secrecy capacity compared with the benchmark strategy.

Index Terms—MIMOQO, smart attacks, power control, game
theory, learning

I. INTRODUCTION

Multiple-input multiple-output (MIMO) techniques that can
improve the capacity and reliability of wireless communica-
tions [1] are still threatened by smart attackers, who use smart
and programmable radio devices such as software defined
radios (SDRs) to flexibly choose their attack methods or even
the types of attacks, such as eavesdropping [2], jamming [3]
and spoofing [4], [5], according to the ongoing transmission
status and the radio channel states. For example, the multiuser
MIMO system is vulnerable to active sniffing attacks, in which
eavesdroppers report faked channel state information to access
points to improve their own capacities [2]. Another example is
the eavesdropper who sends spoofing signals and pretends to
be an amplify-and-forward relaying node [6]. A smart attacker
can also combine passive eavesdropping with active jamming
to attack massive MIMO systems [7]. However, most MIMO
power allocation strategies [8] have been designed for attack-
free radio environments.

Game theory can be used to analyze wireless security under
uncertain types of attacks [9]-[13], and the secrecy capacity
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of wireless communications against both active and passive
attacks [14]. Reinforcement learning based attacker type iden-
tification developed in [10] improves the transmission capacity
under an uncertain type of attacks in time-varying radio
channels. The intrusion detection system investigated in [14]
helps legitimate users resist smart eavesdroppers by switching
the transmission mode. The relay architecture presented in
[15] applies fictitious play to improve secrecy capacity against
both eavesdropping and jamming. The interactions between
a transmitter and an eavesdropper are formulated in [16] as
a zero-sum game, yielding a power allocation strategy to
improve the secrecy capacity.

In this paper, we investigate a secure transmission game for
multiple-antenna systems against smart attackers who choose
their attack methods and perform eavesdropping, jamming or
spoofing according to the status of the MIMO transmitter
and the radio channel states. The Nash equilibrium (NE) of
the static secure MIMO transmission game is derived and an
existence condition is analyzed to investigate the impact of
the number of antennas and the attack costs on the resistance
against smart attacks.

As a model-free reinforcement learning technique, the Q-
learning algorithm can derive the optimal strategy with prob-
ability one if all the feasible actions are repeatedly sampled
over all the states in the Markov decision process [17]. A
Q-learning based power control scheme is proposed for the
MIMO transmitter to resist smart attacks without being aware
of the attack and channel models in the dynamic secure MIMO
transmission game, in which the transmit power level is chosen
based on the quality function of each action-state pair that is
updated via the anti-attack communication history. Simulation
results show that our proposed scheme can improve the secrecy
capacity and reduce the attack rate of smart attackers in the
MIMO transmission game.

The contributions of this work can be summarized as
follows:

(1) We formulate a secure MIMO transmission game against
smart attacks, and derive the NE of the static MIMO game.

(2) We propose a Q-learning based power control scheme
for the MIMO transmitter to improve the secrecy capacity
against smart attacks in the dynamic game.

The remainder of the paper is organized as follows: We
present the system model in Section II, and investigate a secure
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Fig. 1. TIllustration of the secure MIMO transmission between Alice and Bob
against Eve.

TABLE 1
SUMMARY OF SYMBOLS AND NOTATION.
Notation Definition
M Number of antennas at Alice
Ny Number of antennas at Bob
N Number of antennas at Eve
Prax Maximal transmit power of Alice
Hya/ve/ca Channel matrix
Apasbelea i-th eigenvalue of the channel matrix
Signal received by Bob under
Yi/s jamming/spoofing attacks
ng/. Receiver noise vector at Bob/Eve
Xa Transmit signal of Alice
Ve Signal received by Eve
Z5/5 Transmit signal of Eve
© =10,0g,04,0s] Attack costs
G =[R Rg R, Rs] Gain vector
Cy Transmission cost of Alice
L Maximal quantized power level

MIMO game in Section III. We present a dynamic MIMO
game in Section IV, and provide simulation results in Section
V. We draw the conclusions in Section VI.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a MIMO system consisting
of Alice who uses M antennas to communicate with Bob
with N, antennas, against a smart attacker Eve who applies
programmable radio devices with N antennas to eavesdrop,
jam, spoof or keep silent in each time slot. More specifically,
Eve uses NV antennas to eavesdrop on Alice’s signals if she can
derive enough information; sends jamming signals if she can
efficiently block Alice’s signal at Bob; or spoofs Alice if the
spoofing detection rate is low. The action of Eve is denoted
by ¢ € {0,1,2,--- K}, where K is the number of attack
types. In this work, we set K = 3 and assume that Eve keeps
silent, eavesdrops, jams or sends spoofing signals, respectively,
if¢g=0, 1, 2 or 3.

Alice sends an M-dimensional signal vector denoted by
X, with transmit power P = & [xaTxa], following power
constraint P44, i.e., 0 < P < P4.. The N, x M channel
matrix Hp, consists of the channel power gains from the
transmit (TX) antennas at Alice to the receive (RX) antennas
at Bob. The i-th largest eigenvalue of HbaHﬁ is denoted by

)\?“. Similarly, the channel matrix between Alice and Eve (or
between Eve and Bob) is denoted by H., (or Hy), and the
corresponding largest eigenvalue is denoted by A¢* (or AX).

Each channel matrix is assumed to have independent and
identically distributed (i.i.d) complex Gaussian elements, i.e.,
H,, ~ CN(0,071), with ;1 = ba, be and ea. Bob can estimate
the Alice-Bob channel matrix Hy,, which is not known by
Alice who has to allocate power uniformly over M transmit
antennas. For simplicity, the /V,-dimensional receiver noise
vector at Bob, denoted by ny, is assumed to be normalized
complex Gaussian, i.e., n, ~ CN(0,I). By using the sin-
gular value decomposition of Hj, and assuming Gaussian
distributed signals, by [8], we can write the capacity of the
MIMO transmission denoted by R as

N.
P T - PAbe
R = log, det <I + MHbaHba> = ;ng (1 +—7 ) :
()

If Eve listens to Alice’s signal x,, she receives a signal y
given by

YE = Heaxa + ne, (2)

where n. is an /N-dimensional additive normalized zero-mean
complex Gaussian noise vector, i.e., n, ~ CN(0,1I). In this
case, the maximum achievable MIMO secrecy rate, denoted
by Rp, is given by [18] by

P P
Rg = 10g2 det <I + MHbaHga) — 10g2 det <I + MHEGHZ:I)

N ba N ea
PX\; P
=3 o, (1+ : )_§:10g2 <1+ : ) 3
~ M M

=1

If Eve sends a jamming signal, denoted by z;, with the
power constraint Py = & [z?;z J] to interrupt Alice’s transmis-
sion, Bob receives a signal denoted by y ;, and given by

Y7 = Hpoxq + Hpez g + my. €]

Not knowing Hy., Eve has to allocate the transmit power
uniformly over /N antennas, i.e., £ [z']z?;] = P;I/N.Based on
the signal-to-noise-plus-interference-ratio (SINR) of the signal
received at Bob, the capacity under jamming denoted by R ;
is given by [18] as

N

B T L )
TP T M)

If Eve uses IV antennas to send a spoofing signal zg with
& [zszg] = PsI/N, Bob obtains a signal denoted by y¢ from
N, antennas, which is given by

P P -t
Ry = log, det (I + MHbaHbTa (1 + JHbeHz;) )

Vs = Hpezs + my. 6)

The “secrecy capacity” under spoofing attacks, denoted by
Rg, is defined as the difference between the MIMO capacity
and the capacity between Eve and Bob, because the loss
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increases with the number of the spoofing messages received
by Bob, which is modeled as a linear function of the capacity
between Eve and Bob for simplicity. Note that a spoofer
aims to send spoofing information to Bob instead of blocking
the transmission of Alice. Therefore, if choosing to perform
spoofing attacks, Eve sends signals only when Alice is silent.
By applying singular value decomposition on channel matrices
H;, and Hp. and assuming equal power allocation, we can
rewrite the capacity of Alice under spoofing as

P Ps
Rs = log, det (I + —HbaHfa) — vlog, det (I + HbeHbe)

M
)\be
—ZlogQ( )leogz(H ~ ) )

where y quantifies the impact of each spoofing message of
unit size. For ease of reference, the commonly used notation
is summarized in TABLE 1.

III. SECURE MIMO TRANSMISSION GAME

The interactions between Alice and Eve in the MIMO
transmissions are formulated as a static secure MIMO game
denoted by G, in which Alice chooses her transmit power
0 < P < P and Eve chooses her attack mode ¢ €
{0,1,2,3}, corresponding to no-attack, eavesdropping, jam-
ming and spoofing, respectively. In each time shot, Eve
chooses her action to decrease the “secrecy capacity” of Alice,
i.e., Rg, Ry or Rg, and to reduce her attack cost and the
resulting penalty if detected.

Let f(gq) denote the cost for Eve to perform attack g. For
simplicity, we set f(q) = 0, 0g, 0; and g, respectively, for
g = 0, 1, 2 and 3, where 0g, 6; and fg are the costs of
Eve to launch eavesdropping, jamming and spoofing attacks,
respectively, which consist of the transmission or receive costs
and the risks of being detected. For compactness, we define
the attack cost vector as ® = [0,0p, 0, 60s].

The utility of Alice in the static game, denoted by wu,,
depends on the MIMO secrecy capacity and the transmit power
consumption, and is defined as

K
q) =2 Gil(k =q) - C,P, (8)

where C, is the cost of unit transmit power for Alice, Gy
is the k-th element of the transmission gain vector G =
[R Rg Ry Rg], and I(-) is the indicator function, which
equals 1 if its argument is true and O otherwise. The coefficient
In2 is introduced to simplify the analysis of the NE of the
game. Similarly, the utility of Eve in the static game, denoted
by u., depends on the secrecy capacity and the attack cost,
ie.,

K

ue(Pq) = —1n2) " Gil(k = q) — f(q). ©)
k=0

In summary, we consider a secure MIMO game given by

G = ({AE},{P,q},{tuq,uc}), in which Alice chooses her

total transmit power P over M antennas to maximize her

utility u,, while Eve chooses her attack strategy ¢ to maximize

t.. The NE strategy of the game G denoted by (P*,¢*) is
given by definition as
ua(P*,q") > ua(P,q"), V0 < P < Praa (10)
uc(P*,q") > u.(P*,q),  Y¢=0,1,2,3. (an

Lemma 1. The static secure MIMO game G has an NE (z*,0)
given by

N, 1
Y=, (12a)
ba *
M/t
0 S J}* S Pma:m (le)
if
N ¥ )\ee
0p>> In (1 + ]\j) (13a)
i=1
Ny * a >
0;,>Y In(1+ PN
= L M(N + PyA¥) + 2 NAbe
(13b)
N,
- Pg Ak
fs >~ In <1 + iv ) (13¢)
1=1
N, 1 N,
e <Oy <Y A/M. 13d
;M/A%’HPW <N (130

i=1

Proof: If Eqgs. (13a)-(13c) hold, by (9), we have

Ue(z*,0) — ue(z*, 1)—9E—Zln<1+ ?4%)20

=1
Ue(2™,0) — ue(z*,2) = 0,—
N
- 2 PyAbaNbe
In(1 e >0
iz n( Y, N+PJA‘?6)+:E*NA¢@ =
P /\be
ue(z*, 3—05—721 ( s >>O.

Thus, (11) holds for (z*,0).
By (8), we have

ue(z*,0) —

Oua(P,0) & 1
Sa o N 14
opP ; M/Xee + P Ca (19
0uq(P,0) ol 1 2
- N (— ) < 1
oP2 ; (M//\g?a + P) =0, (15)

indicating that du,(P,0)/0P monotonically decreases with
P. Thus if (13d) holds, by (14), we have

N,
Qua(P,0), QA
T|P:0 B ; M (16)
N.
8ua(Pa 0) - !
_ _ fy ar/\ba 1T D Ca < O’ 17
oP |P7P,na”” lzzl M/)\lim + Praa "

showing that Ju,(P,0)/0P = 0 has a unique solution given
by (12a). By (15)-(17), we see that u, (P, 0) increases with P,
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if P < x*, and it decreases with P if P > x*. Thus (10) also
holds and (z*,0) is an NE of the game. [ |

As shown in Lemma 1, the attack motivation is suppressed
if the attack costs are higher than the transmission cost of
Alice (i.e., Egs. (13a)-(13c)). Otherwise, under serious radio
channel degradation and serious potential information leakage,
(i.e., Egs. (13d)), Alice stops transmission.

Lemma 2. The NE of the static secure MIMO game G is
( maxs )UC

maera
O > 21 < ) (18a)
ut PmarPJ)‘?a)\?e
72 In
P M(N + PyAP) 4 Ppgp NAL
(18b)
N,
a Pg\be
s > ’yzlln (1 + SN ) (18¢)
il 1
S 18d
2NN T P (15

Proof: Similarly to the proof of Lemma 1, if Egs. (18a)-
(18c) hold, by (9), we have

ue(Pm,am; 0) - ue(Pmama 1)
al Pz A5

Similarly, we(Pmaz,0) > te(Praz,2) and ue(Prag,0) >
Ue(Prnaz, 3), indicating that (11) holds. By (15) and (18d),
we see that du,(P,0)/0P monotonically decreases with P,
and thus
Ouq (P, 0) - Ouq (P, 0)
op — 0P

|P=Ppar =0, YO < P < Prgg,
(20)

indicating that (10) holds for (Py,qz,0), which is an NE of
the game.
|
As shown in Lemma 2, under low transmission costs (i.e.,
(18d)), or high attack costs (i.e., (18a)—(180)), Alice chooses
the maximum transmit power.

IV. MIMO POWER CONTROL IN DYNAMIC GAME

In dynamic radio environments Alice will have difficulty in
accurately estimating the attack model and the radio channel
information in a timely manner. As a widely-used reinforce-
ment learning technique without assuming any probability
model, Q-learning as reviewed in [19] can be used by Alice
to derive the optimal power allocation strategy via trial-and-
error in the dynamic secure MIMO transmission game, which
consists of the repeated interactions between Alice and Eve.

As summarized in Algorithm 1, the Q-learning based power
allocation is based on the system state which represents the
state of the environment and the opponent. More specifically,

at time n, Alice observes Eve’s attack mode in the last slot
¢"~! and uses it as the system state denoted by s” = ¢" !,
which serves as the basis of the decision making process. For
simplicity, Alice quantizes the transmit power into L+1 levels
and chooses the transmit power level P € {IPyq2/L}o<;< .-

The tradeoff during the learning process between exploita-
tion and exploration has an important impact on the conver-
gence of the algorithm. Therefore, the e-greedy policy [17] is
applied for Alice to choose the transmit power P" based on
the system state. Let Q(s, P) denote the quality or Q function
of Alice for system state s and action P, which is the expected
discounted long-term reward of Alice. The value function V' (s)
is the maximum of Q(s, P) over Alice’s possible actions. In
each time slot, Alice updates both the Q function and the value
function, as shown in Algorithm 1, in which the learning rate
a € (0,1] represents the weight of the current experience
in the learning process and 0 € [0, 1] is the discount factor
indicating the uncertainty of Alice about the future gains.
During the trials, Alice learns Eve’s attack mode and chooses
the transmit power to improve her long-term reward.

Algorithm 1 MIMO power allocation with Q-learning.
1: Initialize ¢° =0, Q(s, P) =0, V(s) =0, Vs, P.
2: forn=1,2,3,... do
3. Update the state s™ = ¢!

4:  Choose P™ using the e-greedy policy

5:  Transmit with power P™ over M antennas

6

7

8

Observe the attack type ¢" and u,
Update the Q function and value function:

Q(s™, P") = (1 — a)Q(s", P") + a(ua(s", P") +
oV (s"t1))

V=, ey, Q)

10: end for

V. SIMULATION RESULTS

The performance of the secure MIMO transmission game
algorithm was evaluated via simulations with M = 5, N =
N, =3, 0%, =12 02 =2, 02, =05, © =[2.2,3,3.2],
P; =3, Ps = 32, C, = 0.1 and v = 0.5. A constant
transmit power system is used as a benchmark, in which Alice
randomly chooses a transmit power level at the beginning of
each game and sticks to it afterwards.

As shown in Fig. 2, the proposed power control scheme
rapidly reduces the attack frequency of the smart attacker.
For instance, as shown in Fig. 2 (a), the proposed scheme
decreases the eavesdropping rate from 25% at the beginning
of the game to 1.2% after 3000 time slots. The attack rate
of a smart attacker can be suppressed faster by our proposed
scheme compared with the benchmark strategy having constant
transmit power. For example, the eavesdropping rate of the
proposed scheme decreases to 5% over 500 time slots, while
that of the benchmark strategy reaches 5% after 2500 time
slots. Similarly, the jamming rate and spoofing rate decrease
from 25% to 2% and 4%, respectively over 3000 time slots.
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Fig. 2. Performance in the dynamic secure transmission game for a 5 x 3
MIMO system with ® = [2.2,3,3.2], C, = 0.1, and N = 3.

The jamming rate and spoofing rate of the proposed scheme
decrease to 5% after 500 and 1300 time slots, respectively,
which are 75% and 74% faster than the constant power
strategy. The secrecy capacity increases by 110% over 500
time slots, which is 35% higher than the constant power
strategy, as shown in Fig. 2 (b).

The average performance of the dynamic secure MIMO

transmission game is presented in Fig. 3 with o7, = 9.5,
02, =35,02,=4,0 =[7,74,72], Py = 74, Ps = 7.2,
and N = 1. The average secrecy capacity increases with

the number of receive antennas, as shown in Fig. 3 (a).
For instance, if Alice sends signals with equal power over
5 antennas, the average secrecy capacity increases about 6
times to 23 as the number of receive antennas changes from
1 to 5, which is 28% higher than that of the benchmark
constant power allocation strategy. However, if Alice equally
allocates transmit power over 7 antennas, the secrecy capacity
slightly decreases to 22, because the average transmit power
allocated at each antenna decreases with the number of receive
antennas. As shown in Fig. 3 (b), the average eavesdropping
rate decreases with the number of receive antennas at Bob,

e.g., it decreases from 11.8% to 9%, as the number of receive
antennas /N, changes from 1 to 5, if Alice sends signals
over 5 antennas. Similarly, the average jamming and spoofing
rates also decrease with the number of receive antennas, as
shown in Fig. 3 (c¢) and (d). For instance, the jamming rate
decreases from 12% to 8.8% and the spoofing rate decreases
from 8.7% to 5%, as N, changes from 1 to 5. Moreover, the
eavesdropping and jamming rates decrease with the number
of transmit antennas, e.g., as shown in Fig. 3 (b) and (c),
it decreases to 8.6% and 8.5%, respectively, if Alice sends
signals using 7 antennas.

VI. CONCLUSION

In this paper, we have formulated a secure MIMO trans-
mission game, in which the transmitter chooses the transmit
power over multiple antennas to improve the secrecy capacity
and security gain, while the smart attacker selects its attack
mode among eavesdropping, jamming, spoofing and no-attack.
We have derived the NE of the secure MIMO transmission
game, and shown that the attack motivation decreases with the
number of transmit antennas. We have proposed a Q-learning
based power control algorithm for MIMO transmission, which
can improve the secrecy capacity and address smart attacks.
Simulation results show that the eavesdropping, jamming and
spoofing rates of the smart attacker against 5 x 3 MIMO trans-
mission decrease from 25% to 1.2%, 2% and 4%, respectively
after 3000 time slots in a dynamic game, which are 30%, 54%
and 51% of that of the benchmark power allocation strategy.
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