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Kinetics, mechanisms and ionic liquids in the
uptake of n-butylamine onto low molecular
weight dicarboxylic acids
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Atmospheric particles adversely affect visibility, health, and climate, yet the kinetics and mechanisms of

particle formation and growth are poorly understood. Multiphase reactions between amines and

dicarboxylic acids (diacids) have been suggested to contribute. In this study, the reactions of

n-butylamine (BA) with solid C3–C8 diacids were studied at 296 � 1 K using a Knudsen cell interfaced

to a quadrupole mass spectrometer. Uptake coefficients for amines on the diacids with known

geometric surface areas were measured at initial amine concentrations from (3–50) � 1011 cm�3. Uptake

coefficients ranged from 0.7 � 0.1 (2s) for malonic acid (C3) to o10�6 for suberic acid (C8), show

an odd–even carbon number effect, and decrease with increasing chain length within each series.

Butylaminium salts formed from evaporation of aqueous solutions of BA with C3, C5 and C7 diacids (as

well as C8) were viscous liquids, suggesting that ionic liquids (ILs) form on the surface during the reactions

of gas phase amine with the odd carbon diacids. Predictions from the kinetic multi-layer model of aerosol

surface and bulk chemistry (KM-SUB) were quantitatively consistent with uptake occurring via dissolution of

the underlying diacid into the IL layer and reaction with amine taken up from the gas phase. The

butylaminium salts formed from the C4 and C6 diacids were solids, and their uptake coefficients were smaller.

These experiments and kinetic modeling demonstrate the unexpected formation of ILs in a gas–solid reaction,

and suggest that ILs should be considered under some circumstances in atmospheric processes.

Introduction

Secondary organic aerosol (SOA) particles are formed in the
atmosphere from the oxidation of gas phase anthropogenic and
biogenic compounds,1–7 producing lower volatility compounds.
These products can form new particles or can condense onto
existing particles, causing them to grow.8–10 At and aboveB100 nm,
particles scatter light efficiently, reducing visibility,11,12 and they can
also act as cloud condensation nuclei,13–16 affecting climate and air
quality.17–21 Inhalation and deposition of particles into the human
respiratory system22–26 can cause deleterious health effects17,25–34

including increased mortality.28,35–37 Understanding the kinetics
and mechanisms governing particle growth is thus very important.

Partitioning of gases into particles is dependent on physical
properties of the particles, such as particle phase state.38–40 If the
particle is a low viscosity liquid, it will rapidly establish thermo-
dynamic equilibrium with the gas phase.4,38–47 However, recent

studies have shown that under some conditions, SOA particles can
exist in a more viscous or semi-solid phase.48–60 In the extreme
case of very high viscosity, this results in an essentially irreversible,
diffusion limited, kinetic condensation mechanism for particle
growth.1,2,39

Particles in the atmosphere can also grow via heterogeneous
chemistry involving existing particles. For example, one reaction
that can contribute to particle growth is that of acids with bases,
either in the bulk and/or at the surface of particles. While the
reactions of the inorganic acids H2SO4 and HNO3 with ammonia
and amines are well known,8,61–75 amines are known to react with
organic acids and diacids to form aminium salts,76–78 and have
been proposed to play a significant role in nanoparticle growth.10,79

Amines are ubiquitous in the atmosphere, with their main sources
stemming from agricultural and industrial processes, marine-life,
and biomass burning.80 Both carboxylic acids and dicarboxylic acids
(diacids) are found in particles in many locations around the
world.81–88 Relevant to this, carboxylates and aminium ions
have been shown to coexist in atmospheric particles.89–91

We report here the results of studies of the uptake of gaseous
n-butylamine on a series of solid diacids (C3–C8; HOOC(CH2)nCOOH,
where n = 1–6) in a Knudsen cell at 296 � 1 K. In addition to
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being found in the atmosphere, diacids are of great fundamental
interest due to differences in properties that occur based on
carbon chain length.92–97 The behavior of the uptake coefficients
with time and concentration, combined with additional probes of
the nature of the salts formed from diacid–amine aqueous
solutions, also provide insights into the mechanisms involved.
These were tested using the kinetic multi-layer model of aerosol
surface and bulk chemistry (KM-SUB),98 which quantitatively
reproduced the key experimental findings and confirmed the
physical insights provided by the experimental data.

Experimental
Knudsen cell experiments

Experiments were carried out using a Knudsen cell interfaced
to a quadrupole mass spectrometer (QMS, Extrel Core Mass

Spectrometers) which has been described in detail previously.99

The Knudsen cell was interfaced to the QMS using orifices with
diameters of either 1.40 or 6.28 mm (Fig. 1), measured using
dial calipers. Total pressure in the cell was measured using an
APG100-XLC pressure gauge (Edwards) with an active gauge
controller (Edwards) and was maintained atr0.3 mTorr to stay in
the free molecular regime.100–102 All experiments were performed
at ambient temperature (296 � 1 K). A modified Petri dish, coated
with halocarbon wax (Halocarbon Products Corporation, Series
1500), was used to hold the diacid crystals. Malonic acid (C3),
succinic acid (C4), glutaric acid (C5), adipic acid (C6), pimelic acid
(C7), and suberic acid (C8) (Fig. 2), all with a stated purity ofZ99%
(Sigma-Aldrich), were sieved using two mesh sizes (U.S. Standard)
and the crystals which passed through the larger mesh, but not the
smaller, were used. This gave average crystal sizes over a narrower
size range than from unsieved samples (Table 1). Sieves used in

Fig. 1 Schematic of the Knudsen cell – quadrupole mass spectrometer (QMS). IG = ion gauge.

Fig. 2 Structures of n-butylamine (BA) and C3–C8 dicarboxylic acids (diacids) reactants.
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these experiments gave particles with average sizes in the range
from 132 to 856 mm, depending on the diacid.

For all experiments, the solid diacid crystals formed less
than a monolayer of crystals on the sample holder. The diacids
were isolated from the rest of the cell by a moveable lid
mounted on a vacuum feedthrough that could be raised to
expose, or lowered to isolate, the diacid from the amine. Before
the introduction of amine, each diacid sample was pumped on
for 20 minutes to remove loosely bound water.

Introduction of the amine into the Knudsen cell was accom-
plished via a vacuum manifold. For experiments at (3–5) �
1012 cm�3 n-butylamine (BA), liquid BA (Sigma-Aldrich, 99%)
was placed in a 50 mL bulb and underwent three freeze–pump–
thaw cycles before filling the manifold and an attached 5 L
evacuated bulb with gas phase BA. Experiments performed at
concentrations of (3–5) � 1011 cm�3 BA involved diluting pure
gas phase BA in helium (Praxair, 99.999%) in the 5 L bulb. The
gas phase amine was introduced into the cell via a stainless
steel needle valve and allowed to condition the cell and QMS
until a steady signal was observed in the mass spectrum. The
volume of the manifold and mixing bulb was sufficiently large
that no drop in the monitored driving pressure was observed with
the needle valve open during the course of these experiments.

The beam of amine molecules exiting the cell through the
orifice was chopped with an 800Hz tuning fork chopper (American
Time Products, L40CB, model 5AR driver,) connected to a lock-in
amplifier (Princeton-Applied Research, Model 5209). This allows
for only those components that are chopped at 800 Hz to be
measured by the lock-in amplifier, thus improving signal-to-noise.
Operation of the mass spectrometer was controlled usingMerlin
Automation Data System software (Extrel, Version 3.0). The
amine signal was monitored using the H2CQNH2

+ fragment
ion at m/z 30.103

Uptake coefficients (g) were calculated using eqn (1)1,100 by
monitoring the background corrected signal intensity of the
amine when the moveable lid was closed (I0) to cover the diacid
sample and the signal intensity when the lid was opened (Ir) to
expose the diacid to the amine:

g ¼ I0

Ir
� 1

� �
Aorifice

Asurf

� �
(1)

Aorifice and Asurf are the areas of the orifice and diacid surface
area, respectively. Note that these are effective uptake coefficients
that are calculated using assumed geometric crystal surface
areas. As discussed below, the actual reactive surface areas may
be different.

By measuring the average length of 20 sieved diacid crystals
with dial calipers, and assuming a cubic structure with five
sides that can react, the average exposed surface area of a single
crystal was estimated. The total surface area was then calculated
using the average exposed surface area for one crystal multiplied
by the total number of crystals for each sample. For C3, C4, C5,
and C7 diacids, the total number of crystals in an experiment
was calculated from the measured total mass (Sartorius scale
model 1702, �0.0001 g) of diacid and the average mass per
crystal. The mass per crystal was derived separately by counting
the number of crystals used to obtain a measured mass of the
order of 0.01 g. However, for adipic (C6) and suberic (C8) acids,
the crystals were much smaller in size and photographs of the
samples of mass B0.01 g were used to physically count the
number of crystals and thus obtain the average mass per crystal.

Sources of uncertainties in the calculated uptake coefficient
arise in the variability of the signal intensities, the number of
crystals, and the measured diameters of the orifices. However,
the major source of uncertainty was the estimated total exposed
surface area, which is dependent on the average measured size
of sieved crystals and the assumption of a cubic crystal with five
sides exposed for reaction. As shown in Table 1, the 2s
uncertainties in crystal size are as large as 65%. In addition,
if crystals were assumed to be spherical instead of cubic, the surface
area would be smaller by 60%, resulting in a corresponding increase
in uptake coefficient. All sources of uncertainty were treated as
independent and the cumulative uncertainty in the uptake
coefficient was determined using propagation of errors.104

Butylaminium dicarboxylate salt formation; viscosity
measurements

Evaporation of aqueous mixtures of amines with C2, C3, and C5
monocarboxylic acids have been previously shown to form ionic
liquids.77 In order to determine whether or not BA and dicarboxylic
acids form ionic liquids, 2 : 1 and 1 : 1 molar ratios of aqueous
BA :diacid mixtures were prepared in nanopure water (18 MO cm).
Solutions were placed in a rotovap (Wheaton, SPIN-VAP) where
solvent was evaporated off at 80–90 1C. The resulting extracts were
stored under either nitrogen (Praxair, 99.999%) or ultra-zero air
(Praxair). As described below, these procedures resulted in solid
salts in some cases, and viscous liquids in others.

For mixtures resulting in liquids, viscosity was measured
using the falling sphere viscometer technique. Briefly, the
liquid is placed in a graduated cylinder and a 4.36 mm metal
sphere of known density (7.96 � 103 kg m�3) was allowed to fall
through the liquid. The relationship between velocity of the
falling sphere and viscosity of the liquid is given by eqn (2),105

m ¼ 2gr2 rs � rfð Þ
9v

(2)

where m is the viscosity of the fluid (Pa s), g is the gravitational
constant (9.8 m s�2), r is the radius of the sphere (m), rs and rf
are the densities of the sphere and fluid (kg m�3), respectively,
and v is the velocity of the sphere falling through the liquid
(m s�1). Videos of the sphere falling through the viscometer
next to a ruler and stopwatch were recorded. Playback of the

Table 1 Sieve sizes and corresponding average lengths of each diacid
crystal. Average lengths were derived from a sample size of 20 crystals

Diacid Sieve sizes (mm) Length � 2s (mm)

Malonic (C3) 425–500 519 � 222
Succinic (C4) 425–500 443 � 114
Glutaric (C5) 500–850 856 � 338
Adipic (C6) 125–250 173 � 82
Pimelic (C7) 500–850 742 � 326
Suberic (C8) 125–250 132 � 86
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videos in slow-motion allowed for determination of the
sphere’s velocity by recording the distance travelled and the
time. The density of the fluid was calculated separately from the
measured mass of the liquid and the volume measured in a
graduated cylinder.

Modeling studies

The gas phase concentration dependence of BA was investigated
using the kinetic multi-layer model of aerosol surface and bulk
chemistry (KM-SUB).98 The model treats the following processes
explicitly: adsorption and desorption of BA from the surface of
the diacid, chemical reactions at the surface and in the bulk,
and diffusion of reactants and products in the bulk. The model
treats the condensed phase with a number of layers: a sorption
layer, a quasi-static surface layer with a monolayer thickness,
and 500 bulk layers which each had a 30 nm thickness.
Sensitivity studies confirmed that the modeling results are
practically the same if the number of bulk layers is above 100.
Two reactions were included in the model as shown below:

Diacidþ BA �!k1 Product 1 (R1)

Product 1þ BA �!k2 Product 2 (R2)

For even carbon diacids it was assumed that Product 1 was solid
and unreactive, while for the odd carbon diacids Product 1 is
assumed to have lower viscosity and can further react with BA
forming Product 2. The rate coefficients (k1 and k2) as well as the
other kinetic parameters used in this study to model the
experimental data are summarized in Table 2. These parameters
include the surface accommodation coefficient, the desorption
lifetime and the viscosity of the reactants and products. These
parameters were varied systematically and iteratively to fit to the
experimental data. Note that k2 was constrained only with an
upper limit, as viscosity measurements show that the viscosity
of Product 2 (presumably the salt with stoichiometry of 2 : 1
amine to diacid) is higher than that of Product 1. This is
consistent with the measurements described below of viscosities
for salts formed with 2 : 1 and 1 : 1 amine : diacid ratios, where the
viscosities for the 2 : 1 mixture were consistently larger than for
the corresponding 1 : 1 salt (Table 4). Note however, that these are

overall stoichiometries and the salt may consist of a mixture of
the 1 : 1 salt, unreacted diacid, and possibly the 2 : 1 salt as well.

The viscosity in the bulk was calculated using an Arrhenius
approach as shown below, using eqn (3),106,107

Viscosity = exp(
P

xi log(vi)) (3)

where xi is the fraction of the reactant or product and vi is the
viscosity of the reactant or product. The viscosities were converted to
diffusion coefficients assuming the Stokes–Einstein relation.40,108

This method of calculating the viscosity has previously been
successfully implemented for modeling of the oxidation of oleic
acid.107 It should also be noted that there is a discrepancy of
approximately a factor of seven between the measured viscosity
of the 1 : 1 mixture of BA and glutaric acid (C5) and the value
required within the model to fit the experimental uptake
measurements. This may be due to deviations from the Stokes–
Einstein equation, which is expected to occur for viscosities
above B10 Pa s.108

Sensitivity studies were performed on all parameters that are
summarized in Table 2. The uptake coefficient was sensitive
to the surface accommodation coefficient, the surface rate
coefficient of reaction (R1), the viscosity of the reactant and
the viscosity of Product 1. The surface accommodation determined
the initial uptake coefficient at time t = 0 and was thus constrained
by the measured uptake coefficients at short times. The surface
rate coefficient of reaction (R1) and the viscosity of Product 1
determined the availability of glutaric acid (C5) near the surface
and were thus jointly responsible for temporal evolution of the
uptake coefficient. Sensitivity tests demonstrated that an
increase of one order of magnitude in the viscosity of glutaric
acid (C5) decreased the modeled uptake coefficient by a max-
imum of B10% at the longest reaction times. In contrast, the
modeled uptake coefficients were found to be insensitive to the
bulk rate coefficient of reaction (R1) and the Henry’s law
constant of BA, as the uptake was dominated by fast reactions
on the surface of the diacid crystal. In addition, the desorption
lifetime of BA and the surface rate coefficient of reaction (R1)
were found to be co-dependent, such that a decrease in one of
these parameters by a certain order of magnitude could be
counteracted by increasing the other parameter by the same
order of magnitude.

Table 2 Parameters used in the KM-SUB model98

Parameter Description Value

k1,b,GA Bulk rate constant for reaction (R1) for glutaric acid (C5) 9 � 10�17 cm3 s�1

k2,b,GA Bulk rate constant for reaction (R2) for glutaric acid (C5) o5 � 10�20 cm3 s�1

k1,s,GA Surface rate constant for reaction (R1) for glutaric acid (C5) 9 � 10�11 cm2 s�1

k2,s,GA Surface rate constant for reaction (R2) for glutaric acid (C5) o5 � 10�20 cm2 s�1

k1,b,AA Bulk rate constant for reaction (R1) for adipic acid (C6) 2 � 10�22 cm3 s�1

k1,s,AA Surface rate constant for reaction (R1) for adipic acid (C6) 2 � 10�16 cm2 s�1

vGA,AA Viscosity of glutaric acid (C5) and adipic acid (C6) 1 � 109 Pa s
vp1(GA) Viscosity of Product 1 for the glutaric acid (C5) reaction system 1.3 Pa s
vp2(GA) Viscosity of Product 2 for the glutaric acid (C5) reaction system (see Table 4) 39 Pa s
vp1(AA) Viscosity of Product 1 for the adipic acid (C6) reaction system 1 � 109 Pa s
td,BA Desorption lifetime 1 � 10�3 s
as,BA Surface accommodation coefficient of n-butylamine 0.3 (0.1 for Fig. 10a, see text)
HBA Henry’s law constant of n-butylamine 1 � 10�5 mol cm�3 atm�1
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Results and discussion

Fig. 3 shows typical uptake traces for BA on C3–C8 diacids at
[BA]0 = (3–5) � 1011 cm�3. There was no uptake observed on
suberic acid (C8). The difference between the signal intensity
with the lid closed compared to when it is open is a measure of
the uptake coefficient (eqn (1)). Table 3 summarizes the uptake
coefficients for all experiments.

An unexpected trend observed in Fig. 3 is the prolonged
steady and repeated uptake when the lid is opened, indicating a
lack of surface saturation on both even and odd carbon diacids.
Surface saturation commonly occurs with gas–solid reactions
such as HNO3 with NaCl.99,109–113 Saturation times for BA on
the diacids, if it occurs, can be estimated as follows. The rate of
reaction of amine molecules with the surface when the Knudsen
cell lid is open is equal to the rate of loss of reactive sites:

Rate of amine reaction (cm�2 s�1) = Rate of loss of reactive sites

(cm�2 s�1)

This equality can be rewritten as eqn (4),

kr

Asurf
Nr ¼ k0S0 (4)

where kr (s�1) is the first-order rate constant for the amine
molecules reacting with a surface, Asurf is the reactive surface
area of the sample, Nr is the absolute steady-state number of
amine molecules while the lid is open, k0 (s�1) is the first-order
rate constant for the loss of acid reactive sites, and S0 is the

initial number density of the reactive (–COOH) sites per cm2 of
the sample surface. Approximate values of S0 for malonic (C3)
and succinic (C4) acids as examples of odd and even diacids
respectively, were both obtained from published unit cell
dimensions (each diacid containing 2 molecules per unit
cell).114,115 The dimensions for malonic (C3) acid are a =
0.533 nm, b = 0.514 nm, and c = 1.125 nm.114 Unit cell
dimensions for succinic acid (C4) are a = 0.510 nm, b = 0.888 nm,
and c = 0.761 nm.115 This yields the number of diacid molecules
per cm2 (3.4 � 1014 cm�2 for malonic acid (C3) and 3.0 �
1014 cm�2 for succinic acid (C4)). S0 values are obtained when
these surface number densities are weighted by the fraction of
surface area that are acidic reactive sites, the latter estimated
from layer structures given in Thalladi et al.92 The weighting
factor for malonic acid (C3) is 0.25 and for succinic acid (C4) is
0.24. Therefore, for malonic acid (C3) S0 = 8.5 � 1013 cm�2 and
for succinic acid (C4), S0 = 7.1 � 1013 cm�2.

The first-order rate constant, kr, can be calculated from
measured values and kinetic molecular theory via eqn (5),1

kr ¼ g
1

V
Asurf

ffiffiffiffiffiffiffiffiffiffiffi
RT

2pM

r
(5)

where g is the uptake coefficient (i.e., the fraction of collisions
leading to reaction), V is the volume of the Knudsen cell (cm3), R
is the gas constant (kg m2 mol�1 s�2 K�1), T is the absolute
temperature (K), and M is the molar mass of BA (kg mol�1). Since
values of V (691 cm3), R, T (296 K), andM (7.3 � 10�2 kg mol�1)
were the same for all experiments, only g and Asurf depend on a

Fig. 3 (a) Uptake profiles for odd carbon diacids: malonic acid (C3), glutaric acid (C5), and pimelic acid (C7). (b) Uptake profiles for even carbon diacids:
succinic acid (C4), adipic acid (C6), and suberic acid (C8). [BA]0 = (3–5) � 1011 cm�3 for all experiments.
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given experiment. For example, using average values from
Table 3, kr was calculated for malonic acid (C3) to be kr = 14 s�1

(using g = 0.65, Asurf = 2.0 cm2, [BA]0 = 2.9 � 1011 cm�3) and
for succinic acid (C4) kr = 3.8 � 10�2 s�1 (using g = 1.7 � 10�4,
Asurf = 21.3 cm2, [BA]0 = 4.9 � 1011 cm�3).

The absolute steady-state number of amine molecules when
the Knudsen cell lid is raised (Nr) can be calculated from
experimental data using eqn (6),

Nr ¼ V BA½ �0
Ir

I0

� �
(6)

in which the initial amine concentration before the lid is
opened, [BA]0, is reduced by the fractional change in the amine
signal once the lid is raised (Ir/I0). With values of kr and Nr, and
a reasonable estimate of S0, eqn (4) can be solved for k0, the
first-order rate constant for reactive site loss. If surface saturation
were to occur, then the reactive site density must decay with time
as St = S0e

�k0t. It follows then, that the reciprocal of k0, solved
from eqn (4), gives the lifetime of reactive sites, t (s). For
representative experiments, we obtain t = 0.3 s for malonic acid
(C3) and t = 145 s for succinic acid (C4). However, neither
malonic (C3) or succinic (C4) acids showed signs of saturation
over many minutes of uptake at concentrations of 1011 cm�3

(Fig. 3), suggesting that more than the surface is available for
reaction. Similar conclusions apply for the rest of the diacids. For
comparison, the uptake of amines onto solid ammonium sulfate,
bisulfate, nitrate, and chloride salts have been reported to show
signs of surface saturation.116 A limitation on the availability
of reactive species at surfaces is also consistent with a size
dependence for the replacement of dimethylamine on ammonium
bisulfate clusters, where displacement of the ammonium ions from
the clusters became more difficult as cluster size increased.117

A possible explanation may lie in the nature of the surface
formed upon reaction. The interaction of a gas with a solid
is initially with the surface layer. If the reaction is restricted

to the surface, passivation occurs, effectively shutting down the
reaction. However, reaction of the surface layer makes it more
disordered and likely more porous. This can allow penetration
of incoming gas molecules deeper into the crystal structure.
Note also that if surface saturation occurs, the calculated value
of the uptake coefficient would be expected to decrease with
time. The time for surface saturation would be large at low
concentrations and smaller for higher concentrations.

As shown in Fig. 4, odd carbon diacids have much larger
uptake coefficients compared to even carbon diacids. Furthermore,
within each series (odd or even carbon numbers), the uptake
coefficient decreases with increasing chain length. Previous
DART-MS (direct analysis in real time mass spectrometry)
studies118 did not find detectable amounts of amines on the
surfaces of C4 and C6 diacids, consistent with only a few

Table 3 Uptake coefficients (g) for different concentrations of n-butylamine on different surface areas of diacids

Surface area (cm2) � 2sa Orifice area (cm2) No. of experiments [BA]0 (10
12 cm�3) � 2sb g � 2sd

Malonic (C3) 2.0 � 0.9 0.31 3 0.29c 0.65 � 0.19
4.2 � 2.1 0.31 3 0.29c 0.60 � 0.19
1.8 � 0.9 0.31 3 4.1 � 0.2 0.77 � 0.23
4.4 � 2.2 0.31 3 4.9 � 0.3 0.91 � 0.27

Succinic (C4) 21.3 � 6.4 0.015 3 0.49 � 0.07 (1.7 � 0.6) � 10�4 e

21.4 � 5.6 0.015 4 4.9 � 0.5 (3.3 � 0.9) � 10�4 e

Glutaric (C5) 2.0 � 0.7 0.31 5 0.32 � 0.03 0.099 � 0.026
4.5 � 1.5 0.31 6 0.31 � 0.03 0.11 � 0.022
2.1 � 1.0 0.31 3 3.7 � 0.2 0.37 � 0.17e

4.4 � 9.1 0.31 3 4.1 � 0.4 0.30 � 0.14e

Adipic (C6) 32.5 � 15.5 0.015 3 0.44 � 0.07 (1.9 � 1.4) � 10�5 e

30.3 � 12.6 0.015 3 4.2 � 0.3 (2.8 � 1.9) � 10�5 e

Pimelic (C7) 9.6 � 4.5 0.015 4 0.45 � 0.04 (1.1 � 0.54) � 10�4 e

9.4 � 5.1 0.015 3 4.4 � 1.1 (1.1 � 0.64) � 10�4 e

Suberic (C8) 16.0 � 10.5 0.015 4 0.45 � 0.05 r8 � 10�6 f

14.9 � 11.6 0.015 3 4.5 � 0.7 r6 � 10�6 f

a Standard deviations represent 2s for the distribution of crystal sizes in each sample. b Standard deviations represent 2s for the variation in
butylamine concentrations for those runs. c Amine concentration for all samples was constant. d The errors are statistically determined standard
deviations. However, due to the significant uncertainty in particle shape, which affects surface area, the overall uncertainty is estimated to be about
a factor of two. e Uptake coefficient decreased with time; these values represent the average of the first trial for all samples. f Represents an upper
limit.

Fig. 4 Summary of initial uptake coefficients, g, for BA on C3–C8 diacids.
Dashed lines are for 1011 cm�3 and solid lines are for 1012 cm�3. Error bars
represent a propagation of errors (2s). *Uptake coefficients for C8 represent
an upper limit.

Paper PCCP

View Article Online

http://dx.doi.org/10.1039/c6cp08663b


This journal is© the Owner Societies 2017 Phys. Chem. Chem. Phys., 2017, 19, 4827--4839 | 4833

surface layers being available for reaction. The observations of
Zhao et al.118 are also consistent with greater incorporation of
the amines into the odd carbon diacid particles, with a trend to
decreasing incorporation as the chain lengths increased.

Both even and odd carbon diacids form intramolecular
chains bound end-to-end by symmetric hydrogen bonds formed
between –COOH end groups. Adjacent chains maintain the
crystal structure due to dispersion forces between themethylene
groups of the carbon chain as shown in Fig. 5.92 The decrease in
uptake coefficient with increasing chain length within each
series is consistent with greater diacid crystal stability due
to increased dispersion forces,92 making it more difficult to
disrupt the surface in order to penetrate and react with the
crystal lattice, thus leading to less reaction and lower effective
uptake coefficients. Malonic acid (C3) has the shortest chain
and least dispersion forces; in addition, its crystal structure is
triclinic whereas all other diacids are monoclinic,92 which may
change its reactivity compared to the larger diacids.

Odd–even carbon alternations for diacids have been observed
in physical properties such as vapor pressure,95–97 melting
point,92 and solubility.93,94 One possibility for the increased
reactivity of odd carbon diacids is the arrangement and stability
of the crystal lattice. The odd carbon diacids adopt a trapezoidal
arrangement due to the twisted conformation and torsional
strain resulting from packing.92 Even carbon diacids are offset
to minimize interactions between the carboxyl groups and are

not twisted, resulting in amore stable parallelogram conformation.92

These arrangements result in odd carbon diacid lattices having
larger spacing in between the diacid chains and being less stable
than the even carbon diacid lattices. As a result of the larger spacing,
watermolecules canmore easily disrupt the packing structure of odd
carbon diacids, which has been proposed to explain their higher
aqueous solubility.93 A similar effect was seen in their solubility in
organic solvents.94 Thus, butylamine may be able to disrupt the
odd carbon lattices in an analogous manner, resulting in the
higher reactivity of the odd carbon diacids.

Another contributing factor may be the orientation and thus
the availability of the –COOH groups on the surface. Ruehl
et al.119 proposed that the orientation of diacids on the surface
of aqueous ammonium sulfate particles depended on the diacid
structure, with the odd carbon diacids having one –COOH group
pointing outside the particle while even carbon diacids have
both –COOH groups buried inside the liquid interface. However,
these orientations correspond to aqueous particles and the
surface structure may not be the same for solid particles.

Finally, the higher uptake coefficients for the odd diacids
may be due to the nature of the aminium salts formed during
reaction. Salts formed from amines and monocarboxylic acids
have been shown to exist as viscous ionic liquids at room
temperature.77 However, aminium dicarboxylate salts formed
from methyl-, dimethyl- and trimethylamine with succinic (C4),
adipic (C6), and azelaic (C9) acids were solids.77 To test for the
possible formation of ILs on the surface of the dicarboxylic acid
in the present experiments, butylaminium salts were synthesized
from evaporated 1 : 1 and 2 : 1 molar ratios of aqueous solutions
of BA and C3–C8 diacids. Fig. 6a shows that malonic (C3), glutaric
(C5), and pimelic (C7) acids all form viscous liquids at room
temperature in 2 : 1 BA : diacid molar ratios. For 1 : 1 amine :
diacid molar ratios, all three odd carbon diacid mixtures still
form viscous liquids (Fig. 6c), although pimelic acid (C7) solidi-
fied after several days. Given the ionic nature of the reaction
products, these can be considered ionic liquids.120,121 Measured
viscosities for the mixtures from odd carbon diacids are reported
in Table 4. For the 1 : 1 mixtures, the longer the diacid chain, the
higher the measured viscosity. The trend is not continuous for
the 2 : 1mixtures but the viscosity for the C3 diacid is significantly
smaller than for the C5 and C7 diacids. These observations are
consistent with previous studies showing higher viscosities for
longer carboxylate ions in ammonium-based ionic liquids.120,121

If the gas–solid reactions form an ionic liquid layer on the surface
of these odd carbon diacids in the Knudsen cell, then continued
uptake of the amine occurs into a liquid rather than with the
surface of a solid. In this case, the underlying diacid may dissolve
into the liquid layer, allowing for continuous reaction on one
sample without saturation.

This hypothesis was further tested by exposing a sample of
malonic acid (C3) crystals to a high concentration of BA in the
vacuummanifold. Fig. 7 shows malonic acid (C3) crystals under
vacuum before (Fig. 7a) and after (Fig. 7b) exposure toB41 Torr
of BA. The reaction appears to have converted the surface of the
malonic acid (C3) crystals into a viscous liquid. Note that
although suberic acid (C8) did not form a solid salt from aqueous

Fig. 5 Arrangement of diacid lattice as reported by Thalladi et al.92 for (a)
pimelic acid (C7) and (b) suberic acid (C8). Chains are linked end-to-end
via hydrogen bonding between –COOH groups and intramolecular chains
are held together via dispersion forces between methylene groups. The
odd carbon diacids have a twisted conformation and more torsional strain
than the even carbon diacids.
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solutions (Fig. 6b and d) as did the other even carbon diacids, the
uptake coefficient was too small to be measured (Table 3). When
a sample of suberic acid (C8) was exposed to B29 Torr of BA, a
similar phase change was observed (Fig. 7c and d), consistent
with the aqueous mixture of amines and diacid remaining liquid.
Given that suberic acid (C8) is expected to have the strongest
intramolecular dispersion forces and hence the most stable
crystal structure of the diacids used in these experiments, the

amine may not have enough time to penetrate and disrupt the
diacid chains to form the ionic liquid layer under the timescale
and amine concentrations of the Knudsen cell experiments. This
leads to a small measured uptake coefficient for BA on suberic
acid (C8).

As shown in Fig. 6b and d, mixtures of both 1 : 1 and 2 : 1
molar ratios of the C4 and C6 diacids with BA formed solid salts
rather than ionic liquids. The observed uptake of BA on even
carbon diacids in Fig. 3 is far less compared to the odd carbon
diacids (Table 3). This is expected if the even carbon diacid salts
are solids, while the odd carbon diacid salts are ionic liquids. In
the case of solids, the initial reaction of the gas with the surface
layer disrupts the packing, leading to a highly defective and
more porous surface. The gas then continues to penetrate
the surface layer slowly and reacts with underlying layers. The
gas–solid reaction described earlier was directed towards reactions
that converted gas–solid reactants to a solid product. However, it
appears that the products of the reactions of the odd carbon
diacids are ionic liquids rather than solid salts. This means that
once some number of surface layers have reacted, the surface is no
longer a solid, and uptake of the amine is into a liquid layer where
diffusion is faster. The measured uptake coefficient will then
depend on the true uptake coefficient of the amine onto the
liquid, the viscosity of the liquid layer, the dissolution of the
underlying solid diacid, and the kinetics of the acid–base
reaction in the ionic liquid layer.

Uptake measurements were also carried out in the Knudsen
cell at higher BA concentrations, (3–5) � 1012 cm�3. There is a
general trend towards higher initial effective uptake coefficients
at the higher amine concentrations (Table 3). The results were
particularly evident for succinic (C4) and glutaric (C5) acids. In
these two cases, the uptake profiles also show signs of surface
saturation (Fig. 8 and 9a). The higher uptake coefficients at
higher amine concentrations are unexpected, in that for typical
gas–solid reactions, higher concentrations generally lead to
smaller measured uptake coefficients as the surface becomes
passivated more quickly. It may be that in the case of succinic
(C4) and adipic (C6) acids (Table 3), which do not form ionic
liquids on our time scales, there is a greater disruption of the

Table 4 Measured viscosities (m) and densities (rf) for 2 : 1 and 1 : 1
amine : diacid mixtures

2 : 1 1 : 1

n-Butylamine/
diacid mixture m (Pa s) � 2s

rf (units of
103 kg m�3) m (Pa s) � 2s

rf (units of
103 kg m�3)

Malonic (C3) 11 � 0.6 1.1 5 � 0.2 1.2
Glutaric (C5) 39 � 6 1.1 9 � 0.6 1.1
Pimelic (C7) 24 � 4 1.0 12 � 1.6 1.1

Fig. 7 Malonic acid (C3) (a) before and (b) after exposure to 41 Torr pure
n-butylamine and suberic acid (C8) (c) before and (d) after exposure to
29 Torr pure n-butylamine via vacuum manifold.

Fig. 6 Formation of liquid and solid salts from aqueous mixtures of n-butylamine and diacids. 2 : 1 butylaminium salts for (a) odd carbon diacids and (b)
even carbon diacids. 1 : 1 butylaminium salts for (c) odd carbon diacids and (d) even carbon diacids.
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surface and penetration of the amine into the salt at the higher
amine concentrations. This would effectively expose more reactive
salt for reaction, leading to higher effective uptake coefficients.

In addition to surface saturation, there was also a change in
the appearance of the glutaric acid (C5) crystals before and after
exposure to the amine (Fig. 9b and c), with the crystal surface
appearing more liquid-like at higher amine concentrations. The
higher concentration of amine could be forcing the formation of
the surface IL layer in the glutaric acid (C5) reaction at a faster
rate than at the lower concentrations. If the rate at which the
underlying diacid is dissolving into the liquid layer is not
sufficiently fast to replenish the diacid compared to the rate at
which the amine molecules are being taken up, surface saturation
could become evident.

Fig. 10a–c show the measured and KM-SUB modeled uptake
coefficients for increasing gas-phase BA concentrations of
3 � 1011 cm�3, 3.9 � 1012 cm�3, and 8.8 � 1012 cm�3 on glutaric
acid (C5). The model predicts that as BA concentrations increase,

the reactive uptake becomes limited by the bulk diffusion of
glutaric acid (C5) to the surface.122 Thus, the uptake coefficient
decreases as the diacid reactant becomes depleted near the
surface. At the lower BA concentrations, the reactive uptake is
dominated by surface reaction limited by surface accommodation
of BA, as glutaric acid (C5) is relatively rapidly replenished at the
surface in comparison to the loss reaction (R1),122 leading to a
constant uptake coefficient over the reaction time. For the
lowest BA concentration, the surface accommodation of BA

Fig. 8 Uptake of 5� 1012 cm�3n-butylamine on succinic acid (AsurfB 21 cm2).

Fig. 9 (a) Uptake profile for 4 � 1012 cm�3 n-butylamine on glutaric acid
(Asurf B 2 cm2). Glutaric acid (b) before and (c) after reaction in the
Knudsen cell with a total exposure time of 60 minutes.

Fig. 10 The measured and modeled uptake coefficient as a function of
time for [BA]0 = (a) 3.0 � 1011 cm�3, (b) 3.9 � 1012 cm�3 and (c) 8.8 �
1012 cm�3 on glutaric acid (C5). The different colors of the markers
represent repeats of the experiments.
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was decreased from 0.3 to 0.1 in Fig. 10c to be consistent with
the experimental measurements. The smaller value at the lower
concentrations is likely due to kinetic limitations in forming
the ionic liquid layer over the time scale of the experiments.

Fig. 11 shows the predicted temporal evolution of the
reactants and products in the bulk of glutaric (C5) and adipic
(C6) acids, when exposed to a BA concentration of 8.8 �
1012 cm�3 and 4.7 � 1012 cm�3, respectively. As discussed
above, BA and glutaric acid (C5) form an ionic liquid, while
BA and adipic acid (C6) form solid salts. Over the experimental
time period of 5000 seconds, glutaric acid (C5) concentrations
decrease in the 10 mm closest to the surface (Fig. 11a) and the
ionic liquid product concentrations increase significantly
(Fig. 11b). This is due to the fast reactions of glutaric acid (C5)
with BA on the surface and in the near surface bulk of glutaric
acid (C5). In comparison, the reaction of BA with adipic acid (C6)
was several orders of magnitude slower than the equivalent
reaction with glutaric acid (C5), leading to only a small conversion
of adipic acid (C6) in the first 0.2 mm of the crystal. This is
consistent with the even carbon diacids remaining as solids during
the reaction, limiting the availability of the diacid. Note that there
is a significant difference in the change in concentration as a
function of time for both the diacid and product concentrations
for both glutaric (C5) and adipic (C6) acids, with adipic acid (C6)
showing very little change over this time scale.

Conclusion

The uptake of butylamine onto low molecular weight diacids
(C3–C8) depends on the diacid, with the uptake coefficients
being larger for odd carbon diacids than for even carbon
homologs. Uptake coefficients also decrease with increasing
carbon number in each series. Although the uptake coefficient
for malonic acid (C3) approaches unity, the other coefficients
are smaller. This may have implications for how atmospheric
models treat uptake, even for simple acid–base reactions which
have been proposed to play a role in atmospheric particle
growth.10,79

The hypothesis that the reaction between gaseous BA and
solid odd carbon diacids produces ionic liquids in the Knudsen
cell is supported by the formation of liquid salts from evaporated
2 : 1 and 1 : 1 aqueous mixtures of BA and the diacids (Fig. 6). It is
further supported by the observed liquefaction of the surfaces of
solid malonic (C3) (Fig. 7b) and glutaric (C5) (Fig. 9c) acids when
exposed to high concentrations of gaseous BA. The lack of surface
saturation may be due to the formation of an ionic liquid layer
which dissolves the underlying diacid, thus providing a continuous
supply of diacid as the amine is taken up from the gas phase.
This picture of the gas–solid interactions developed from the
experimental data is supported by quantitative modeling using
the KM-SUB which incorporates diffusion of viscous reactants

Fig. 11 The temporal evolution of (a) glutaric acid (C5) and (b) reactant product concentrations when exposed to [BA]0 = 8.8 � 1012 cm�3 and the
temporal evolution of (c) adipic acid (C6) and (d) reactant product concentrations when exposed to [BA]0 = 4.7� 1012 cm�3. Units of the contour lines are
cm�3. In panels (c) and (d) the values are in units of 1021 cm�3.
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and products through multiple surface layers. Further work is
needed to explore reactions of amines of varying structures and
properties on the diacids to determine if size and available sites
for hydrogen bond formation, for example, affect uptake.
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