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A B S T R A C T

The indicator meta-cresol purple (mCP) has been widely used for spectrophotometric pH measurements in

seawater and has been recently used in freshwater as well. Previous works have not, however, provided the

comprehensive characterization of purified mCP (equilibrium and spectral behavior) required for pH mea-

surements across the full ranges of temperature (T) and salinity (S) found in temperate estuaries. This work

provides, for the first time, a comprehensive S- and T-dependent model for spectrophotometric pH measure-

ments appropriate to freshwater, estuarine water, and seawater. Our model combines previous characterizations

of the behavior of (a) purified mCP in pure water (S= 0), (b) purified mCP in seawater (20 ≤ S ≤ 40), and (c)

unpurified mCP at 298.15 K and 0 ≤ S≤ 40, herein corrected for the effects of impurities. Using the ratio (R) of

mCP absorbances at 578 nm and 434 nm, the summary equations for calculations of pH on the total proton

concentration scale for the conditions of 0 ≤ S ≤ 40 and 278.15 ≤ T ≤ 308.15 K are as follows:
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This new model, appropriate for use with purified mCP, produces pH values that are within± 0.004 of those

obtained using previously published data and purified-mCP models for pure water and seawater.

1. Introduction

Spectrophotometric procedures remain largely underutilized for pH

investigations of low-salinity waters (S < 20), although such methods

are widely employed in open-ocean work (e.g., Robert-Baldo et al.,

1985; Byrne et al., 1988; Byrne and Breland, 1989; King and Kester,

1989; Breland and Byrne, 1993; Clayton and Byrne, 1993; Liu et al.,

2011). Because many important pH-dependent chemical processes

occur in low-S environments such as lakes (e.g., Dean and Gorham,

1998; Alin and Johnson, 2007) and estuaries (e.g., Yao and Byrne,

2001; Feely et al., 2010; Hales et al., 2017), high-quality

spectrophotometric pH measurements are essential for understanding

the role of these environments in chemical cycling.

In the decades since the initial physical–chemical characterization

of meta-cresol purple (mCP) for use in seawater (Clayton and Byrne,

1993), this sulfonephthalein dye has become the most widely used in-

dicator for marine spectrophotometric pH measurements. Recently,

mCP purification procedures (Liu et al., 2011; Patsavas et al., 2013;

DeGrandpre et al., 2014; Lai et al., 2016, 2017) have alleviated earlier

concerns about the effects of colorimetric impurities on measurement

accuracy (Mosley et al., 2004; Yao et al., 2007; Douglas and Byrne,

2017). Efforts to employ spectrophotometric methods with a variety of
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indicators in freshwater environments have included the works of Yao

and Byrne (2001), French et al. (2002), Liu et al. (2006), Yuan and

DeGrandpre (2008), and Lai et al. (2016, 2017). However, only two

studies have been performed to allow for the use of mCP in estuaries

(Mosley et al., 2004; Hammer et al., 2014), and both were conducted

using unpurified mCP.

Mosley et al. (2004) used unpurified mCP to develop an S-depen-

dent pKI relationship for mCP across the range 0≤ S≤ 40 at 298.15 K

(where KI is the dissociation constant of the indicator for the reaction

HL− ⇔ H+ + L2−). Hammer et al. (2014) subsequently combined the

S-dependent pKI of Mosley et al. (2004) and the T-dependent terms of

Clayton and Byrne (1993) to create a model applicable to the Baltic Sea.

However, the use of unpurified mCP can produce pH measurement

errors on the order of 0.015 or larger (Douglas and Byrne, 2017). Such

measurements can be corrected retrospectively to improve accuracy

when original measurements are archived and a sample of the stock

indicator is preserved (Douglas and Byrne, 2017), but a comprehensive,

generally applicable model for purified mCP is preferable.

There are currently no characterizations of purified mCP over the

wide range of S relevant to estuaries. Although pKI for purified mCP has

recently been characterized at S= 0 over a range of T (Lai et al., 2016,

2017) the resulting measurement algorithm, which is based on the

procedures of Yao and Byrne (2001), is subject to the limitations of the

Davies (1962) equation for prediction of ion activity coefficients at

ionic strengths substantially greater than zero (Millero and Schreiber,

1982). Consequently, a spectrophotometric pH measurement model is

needed to facilitate the seamless use of mCP across aquatic and marine

environments, from S= 0 to S= 40.

In the present work, using procedures similar to the pH-correction

methods of Douglas and Byrne (2017), it is shown that previously de-

termined pKI values for mCP (Mosley et al., 2004; 0≤ S≤ 40 at

298.15 K) can be corrected for the effects of indicator impurities. These

corrected pKI values are then combined with the pH measurement al-

gorithms for freshwater (Lai et al., 2016, 2017) and seawater (Liu et al.,

2011) to produce a comprehensive and seamless model for mCP-based

measurements of total proton scale pH (pHT) over the salinity range of 0

to 40 and the temperature range of 278.15 to 308.15 K.

Spectrophotometric pH of a water sample is determined using the

following relationship (Byrne, 1987; Byrne and Breland, 1989; Clayton

and Byrne, 1993):
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where pHT = − log [H+]T, R is the ratio of the spectrophotometric

absorbances (λA) at the indicator's base-form (L2−) and acid-form

(HL−) absorbance peaks (R= 578A/434A), and the terms e1, e2, and e3
(referred to generally as ex) are HL− and L2− molar absorptivity ratios

at selected wavelengths.

Liu et al. (2011) characterized the physical–chemical properties of

HPLC-purified mCP in seawater and determined the T and S depen-

dence of the ex ratios and KI. Their refined pHT equation is given in the

following form (Zhang and Byrne, 1996; Liu et al., 2011):
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Additional information regarding the p(KIe2), e1, and e3/e2 terms

can be found in Liu et al. (2011).

HPLC tests of off-the-shelf mCP have revealed that colorimetric

impurities interfere with the absorbance of the HL− peak at 434 nm,

thus spuriously lowering the pHT calculated from Eqs. (1) and (2) (Yao

et al., 2007; Liu et al., 2011). With this observation in mind, Douglas

and Byrne (2017) developed the following model to correct for absor-

bance contributions from impurities in commercially available mCP:
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where Rpure is the R-ratio that would have been measured with purified

mCP; Robs is the R-ratio actually observed with unpurified mCP; 434Aimp

is the 434 nm absorbance due to colorimetric impurities alone (ex-

perimentally determined for each lot of commercial mCP); and 434Aobs

is the 434 nm sample absorbance observed using unpurified mCP. The

434Aimp term is determined by measuring absorbances of the unpurified

mCP in solutions at high pH (~12), where the concentration of HL− is

negligible and all mCP is in the basic L2− form. Measurements of ab-

sorbance ratios under these conditions can be used to reveal the small

spectral influence of impurities in the presence of the dominant spectral

signature of the L2− species. The 434Aimp model assumes that any im-

purities in the dye solution do not participate in acid-base H+ exchange

equilibria and instead behave as inert chemical species in the sample;

Douglas and Byrne (2017) found this assumption to be appropriate over

the range 7.25 ≤ pHT ≤ 8.00 for the six lots of unpurified mCP used to

test the 434Aimp model (i.e., Eq. (3)).

In this work, the equations developed by Douglas and Byrne (2017)

were extended to correct previously published experimentally de-

termined pKI values for the effects of indicator impurities. The proce-

dures developed for retrospective refinements of pKI values were then

applied to the data set of Mosley et al. (2004).

2. Theory

Correction of previously published pKI values that were obtained

using unpurified mCP can be performed using the following

mathematical relationship for the spectral behavior of the indicator

and the colorimetric impurities found in a dye solution:

434Aobs − 434AmCP = 434Aimp (Eq. (7) of Douglas and Byrne (2017)).

Dividing Eq. (7) of Douglas and Byrne (2017) by 578A results in the

following expression:

− =
A

A

A

A

A

A

434 obs

578

434 mCP

578

434 imp

578 (4)

Eq. (4) can be rewritten as

− =− −R R
A

A
( ) ( )obs

1
pure

1 434 imp

578 (5)

From algebraic rearrangement of the fundamental equation that

relates mCP absorbances to mCP molar absorptivities, dissociation

constants, and pH (Eq. (5c) of Clayton and Byrne, 1993), 578A can be

expressed as follows:

⎜ ⎟= ⎛
⎝

+
+

⎞
⎠

− +

− +A
ε ε K

K
l

[H ]

1 [H ]
[mCP]578

578 L 578 HL I
1

T

I
1

T
T

(6)

where 578εL and 578εHL are the molar absorptivity coefficients for mCP

at 578 nm for the L2− and HL− forms of mCP, respectively; [H+]T is

the total hydrogen ion concentration; l is the spectrophotometric cell

pathlength; [mCP]T is the total concentration of mCP; and KI is the

dissociation constant of mCP (equivalent to the inverse of the formation

constant, which was used by Clayton and Byrne, 1993).

From the Beer-Lambert Law, 434Aimp is given as follows:

=A ε c l( ) [mCP]434 imp imp434 T (7)

where 434εimp is the molar absorptivity coefficient of impurities and c is

the constant of proportionality between the concentration of impurities

and the concentration of mCP indicator in an unpurified dye solution.

Combining Eqs. (6) and (7) and then rearranging, the term on the right

side of Eq. (5) can be written as
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where θ is defined as:

=θ
ε c

ε

( )434 imp

578 HL (9)

Because the numerator of θ includes the molar absorptivity coeffi-

cient of impurities and depends on the proportionality constant c, va-

lues of θ are specific to every source of indicator, i.e., specific to a

particular batch of synthesized mCP. If more than one dye source were

used during the course of a series of measurements, more than one

value of θ would be needed. Our work assumes that a single dye so-

lution was used for the experiments of Mosley et al. (2004), and that

one value of θ is sufficient for the impurity correction.

Finally, using the definitions of e1 and e2, Eqs. (5) and (8) can be

combined to calculate Rpure from Robs, the molar absorptivity ratios,

and the known [H+]T values of buffer solutions:
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Eq. (10) allows for the calculation of θ, an inherent characteristic of

the unpurified indicator used by Mosley et al. (2004), from four known

or calculable variables: (1) the KI results of Mosley et al. (2004) at each

measured pHtris for samples with 20 ≤ S ≤ 40; (2) the ex values of

Clayton and Byrne (1993), used by Mosley et al. (2004); (3) the Mosley

et al. (2004) Robs values and pHT measurement algorithm; and (4) Rpure

results calculated from the model of Liu et al. (2011), to correspond to

the buffers (i.e., [H+]T values) used by Mosley et al. (2004) within the

range of conditions (20 ≤ S ≤ 40) relevant to the model of Liu et al.

(2011).

Subsequently, using the average value of θ determined in these

calculations, Eq. (10) can be used to provide Rpure values for each of the

buffers used by Mosley et al. (2004). Finally, using these Rpure values in

conjunction with the S- and T-dependent e1 and e3/e2 equations of Liu

et al. (2011), impurity-corrected values of p(KIe2) can be determined

(rederived) from the data of Mosley et al. (2004). These impurity-cor-

rected values can then be combined with the algorithms for freshwater

(Lai et al., 2016, 2017) and seawater (Liu et al., 2011) to provide a

model that enables the use of mCP for pH measurements in waters of

0 ≤ S ≤ 40 and 278.15 ≤ T ≤ 308.15 K.

3. Methods

3.1. Obtaining impurity-corrected mCP p(KIe2) values for 0 ≤ S ≤ 40 at

T = 298.15 K

Data inputs came from Table 2 of Mosley et al. (2004), reprinted

here in Table 1. The pH of each tris buffer solution is given on the total

pH scale (mol kg-soln−1). All calculations were performed using the

MATLAB 2014b software program.

The following procedure was used to calculate new p(KIe2) values

from the data of Mosley et al. (2004) for 0≤ S≤ 40 at T = 298.15 K:

1. Using Eq. (1), Robs was calculated for each row of data in Table 1

(i.e., across all salinities). The pHtris and pKI data of Mosley et al.

(2004) were used to calculate Robs. Consistent with the original

assumptions of Mosley et al. (2004), the molar absorptivity (ex)

ratios of Clayton and Byrne (1993) were used in these calculations:

e1 = 0.00691, e2 = 2.2220, and e3 = 0.1331.

2. For the subset of Table 1 data with S≥ 20, Rpure was calculated

using Eq. (2). Rpure is the value that theoretically would have been

obtained had Mosley et al. (2004) used purified mCP. For each

sample with S ≥ 20, values of p(KIe2), e1, and e3/e2 were calculated

according to the equations of Liu et al. (2011). The pHtris data in

Table 2 of Mosley et al. (2004) were used.

3. Using Eq. (10) and calculated values of Robs and Rpure for the subset

of Table 1 data with S≥ 20, θ values were calculated, and the mean

value of θ (hereafter referred to as θ ) was determined. For this

calculation, KI values (calculated from pKI in Table 2 of Mosley

et al., 2004), [H+]T (calculated from pHtris in Table 2 of Mosley

et al., 2004), and the ratio e2/e1 = 2.2220/0.00691 = 321.56295

were used.

4. For the subset of Table 1 data with S < 20, Eq. (10) and θ were

used to calculate the quantity (Robs)
−1

– (Rpure)
−1, from which Rpure

values could be calculated. For this calculation, θ (from Step 3), KI

values (calculated from pKI in Table 2 of Mosley et al., 2004), [H+]T
(calculated from pHtris in Table 2 of Mosley et al., 2004), the ratio

e2/e1 = 321.56295, and Robs values (calculated in Step 1) were used.

5. For the entire range of salinity, Eq. (1) and the Rpure values (re-

sulting from Steps 2 and 4) were used to calculate KI and pKI values

for each sample. The Rpure values used in this step were obtained

from Step 4 for samples with S < 20 and in Step 2 for samples with

S ≥ 20. The pHtris values from Table 2 of Mosley et al. (2004) and

the ex values of Clayton and Byrne (1993) were utilized in Eq. (1).

6. Steps 3–5 were repeated using the new KI values for Steps 3 and 4.

This procedure was performed iteratively until pKI, θ , and Rpure no

longer changed from one iteration to the next, i.e., no value changed

by> 10−6 between subsequent iterations. (Values stabilized after

three iterations; typically θ ≈ 1.387).

7. Using e2 = 2.2220, the value assumed by Mosley et al. (2004), and

the final pKI values from Step 6, new values of p(KIe2) were de-

termined.

3.2. Deriving a new model for p(KIe2) across a range of S and T

In order to incorporate T dependence into our algorithm, the im-

purity-corrected p(KIe2) values calculated in Step 7 above (based on the

298.15 K data of Mosley et al., 2004) were combined with the tem-

perature-dependent freshwater model (Lai et al., 2016, 2017) and the

salinity and temperature-dependent marine model (Liu et al., 2011). A

best-fit algorithm for p(KIe2) across the ranges 0 ≤ S ≤ 40 and

278.15 ≤ T ≤ 308.15 K was thereby determined as follows:

1. For S = 0 and 281.15 ≤ T ≤ 303.15 K, values of e2 and pKI were

calculated using the equations found in Tables 2 and 3 of Lai et al.

(2016, 2017) at temperature intervals of 2 K. These values of e2 and

Table 1

Inputs (based on Table 2 of Mosley et al., 2004) and corresponding impurity-corrected

outputs of Rpure and mCP pKI values.

Inputs: from Mosley et al. (2004) data Outputs: corrected values

S pHtris pKI Robs Rpure pKI

0.06 8.0739 8.5626 0.697940 0.706456 8.5570

0.13 8.0737 8.5301 0.748921 0.758204 8.5244

0.27 8.0734 8.4849 0.825775 0.836251 8.4791

0.54 8.0728 8.4349 0.919031 0.931016 8.4289

1.01 8.0720 8.3803 1.031932 1.045833 8.3741

1.50 8.0712 8.3393 1.124683 1.140230 8.3329

2.00 8.0706 8.3069 1.203511 1.220509 8.3003

3.04 8.0694 8.2635 1.316040 1.335192 8.2567

4.03 8.0685 8.2305 1.408035 1.429021 8.2234

4.98 8.0677 8.2060 1.479686 1.502143 8.1988

7.51 8.0664 8.1556 1.638732 1.664600 8.1480

10.00 8.0660 8.1209 1.758759 1.787328 8.1130

14.99 8.0670 8.0738 1.940166 1.973030 8.0655

20.02 8.0706 8.0419 2.084332 2.125679 8.0321

20.26 8.0708 8.0425 2.082658 2.130824 8.0311

24.98 8.0763 8.0195 2.204901 2.230895 8.0136

30.01 8.0842 8.0094 2.285215 2.328938 7.9998

30.03 8.0842 8.0060 2.300660 2.329143 7.9998

35.02 8.0941 8.0013 2.367986 2.416186 7.9911

35.04 8.0941 7.9997 2.375464 2.416303 7.9910

39.99 8.1058 7.9975 2.441260 2.490691 7.9873

39.99 8.1058 7.9975 2.441260 2.490691 7.9873
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pKI were then used to calculate p(KIe2) values. Values of p(KIe2)

were then calculated as the difference of pKI and log10(e2). The

number of S–T combinations and corresponding p(KIe2) values de-

termined in this step (nLai) is 12.

2. For 20 ≤ S ≤ 40 and 278.15 ≤ T ≤ 308.15 K, values of p(KIe2)

were calculated according to the equations of Liu et al. (2011) at 4-

unit salinity intervals and 5 K temperature intervals. The number of

S–T combinations and corresponding p(KIe2) values determined in

this step (nLiu) is 42.

3. These p(KIe2) values were combined with the impurity-corrected p

(KIe2) values derived from the data of Mosley et al. (2004) (Table 1).

The number of S–T combinations and corresponding p(KIe2) values

for the corrected Mosley data (nMosley,corr) is 22.

4. To ensure that all three data sets (each with a different number of

data points) were given equal consideration in the multivariate

polynomial fit for p(KIe2), each p(KIe2) value was assigned a weight,

Wsource, that was inversely proportional to the size of the source data

set. WLai was arbitrarily assigned a value of 1, whereupon

WLiu = 0.28571 and WMosley,corr = 0.54545. For example, each p

(KIe2) value calculated using the model of Lai et al. (2016, 2017)

was weighted by a factor of 3.5 relative to the p(KIe2) values cal-

culated using the Liu et al. (2011) model (nLiu = 3.5(nLai)).

5. A multivariate polynomial fit of the p(KIe2) data was performed

using the MATLAB stepwiselm tool, with S0.5 and T−1 serving as the

independent variables for fifth- and first-order polynomials (in-

cluding an S-T interaction term) and the data were weighted ac-

cording to Step 10 above. The full data set used for this fit is sum-

marized in Appendix A. The stepwiselm tool generates a polynomial

fit of the independent variables, up to the highest-order polynomial

specified by the user, by adding or removing terms by stepwise re-

gression, using F-test results to determine whether or not a term is

added (p ≤ 0.05 for the addition of a term) or removed (p≥ 0.10

for the removal of a term). This process continues until no more

terms can be added or removed from the model, and the model is

considered to be optimized.

4. Results

4.1. New p(KIe2) model parameterization

The results of the Robs calculations and the iterative calculations of

Rpure and KI (here reported as pKI values) are shown in Table 1. The

final values of Rpure are 0.009–0.049 higher than their corresponding

Robs values, consistent with the improvements that Douglas and Byrne

(2017) obtained when applying the 434Aimp correction to their absor-

bance data. The final corrected values of pKI are 0.0056–0.0114 lower

than the original results of Mosley et al. (2004). Smaller differences

between the original (input) and impurity-corrected (output) pKI values

are generally observed at low salinities. This pattern is expected be-

cause the larger difference between pHtris and pKI at low ionic strength

(with pH being less than pKI) increases the HL−/L2− concentration

ratio and thereby minimizes the influence of impurity absorption on the

pH calculations (Douglas and Byrne, 2017). The new fit for p(KIe2) as a

function of S and T is given in Table 2 (r2 ≥ 0.9999), along with the ex
parameterizations (Liu et al., 2011) needed to calculate pHT. Although

the Liu et al. (2011) ex parameterizations were obtained only over a

marine salinity range, they are assumed to apply over the full estuarine

range for the purposes of these calculations.

Residuals of p(KIe2), expressed as differences between the p(KIe2)

characterizations derived from prior studies and the values calculated

according to the new model (Table 2), are shown in Fig. 1 as a function

of salinity, and the temperatures of the data are color coded. The new

estuarine model fits the p(KIe2) values within± 0.004 across the full

range of temperature and salinity conditions. The Mosley et al. (2004)

dataset contained multiple samples at S~ 20, 30, 35, and 40. Because

the paired p(KIe2) values at these salinities were in very close agree-

ment, the paired residuals overlap and appear as only a single star at

each salinity (Fig. 1).

4.2. Comparisons of pHT within the freshwater and marine salinity ranges

Using the freshwater (S = 0) model of Lai et al. (2016, 2017) the

marine (20 ≤ S ≤ 40) model of Liu et al. (2011), and the estuarine

(0 ≤ S≤ 40) model of this study (Table 2), pHT values were calculated

across each model's applicable ranges of S and T for R-ratios ranging

between 0.2 and 2.0. The pHT values calculated in this manner ranged

from 6.8 to 8.8. The pH residuals, defined as ΔpHT = pHT(Lai or Liu

model) – pHT(estuarine model), are identical to the p(KIe2) residuals

shown in Fig. 1 within± 0.0006. Consequently, as for the p(KIe2)

Table 2

Estuarine pHT model and parameterizations for 0≤ S≤ 40 and 278.15 ≤ T ≤ 308.15 K.

Model Source Equation Test values (S = 35, T = 298.15 K, R= 1)

pHT Liu et al. (2011)
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−
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4 4 0.05678
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+0.00344940 S2−0.000167297 S2.5+52.640726 S0.5 T−1

+815.984591 T−1

7.64703

Fig. 1. Residuals for the new pKIe2 model (given in Table 2) as a function of salinity.

Residuals are calculated as model input (as shown in the figure legend) minus the fitted

values given by the new estuarine model. Colors represent temperature.

N.K. Douglas, R.H. Byrne Marine Chemistry 197 (2017) 64–69

67



residuals, the pure and marine water pHT residuals are within ap-

proximately± 0.004, independent of the R-ratio. The residuals of pHT

and p(KIe2) are strongly correlated because the influence of variations

in the modeled e1 and e3/e2 terms (Eq. (2)) is comparatively small.

5. Discussion

This work provides, for the first time, a model appropriate for ob-

taining impurity-free spectrophotometric mCP-based pH measurements

across the full range of river-to-sea salinities. The model described in

Table 2 combines information from three independent studies of the

molecular characteristics of mCP, including one that was herein cor-

rected for the effects of indicator impurities. The new pHT model agrees

well with the empirical freshwater models of Lai et al. (2016, 2017)

(approximately± 0.003 for zero ionic strength and

281.15 ≤ T ≤ 303.15 K), the empirical marine model of Liu et al.

(2011) (approximately± 0.003 pH units for 20≤ S≤ 40 and

278.15 ≤ T ≤ 308.15 K), and the impurity-corrected estuarine data of

Mosley et al. (2004) (approximately± 0.004 for 0≤ S≤ 40 and

T = 298.15 K). Given that different methodologies were used for these

three different studies, we consider this agreement to be very good.

The± 0.004 internal consistency of the composite estuarine pH model

should be sufficient to reliably monitor the often-large pH variability

observed in estuarine environments (e.g., Mosley et al., 2004).

It is important to be aware that spectrophotometric pH measure-

ments made in freshwater present challenges not encountered for

measurements in seawater (Yao and Byrne, 2001). For example, adding

mCP to a sample solution causes pH perturbations (Clayton and Byrne,

1993; Dickson et al., 2007; Lai et al., 2016) that are inversely propor-

tional to the solution's buffer intensity (Stumm and Morgan, 1981).

Because the total alkalinity of marine water is consistently on the order

of ~2000 μM, the buffer intensity of seawater leads to relatively small

indicator-induced pH perturbations. In freshwater, though, the alkali-

nity and buffer intensity are commonly much lower, so mCP pertur-

bation effects are generally much larger.

To minimize this perturbation effect, the R of the indicator solution

can be adjusted to match that of the sample solution as closely as

possible by the addition of acid or base to raise or lower the indicator

solution R-ratio. One can also apply a perturbation correction in which

stepwise indicator additions are performed in order to linearly extra-

polate observed pH values (or R values) to a pH appropriate to near-

zero concentrations of mCP (Clayton and Byrne, 1993; Dickson et al.,

2007; Lai et al., 2016). For very weakly buffered samples (e.g., fresh

water), the use of a long-pathlength spectrophotometric cell (10 cm or

longer) is recommended to minimize the amount of indicator required

to be added (Yao and Byrne, 2001; Dickson et al., 2007; Yuan and

DeGrandpre, 2008).

Such measures are important for improving the accuracy and pre-

cision of pH measurements, but the optimal precision or accuracy for a

given undertaking should be assessed in the context of project aims and

also of the temporal and spatial variability of the system under in-

vestigation. For example, accurate indicator-addition perturbation

corrections are essential for rigorous measurements of open-ocean pH,

where demands for precision on the order of 0.001 or better are stan-

dard. In a spatially heterogeneous system, however, where large pH

variations (i.e., > 0.01 pH units) occur on a scale of several meters, pH

precisions of± 0.001 may be excessively burdensome and a pH per-

turbation correction may not be warranted. If accuracy better than±

0.01 is desired, perturbation corrections are recommended (Lai et al.,

2016), and likely essential.

Another matter of considerable concern for pH measurements at

very low ionic strength is the large influence of salinity on pH mea-

surement accuracy. For salinities between 0 and 1 at T = 298.15 K, the

p(KIe2) of mCP changes by> 0.2. As such, accurate and precise salinity

or ionic strength measurements are essential for making accurate and

precise pH measurements at low ionic strength. Accurate pH

measurements in freshwater at very low ionic strengths additionally

require careful specification of the ionic composition of the measured

medium. Freshwater generally lacks the constancy of composition of

seawater (i.e., constant concentration ratios for major seawater ions).

Therefore, conductivity measurements may not provide a highly reli-

able measure of ionic strength. The issue of composition constancy

further complicates comparisons between measurements made on dif-

ferent pH scales (i.e., free versus total) at low ionic strengths.

Additional useful discussion of this point can be found in Lai et al.

(2016).

With the creation of the estuarine pH model, there are now two

models appropriate for mCP pH measurements in fresh waters: Lai et al.

(2016, 2017) and this work. There are also two models appropriate for

measurements in marine systems, S= 20 to 40: Liu et al. (2011) and

this work. For salinities between those conditions—i.e., the full range of

estuarine conditions—this work fills an important gap. The new es-

tuarine pHT model is appropriate for both in situ measurements and the

calibration of electrometric pH-measuring devices because it includes

the influences of T and S over wide ranges.
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