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with changing input conditions, power excursions occur on active
channels, and grow over multiple EDFAs along the propagation path.
The AGC attempts to amplify the channel to obtain a target gain
value, but adding or removing a channel can cause deviations that
perturb other channels resulting in excursions. These gains can not
be corrected until slow per-channel power controls in the optical
nodes are able to re-adjust the power level, which requires repeated
measurements and adjustments.

The cumulative effect of these power dynamics can increase non-
linear impairments at high power, and lead to Optical Signal to Noise
Ratio (OSNR) degradation at low power, both resulting in increased
bit error rate. In fact, the optical power launched into each fiber
span is a carefully controlled parameter that is continuously adjusted
to within 1 dB [3]. Additional margin for wider power variations
would compromise the system reach, increasing cost and energy. The
combination of these effects can cascade, as commerical systems
contain more than 19 amplified transmission spans and 32 EDFAs
resulting in large accumulated effects [26, 28]. Even after 5 cascaded
EDFAs, the excursion can be greater than 4 dB [16]. Furthermore,
the impact of these dynamics remains until Variable Optical Attenua-
tors (VOAs) or Wavelength Selective Switches (WSSs) make power
adjustments, which often require seconds or even minutes of tuning,
potentially leading to extended signal outages [21].

An example of these effects can be seen in the 7 node mesh
network shown in Fig. 1. For simplicity, only one direction of the
EDFAs and ROADM are shown. In each optical fiber there are
multiple EDFAs. When looking at a ROADM node, the input signal
goes in one direction and is transmitted out of the other side after
going through multiple WSSs. The Optical Channel Monitor (OCM)
is connected to multiple monitor ports in the node, and is used to
measure the individual channel power collected from each VOA
(one for each wavelength on the fiber). This information is fed back
to the individual WSS so that it can remove any power excursions
that occur on any individual channel.

For example, if lightpath λ2 is dynamically added to the path
from node 1 to node 2, where only λ1 is active, then this can cause
a power dynamic in the system. If the excursion is too large it will
result in a decrease in signal quality and an increase in the Bit Error
Rate (BER) for λ1. Service providers need to ensure that network
reconfiguration will not affect the quality of service of active clients.
Therefore, it is important to accurately predict how network control
systems will influence the optical physical layer.

In this work, we develop a scalable neural network and conduct
experiments to evaluate its accuracy at predicting channel power
excursions resulting from optical circuit switching in a multi-hop
ROADM system. Scalability is tested over a full C-band 90 wave-
length assignment set for 4 transmission spans and 5 ROADM nodes.
84,000 data samples are collected during optical circuit switching
experiments. The data is used to develop, train, and evaluate our
proposed neural network. The performance is compared with ridge
regression as used in [15]. Each method is evaluated for both predic-
tion error and effectiveness in assigning wavelengths to minimize
channel power excursions during optical circuit switching.

2 RELATED WORK
The necessity of dynamic functionality in optical networks stems
from increased network traffic growth as well as on-demand capacity
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Figure 2: Theoretical gain characteristic for AGC EDFAs.

variations. Internet measurements show that these traffic demands
vary throughout the day and are wasteful by over provisioning to
meet maximum demands [29]. In addition, there is a need for quickly
provisioning high bandwidth links for inter-data-center bulk transfers
[14, 17, 18].

There has been extensive research on optical network man-
agement and efficient RWA algorithms, but they have mostly fo-
cused on implementation at the planning phase of optical networks
[6, 10, 12, 13]. Some of this research has looked at RWA algorithms
that are power aware and enable energy efficient operation [20, 27].

However, power excursions need to be considered before dynamic
optical networks can be deployed. Analytical models were devel-
oped for predicting and minimizing power excursions [16, 19]. A
linear EDFA gain model for real time wavelength assignment in
optical circuit switching showed only 5% − 15% improvement in
power excursion reductions relative to random assignment and did
not include EDFA tilt and loading dependent gain variations such as
Spectral Hole Burning (SHB) [16]. Other analytical models based
on detailed amplifier characterization showed a 0.2 dB prediction
accuracy, but are not compatible with real-time optical circuit switch-
ing [19]. In a practical multi-hop ROADM system, a lightpath may
have numerous EDFAs, many of which may have different internal
designs or settings and even originate from different manufactur-
ers, thereby posing significant challenges to developing a general
analytical model.

Over the past few years there has been extensive work to apply
machine learning to different domains [22, 25]. These ideas have
been used for control in data centers and internet traffic forecasting
[5, 9, 11]. Through extensive experimental testing and data collec-
tion of the channel power response during system installation and
turn-up, it is possible for a machine learning algorithm to learn to
accurately distinguish between potential new wavelength assign-
ments that will cause excursions and those that will not. Previous
applications of machine learning for wavelength assignment demon-
strated its effectiveness in a 24 channel, single-hop system [15].
Previously, an accurate and scalable machine learning algorithm
applicable to multiple hop ROADM systems including full C-band
DWDM channels has not been developed.

3 EDFA GAIN MODEL
Wavelength reconfigurations in optical networks result in power ex-
cursions of active (or provisioned) channels, even those not involved
in the reconfiguration operation. The AGC in EDFAs attempts to
maintain constant average gain for all active channels, however when
adding a new channel it can cause power variations to active chan-
nels. By just looking at AGC and neglecting gain tilt, ASE noise,
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Figure 3: (a) Experiment setup of a 5-ROADM amplified optical network, including 4 fiber spans and 8 EDFAs with different gain characteristics. (b)

Gain characteristic of first EDFA, (c) Gain characteristic of second EDFA.

and other wavelength dependent processes, all channels should ex-
perience the same power excursion. The power excursions can be
approximated by the following simplified analytical equations:

P in
total =

N∑

j=1

P in
j (1)

Pout
total = GTP

in
total (2)

Pout
total =

N∑

j=1

P in
j G j (3)

Where N is the number of active channels and GT is the target
gain setting of an EDFA, which is maintained as a constant by the
AGC. Pout

total and P in
total denote the total output power and the total

input power of the EDFA, respectively. G j denotes the wavelength
dependent gain of channel j and P in

j denotes the input power of
channel j. The total output power equals the product of the total
input power times the target gain GT, as shown in (2), or it can be
calculated as the summation of each individual input power of the
N channels times the wavelength dependent gain, as shown in (3).
By combining (1)-(3):

GT =

∑N
j=1

P in
j G j

∑N
j=1

P in
j

(4)

When a (N + 1)th channel wavelength with gain GN+1 is added into
the EDFA (can be extended for dropping a channel), (4) no longer
holds, so the AGC responds by adjusting the pump power to control
the internal amplifier gain such thatGT is held constant. The amount
of the response, ∆G, can be quantified by the AGC condition:

GT =
∆G
∑N+1
j=1

P in
j G j

∑N+1
j=1

P in
j

(5)

The power excursion, ∆P , is equal to the gain variation ∆G. Com-
bining (4) and (5) leads to:

∆P = ∆G =
(
∑N
j=1

P in
j G j ) (

∑N+1
j=1

P in
j )

(
∑N+1
j=1

P in
j
G j ) (
∑N
j=1

P in
j
)

(6)

Assuming each channel has the same input power, (6) can be further
simplified into:

∆P = ∆G =

∑N
j=1

G j (N + 1)
∑N
j=1

G jN

=

NGT (N + 1)

(NGT +GN+1)N
=

NGT +GT

NGT +GN+1
(7)

The sign of power excursions depends on the gain of the newly
added channel; if GN+1 > GT it gives ∆P = ∆G < 1, which means
that the added channel has a gain higher than the target gain and to
obtain the same target gain all other channels will have a negative
excursion. An example of a positive excursion, where GN+1 < GT
resulting in ∆G > 1 can be seen in Fig. 2. When only one channel
is active, λ1, the gain curve is set in one location at GT, but when
a second channel, λ2, is added that has a lower output power the
EDFA AGC tries to maintain the same mean gain and it results in
the gain profile moving up by ∆G.

Using the analytical solutions above shows that all previously
active wavelengths should result in the same ∆G, but experimentally
we see that this is not the case. Effects such as EDFA gain tilt and
spectral hole burning result in other power dynamics in the system.

In addition, while the input power at the initial ROADM might
be the same, when multiple EDFAs are used together and not all
channels are active along the entire path, predicting the resulting
power excursions can be difficult using analytical solutions. For
example, for the experimental testbed where all the EDFAs contain
the same active channels it can result in excursions greater than 3

dB.

4 EXPERIMENTAL SETUP

Fig. 3 shows the 5-ROADM experiment setup for studying the op-
tical circuit switching wavelength assignment. The network nodes
are separated by 4 standard Single Mode Fiber (SMF) spans, and
each span has two EDFAs to compensate for the loss of the ROADM
and the transmission fiber. Channel power excursions due to chan-
nel add/drop arise from the EDFAs’ different wavelength dependent
gain characteristics (Fig. 3 subset shows the two EDFAs’ wavelength
dependent gain of the first span).

Each ROADM node is built using 1x2 or 1x4 WSSs with per-
channel VOA, which is typical for high performance gain flattened
DWDM line amplifiers, and supports wavelength add and drop.
Each drop port is connected to an Optical Channel Monitor (OCM)
for channel power excursion measurement. A 90-channel 50 GHz-
spaced DWDM source is used to create different channel config-
urations over the full C-band. The 90-channel DWDM source is
connected to a 1x4 coupler, which allows for adding channels into
the ROADMs.

With 90-channel DWDM input, the VOA of each ROADM is
initially tuned to ensure launch power into the fiber span at 0 dBm
per-channel and the VOA settings are stored as a reference. This con-
figuration mitigates the channel power divergence due to wavelength
dependent gain in the EDFAs and Stimulated Raman Scattering
(SRS) in the transmission fiber. However, power dynamics due to
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Figure 6: Experimental results: (a) RMSE of test data. (b) Neural network: Prediction vs. Actual. (c) Ridge regression: Prediction vs. Actual. (d) MAE

of individual channels. (e) Recommendation accuracy vs. threshold from optimal. (f) Recommendation error.

circuit switching operations that does not generate a large excursion
on active channels above a threshold as to keep power fluctuations
within allocated margins. We define δ -Recommendation Accuracy as
the fraction of cases in which the neural network recommends a new
channel that is within δ of the optimal channel’s power excursion.

The second metric is Classification Accuracy, which is the True
Positive Rate (TPR) (also known as Recall) for a given False Positive
Rate (FPR) and a threshold of the power excursion. TPR is the
probability of making a correct prediction with an excursion below
the threshold, and FPR is the probability of a prediction incorrectly
giving a positive test result to an actual fault beyond the threshold.

A third metric used to measure the accuracy of the recommen-
dation is PSRR, defined as the precision at specific recall rate and
threshold for power excursion. Precision is the ratio of true positives
to the number of total positive values predicted. For our system
it is much more important to minimize the possibility of adding a
wavelength with a large excursion (False Positive) than it is to miss
a possible valid wavelength (False Negative). Thus maximizing the
PSRR is important for reliable optical system operation.

6 EXPERIMENTAL RESULTS

In Fig. 6(a), the resulting test data Root Mean Square Error (RMSE)
is compared versus the number of samples used for training. It can
be seen that NN outperforms RR by more than a factor of two when
using the full 67,200 training samples. The error between the actual
excursion and the predicted excursion for the test data can be viewed
in Figs. 6(b) and 6(c), with the black dashed line indicating perfect
prediction of power excursions, which varies from 0 to 3.3 dB. It can
be seen that NN obtains significantly better predictions than RR for
all potential excursion outputs. The latter has a higher deviation from
the experimental output and the excursion predictions are underesti-
mated when the actual excursion is above 2 dB. Another metric for
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Figure 7: Performance metrics: (a) FPR vs. TPR (b) Recall vs. Preci-

sion.

prediction performance evaluation is Mean Absolute Error (MAE)
on each potential wavelength channel position, which reveals the av-
erage magnitude of the errors for each individual channel. Fig. 6(d)
shows the MAE of 8 channels. NN significantly outperforms RR as
it keeps the average prediction error on each channel below 0.1 dB.

For evaluating the δ -Recommendation Accuracy, we consider
the performance in predicting the channel with the minimal power
excursion for the 210 test cases. In Fig. 6(e), the δ threshold is varied
and the resulting δ -Recommendation accuracy is viewed for both
NN and RR. When the threshold δ is set to 0, the NN was able to
pick the best channel of 40 candidates over 70% of the time, while
RR did it only 42%. When δ is set to 0.3 dB the accuracy of RR
is 92%, while NN is over 99% with only 2 exceptional cases. The
recommendation error for each of the 210 cases is in Fig. 6(f) for
which NN outperforms RR in both the recommendations and the
maximum error.

To evaluate the Classification Accuracy, in Fig. 7(a) the FPR
is plotted versus the corresponding TPR for different thresholds.
Fig. 7(a) shows that the NN is able to better minimize the false
positives, while still determining a large portion of the available
channels. The NN can contain the excursions within 0.5 dB threshold
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with the TPR of 76% while obtaining a FPR less than 1%. On the other
hand, the RR only has a 25% TPR for the same FPR and threshold.

The evaluation of the precision as a function of the recall (for
different thresholds), is shown in Fig. 7(b). Fig. 7(b) reveals that as
we cast a larger net to increase the recall of finding valid wavelenghts
it also causes the system to obtain more false positives. The NN can
predict that all excursions will be less than 0.5 dB with a precision
of over 99%, while obtaining a recall of greater than 55%. To obtain
this precision, only channels with predicted excursions below 0.33

dB are used. This results in a few false positives, but also in missing
roughly 45% of potential available channels. In order to improve the
recall rate a reduction in the RMSE is needed. In comparison for
RR to obtain the same precision it would only have a recall of less
than 14%. If the system is looking to predict channels that will cause
an excursion of less than 0.2 dB, NN can obtain a precision of 80%,
with a recall of approximately 15%, while RR can not obtain that
precision.

7 CONCLUSION AND FUTURE WORK

A neural network is developed to predict the dynamic optical power
response of a 90-channel multi-hop ROADM system, containing 4
spans and 8 EDFAs with different gain characteristic. The neural
network has an RMSE and MAE below 0.15 dB. Both are a factor
two improvement over ridge regression. The neural network per-
forms efficiently for the large data set of a full C-band multi-hop
ROADM system with wavelength assignment precision of 99%. The
neural network can be implemented in dynamic optical networks to
allow for quick wavelength assignment. This work is a first step in
applying neural networks to rapidly route dynamic traffic demands.
In future work, we will investigate machine learning in optical mesh
and ring topologies, as well as implementation in software defined
optical networks.
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