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a  b  s  t  r  a  c  t

Displacement  measuring  interferometry  has  high  resolution  and  high  dynamic  range,  which  is widely
used  in displacement  metrology  and  sensor  calibration.  Due  to  beam  leakage  in  the  interferometer,  imper-
fect  polarization  components,  and  ghost  reflections,  the displacement  measurement  suffers  from  periodic
error,  whose  pitch  is  multiple  harmonics  of  the Doppler  frequency.  In dynamic  measurements,  periodic
error  is  usually  on  the  order of  nanometers,  which  impacts  the  dynamic  measurement  accuracy.  This
paper  presents  an  approach  to estimate  and  correct  periodic  error  in real time  based  on an  extended
Kalman  filter,  which  has  the  capability  to deal  with  both  constant  and  non-constant  velocity  motions.  This
algorithm  is implemented  on  an  application-specific  hardware  architecture  in  an  FPGA,  which  has  advan-
nt measurement
mmable gate arrays
try
r
or

tages  in  throughput  and  resource  usage  compared  with  conventional  implementations.  The  measurement
validation  shows  that this  approach  can  effectively  eliminate  the  periodic  error  for both  constant  and
non-constant  velocity  motion,  and  the residual  error reaches  to  the  level  of  the  background  noise  of the
interferometer.

©  2016 Elsevier  Inc. All  rights  reserved.
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cement measuring interferometry (DMI) is a widely used
e for displacement metrology, and for position feedback
, e.g., photolithographic steppers, and position sensor cal-
or, e.g., capacitance sensors, linear variable differential
rs (LVDTs), and linescales.
rometer architectures can vary depending on the desired
metry and intended application [1]. There are two types
ement interferometers: (1) homodyne, meaning a single

equency is used, and (2) heterodyne, meaning two  optical
es are used. In all cases, the metrology principle is the
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o the target displacement is determined by the measured
ange, the nominal relationship between them is

�
, (1)

is the displacement of the target, N is the interferometer
r (two for the interferometer used in this work), n is the

 index along the optical path difference, � is the wave-
 the light in the measurement arm, and � is the phase
e between the reference and measurement signals.
cement interferometry is often used in applications that

ts high resolution and high precision in both static and
measurement instances. There are many optical, mechan-

 electrical error sources in the interferometer system,
st be avoided or corrected to achieve better performance
ing machine tool standards [3–5] define quasi-static
n procedures, which are often performed with laser inter-
rs. However, there is a push to establish a standard for
ng dynamic stage calibrations to complement the existing

s for quasi-static calibrations [6]. For dynamic calibrations,
rror can have different implications for the measurement
tatic versus dynamic cases. In this paper, we propose a
lter based method to estimate and correct periodic error
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me. We  detail the algorithm, demonstrate its function-
imulated results, and validate its real-time performance
recision positioning system moving with both constant
constant velocity motion profiles.

ic error

ic  error is a non-cumulative error that manifests as a devi-
 the linear assumption between displacement and phase

tical and electrical errors can lead to periodic error, caus-
ar displacement to exhibit a non-linear phase change. This
r phase change comprises the nominal linear relation-
een phase and displacement plus a number of sinusoidal
s, whose pitch is a multiple of the optical resolution of
erometer. Many previous studies on periodic error source
tion have been done, e.g., [7,8]. For all interferometers,
kage in the interferometer, imperfect polarization com-
and ghost reflections can all cause periodic errors. For
ne interferometers, the laser source can suffer from polar-
ixing, leading to frequency mixing in the source [9,7,8].
mentioned leakage, imperfections, and ghost reflections
erbate the effects of laser source mixing. For homodyne
eters, the aforementioned leakage, imperfect optics, and

ections get exacerbated on the detection side of the inter-
r. Here, the overlapping, but not interfering, arms of the

eter are split to generate an additional phase shift in one
ms to generate in-phase and quadrature detection signals.
case, homodyne or heterodyne, the effect of periodic error

 in form and magnitude.
 are two common ways to correct or compensate the peri-

 to achieve more precise measurement: (1) design a novel
nfiguration that eliminates the periodic error inherently

and (2) use a compensation algorithm applied to the mea-
 data to correct the periodic error electronically [15–24].
ptical configuration of interferometer would lead vastly

 complicated setup, and be more sensitive to environment.
ignal processing method could potentially apply to most
ditional-configured interferometers, one can just upgrade
onic systems without changing any optical configuration.
ork, we investigate and improve the implementation of
rocessing algorithm to correct periodic error, achieving

stimation and real-time correction.
us work has demonstrated an effective model for the con-

 sources of periodic error [25–28]. The measurement and
 signals can be modeled as

2�fst + �) + �11 cos(2�fst) + �12 sin(2�fst)

s(2�fst − �) + �22 sin(2�fst − �), (2)

�fst), (3)

is split frequency, � is the displacement-induced phase
e between measurement and reference signals, which is
d measurement quantity. In (2), the first term is nominal
ent signal, the second and third terms are the first-order

rror, whose period is one cycle per fringe, and the fourth
terms are second-order periodic error, whose period is
s per fringe. Amplitudes �11, �12, �21, and �22 are corre-

 coefficients of the periodic errors. Typically, �11 and �21
e major periodic error, and value of �12 and �22 are very
ich are introduced by slight phase drift. Fig. 1 illustrates
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periodic 

�g = arct
cy domain, two extra peaks appear, represent first- and second-order
or respectively, whose frequencies are related to the Doppler frequency

 frequency fs [27].

methods, the measurement signal is multiplied with the
 and quadrature components of the reference signal. Then,
ase and quadrature components pass low-pass filters to
he high-frequency components, resulting in

(�) + �11 + �21 cos(−�) + �22 sin(−�), (4)

(�) + �12 − �21 sin(−�) + �22 cos(−�). (5)

s can be combined, yielding

 + �21)2 + �22
2 cos(� + ϕ1) + �11, (6)

(1 − �21)2 + �22
2 sin(� − ϕ2) + �12, (7)

nϕ1 = �22/(1 + �21) and tanϕ2 = �22/(1 − �21). These terms
pressed in the generic form [19],

(�g + ϕ) + Ixc, (8)

(�g) + Iyc, (9)

 ϕ2,

 ϕ2,

are the DC offsets, a and b are the gain of the AC compo-
d ϕ is the quadrature phase shift of �g (not exactly �/2 shift

 Ix and Iy). The displacement is represented by the change
�, with constant offset ϕ2 will not impact the change of
ot affect displacement measurement. The in-phase Ix and
re Iy signals for homodyne interferometers have the same
n [17], thus the following correction method works for
rodyne and homodyne interferometers.
deal interferometer setup, �11, �12, �21, �22 = 0, so |a| = |b|,

 and ϕ = 0, thus the phase difference � can be extracted
tangent operation directly,

an
(

Iy
Ix

)
= arctan

(
sin(�g)
cos(�g)

)
. (10)

, in practice, the DC offsets and quadrature phase shift
ero, and the gains are unequal. If (10) is used to extract
, the phase it will be affected by periodic error, which is

d in Fig. 2. To accurately determine the phase including

error,

an

(
Iy − Iyc

(Ix − Ixc) ·  ̨ + (Iy − Iyc) · ˇ

)
, (11)
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Fig. 2. The periodic error of displacement in time domain (a) and frequency domain
(b) when simulating a constant velocity motion. In time domain, the overall peri-
odic error is usually on the order of nanometer. In frequency domain, the two  orders
of periodic error locate at Doppler frequency and two times of Doppler frequency,
respectively.  If the motion is non-constant velocity, the two peaks will keep shif-
ting on the spectrum. It is impractical to use Fourier transform to characterize the
periodic error in a long period.

Fig. 3. The Lissajous curve of raw (Ix , Iy) (ellipse) and corrected (Ix , Iy) (circle). For
those  coefficients in ((8, 9)), Ixc and Iyc are the center of ellipse, a and b are major
and  minor semi-axes, and ϕ is the angle between the X-axis and the major axis. The
goal of ellipse fitting is to eliminate the influence of DC offset, unequal gain and
quadrature
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(ϕ)
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ction algorithm

l  data processing algorithms have been proposed to cor-
eriodic error. Among them, ellipse fitting is an essential

n method in interferometer applications. Heydemann [15]
a linear least-squares method to identify and correct the

 b/a, DC offsets, and quadrature phase shift in (8) and (9) by
 ellipse, then calculate the phase using the corrected ref-
d measurement signals. Birch [16] improves the method
a computer to simulate this correction method.
modern data processing techniques have also been

o periodic error correction, such as neural networks [30]
let transforms [31]. However, due to their computational
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matically, the Lissajous curve of (Ix, Iy) is an ellipse (see
 analytic geometry, the point (Ix, Iy) satisfies

Iy + CIy
2 + DIx + EIy + F = 0, (14)

e coefficients (A, B, C, D, E, F) determines the ellipse. Since
A + C can never be zero for an ellipse, the arbitrary scale fac-

 removed by the normalization A + C = 1. Thus, the ellipse
scribed by a vector (A, B, D, E, F) [32]. By estimating the
efficients, the correction coefficients ˛, ˇ, Ixc and Iyc can
ated using (A, B, D, E, F). Then, the periodic error can be

 by the correction coefficients.
ating the ellipse coefficients from noisy data is a com-
lem in the field of computer vision. Several techniques for
ting have been presented, including a linear least-squares,
al least-squares, gradient-weighted least-squares, bias-

 renormalization, Kalman filters, and robust techniques
e of them have been adjusted and applied to periodic error
n, including linear least-squares and Kalman filtering.

 al. [17] applied a linear least-squares method on a set of
easurement data. A computer was used to post-process
ation and perform correction operations. Because of the
rocessing, the corrected data is not suitable for further

 measurement and control use.
t al. [20] presented an implementation to adjust (Ix, Iy) in

 by using a tunable analog circuit. However, the correction
ts still must be calculated on a computer using prelim-
asurement data. Each time the optical setup changes,
ction coefficients must be recalculated off-line. Also, the
n coefficients must be treated as constant during one mea-
t period. Furthermore, the analog circuit can potentially

 other noise and drift.
ah et al. [23] established a system to estimate the
ts and correct the error based on a Kalman filter on a

r. However, the measurement data has to be transferred
data acquisition system (FPGA) to the computer for off-line
g. Like Wu’s method, this too is unsuitable for real-time
ent and control.

t al. [21] developed a digital signal processing module for
 periodic error compensation. It can continuously obtain

 phase result at the multiples of �/4 to estimate the cor-
efficients through simple arithmetic calculations, instead

 operations. However, it is easily affected by the accuracy
pecific phases and the speed of the phase change.

 et al. [18] designed a real-time error correction tech-
ed on a microcontroller and computational analog circuit.
icrocontroller run a regression analysis to calculate the
n coefficients. It can perform on-line updates to the cor-
efficients, but at a low frequency, only 15 Hz. Also, it uses
ational analog circuit to correct the error, but has limited
th about 100 kHz.
the above investigations, a linear least-square method
ads to a closed-form solution, however, it must wait for
t of measurement data to be available, and then operate

oint evaluation, which is a set of matrix operations and is
o run in real-time. Unlike a linear least-square method, a
lter has a recursive nature, which makes it is suitable for
g data in a time series [33]. However, it also has several
erations where in previous work it was  chosen to do off-

essing using a computer, which also makes the real-time,
llipse estimation impossible.
odyne and heterodyne interferometers and even correct
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ing periodic error. In this work, we developed a compact
ter system integrating data acquisition, phase demodula-
ficient estimation, and periodic error correction all in one
rd.

an filter

alman filter is a minimum mean-square error estimator,
ves the optimal estimation of a linear dynamic system
4]. A discrete linear dynamic system can be expressed by

−1 + ck + wk, (15)

−1 + nk. (16)

e xk is the current state vector, Tk is the state transition
ich is applied to the previous state xk−1, ck is the control

k is the process noise and usually modeled as white noise,
urrent observation (or measurement) of current state xk,
observation model, and nk is the observation noise.

 design, the Kalman filter is applied to estimate the ellipse
ts (A, B, D, E, F), so the state vector x is (A, B, D, E, F)T. The
efficients should be the same for all points on the ellipse,
n be simplified by setting Tk as identity vector and set wk

 zero, thus,

.

ver, the observation model is nonlinear for ellipse estima-
6) should be rewritten in form

−1) +  nk,

) is the observation model of ellipse estimation,)
= AIx

2 + BIxIy + (1 − A)Iy2 + DIx + EIy + F.

ll use the Kalman filter methodology [34] to estimate
efficients, an extended Kalman filter (EKF) should be used

 this nonlinear problem. The basic thought is that it lin-
e observation model at each point using a Taylor series

n (akin to a tangent line at a certain point on a curve),
s the linearized model to replace the original model in
tion.
llowing details the principle of ellipse estimation using an

 Kalman filter [32]. It linearizes models at each new value
Because the tangent lines at different points on the ellipse
ent, the linearized observation models and the covariance
ation noise nk must be updated each time using
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is linearized observation model, Rk is covariance of obser-
ise nk, and � is the noise level.

the model enters the Predict Step of the Kalman filter, it
revious state to estimate the current state. Two  variables

 estimated, one is state xk|k−1, and another is error covari-
−1, which measures the estimated accuracy of the state

 As it stated before, the Tk is identity vector, the formulas

The 

A
vatio
obse
is th
sure
resid
sure
feed

yk =

Kk =

xk|k

Pk|k

whe
Pk|k

E
(Ix, I
coef
mall
the p

In
tor d
depe
Ther
a be
wor
ting
in re

3.3.  

In
Ixc, I
D, E,

Ixc =

Iyc =

 ̨ =
dict Step are

k−1|k−1, (19)

k−1|k−1. (20)

 ̌ = √
4A

With elli
rection co
 4. The correction coefficients converge within half of the cycle.

l value of Pk is an identity matrix.
that, it enters the Update Step, which uses current obser-
formation to adjust the estimated state. The current
on information is the measurement residual yk, which
ference between the true observation and estimate mea-
t. The purpose of the Kalman filter is to use measurement
to refine the estimate state, and then make the mea-
t residual in following iterations approach zero, thus, a

 loop is built. The formulas in the Updated Step are

 h(xk|k−1, Ix, Iy), (21)

−1HT
k /(HkPk|k−1HT

k + Rk), (22)
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 KkHk) Pk|k−1, (24)

is optimal Kalman gain, xk|k is the updated estimate state,
 updated estimate covariance.
7)–(24) are recursively computed for each new value of

fter a certain number of iterations, the state or ellipse
ts x converges to a constant value, thus the ellipse is opti-

imated and (A, B, D, E, F) are ready to be used for correcting
dic error.
t, the extended Kalman filter is not an optimal estima-

 its linearization strategy, and its result and performance
n the initial estimate state and the order of input data [33].

 other advanced but complex EKF, which could achieve
stimation. However, the general EKF has been shown to

ngineering estimation problems, specifically for ellipse fit-
e importantly, it is practical to implement this algorithm
me in hardware.

r correction

er to correct the periodic error, the correction coefficients
 and  ̌ are needed in terms of ellipse coefficients (A, B, C,
5],

 − BE
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 4AC
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C − B2
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B
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C − B2

pse coefficients approaching to constant values, the cor-
efficients also converge eventually, as Fig. 4 shows.
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ust take a long time to serially execute these operations
nput, which leads to low throughput (thousands of clock
r output).
er  is to map  the Kalman filter to an HDL-designed, par-
lined architecture in FPGA, also known as systolic array

systolic array is dedicated hardware for matrix operations
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esent a new implementation other than those two  previ-
orted methods. It implements more dedicated hardware
ure of Kalman filter for the ellipse fitting application
ly, which costs considerably fewer hardware resources
ime to execute.

croprocessor based
s method, the coefficients estimation module is imple-
in a microprocessor. An embedded soft processor and
essor provide universal ALU and specific floating-point

ic operations circuits, which can integrate into an FPGA-
asemeter [35,37]. The Kalman filter algorithm for ellipse
n is implemented in C/C++ software. The software is

 by the microprocessor and manages each fundamental
 of coefficient estimation sequentially.

 the limitation of the maximum clock frequency of the soft
r and co-processor, and the complicated matrix operations
lman filter (time complexity: O(n2)), the software cannot
very input (Ix, Iy) for fitting the ellipse. So this downsam-
es it update the correction coefficients in a relatively low

y. It needs about 1.54 × 104 clock cycles to process one
 Iy), and the clock frequency is 100 MHz, so this method
y update correction coefficients at 6.5 kHz.
further options may  increase the updating frequency. For

 if a SoC FPGA is available, the integrated ARM-based
cessor could run up to 800 MHz, which accelerates the
g speed; and it may  support fixed-point operations, which
ster than current floating point operations.

tolic array based
stolic array is a homogeneous network of Data Processing
U). Unlike the microprocessor based Kalman filter using
rsal ALU in the processor, the systolic array based Kalman

 dedicated hardware to achieve matrix operations, which
 achieve pipelining and parallel processing. Previous work
sed to implement the Kalman filter in an FPGA based on

 array [36,38].
stolic array has advantages in resource efficiency when
large scale matrix operations, which are high computa-
ntensive tasks [39], such as image processing, biological

 comparison, and graph algorithms. However, when the
he matrix is very small, the advantages become insignif-

 most complex operation is a 1-by-5 matrix multiplying
matrix in the ellipse fitting application, which is much
an above applications.

plication-specific architecture based
edicated hardware architecture is for ellipse fitting appli-
ecifically. Instead of dealing with matrix operations, this
ecomposes the Kalman filter equations to a lower scale,
als with the single elements. Because the ellipse fitting
n only has small scale matrices, the amount of the ele-

acceptable.
e  decompose the Kalman filter equations to several fun-

l functions (Table 1). Some of the fundamental functions
n the result of previous functions, which means they must
the previous functions to be completed. Some functions
n amount of the same basic operations, which means if
executed simultaneously, it costs considerable hardware
. Hence, for those functions depending on the previous
ot necessary to assign dedicated hardware for them. They

hare the hardware with the previous one, which optimizes

rce usage and does not influence the overall throughput.

 functions which contain a large number of the same oper-
e can make their hardware pipelined and folded, which
e hardware but decreases the throughput slightly. Hence,
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Table  1
Fundamental functions of Kalman filter processing.

Step Function Op set

1 H(Ix , Iy) N/A
2 R(Ix , Iy , x) 1
3 y(Ix , Iy , x) 1
4 PHi = P × HT 2
5 HP = H × P 2
6 HPHi = HP × HT 2
7 K = PHi/(HPHi + R) N/A
8 x = x + K × y 3
9 P = P − K × HP 3
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to find the most common operation sets, whose hard-
ld be shared among the functions, but also have balanced
m.
2 and 3, and correction coefficients calculation (25)–(28)
imilar operation set, which can be abstracted as

+ d × e × f.

ecture is shown schematically in Fig. 6. The hardware of
tion set is designed as pipelined. By sharing the hard-
ng those steps, it saves the resource and keeps acceptable
ut.
atrix multiplications in Steps 4, 5, and 6 are M1,5 × M5,5,
,1, and M1,5 × M5,1.1 These functions contain a large

of element addition and multiplication operations. If
dition and multiplication operation was  assigned dedi-
dware, it could execute these operations simultaneously
eve maximum throughput, but cost considerable hard-
ources. If they are constrained to share only one adder
multiplier, it achieves minimum hardware usage, but
tly decreases the throughput resulting from sequential
. Hence, to balance the hardware usage and throughput,

 a pipelined common operation set:

b2 + a3b3 + a4b4 + a5b5,

 between all-dedicated and all-shared hardware. This
ure is shown schematically in Fig. 7a.
stance, the functions M1,5 × M5,5 needs five of this opera-
s Fig. 7b shows, this architecture could feed the operands

 clock cycles sequentially. Because it is pipelined, it only
r more clock cycles than all-parallel processing, but save

 hardware resource.
rly,  Steps 8 and 9 also contain large amount of addi-
tation and multiplication, but they can be abstracted as
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nd square root, all nine steps of Kalman filter and correc-
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ed in this research.
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. Meanwhile, by carefully arranging the timing of each
, the overall ellipse coefficients estimation (Kalman filter)
ction coefficients calculation only take 44 clock cycles for
tion (for easy downsampling, approximate to 50). In this
he system clock is 50 MHz, so the correction coefficients
Iyc) can update at 1 MHz.
ects of hardware resource usage and throughput, this
s superior to other two methods. It is practical to imple-

 application-specific architecture based Kalman filter in

r correction design

rror correction part corrects the input (Ix, Iy) based on
ction coefficients. Since the input (Ix, Iy) are fixed-point
hich are originally digitized by the analog-to-digital con-
d following arctangent operation is also fixed-point, it is

 to convert the floating-point correction coefficients (˛,

 to fixed-point first, and then operation fixed-point error
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division (29) as an operand. A dual-input CORDIC-based
 accept the numerator and denominator (11) separately,

oids the division operation. Hence, the next step is to cal-
 corrected I′x (30) and I′y (31) separately.

xed-point correction operations can generate an output
ck cycle, so it could correct every input (Ix, Iy) based on

 correction coefficients.
ver,  if the periodic error is time-varying, the correction
ts estimation part needs 50 clock cycles to generate new
ts, so the latest correction coefficients may  not reflect the
ate. That is the reason why it is preferential to update the

n coefficients as fast as possible, which make it more accu-
resent the current state. However, in this paper, we will

uss the situation with constant periodic error amplitude.

l value

se  the Kalman filter is a recursive process, it needs time
ch to optimal estimation. The closer the initial value to
l value, the sooner it can converge, so the convergence
portant for ellipse fitting. If there is no periodic error

rodyne interferometer, the Lissajous curve of (Ix, Iy) is a
h a radius of 0.5. The ellipse coefficients x for this cir-
.5, 0, 0, 0, − 0.125). Usually, the ellipse (Ix, Iy) does not
oo much from a circle, it is fair to set it as the initial

 any uncharacterized setup. If the ellipse coefficients are
nown from previous measurements, the initial value could
et as those known coefficients, which make it converge
he initial value in practice could be easily customized on

ise level � is another coefficient that can be customized.
ines the convergence process to be rapid but unstable, or
t rigid. In this work, we found � = 0.05 to be suitable as
lt value.

ations

ermine the functionality and performance of this periodic
rection module, a series of simulations were performed.
sing computer-generated signals, it isolates other optical
anical error sources and obtains information on the error
ion and process capability of this correction module only.
ional software simulations for FPGA digital signal
g algorithms have a long simulation runtime, and
n-specific availability and accuracy. Because the software
lly imitate the conditions and environment of the real

e results may  not reflect its real performance in hardware.
ue called FPGA hardware-in-the-loop (HIL) was  used to

 functionality and performance of the FPGA design. Unlike
simulation, HIL simulation allows data to be processed in

 by the FPGA hardware rather than by the software. The
data are generated by Matlab/Simulink, which could be
or customized, and fed to the FPGA, and then the FPGA
ional results are collected by the Matlab/Simulink for
alysis and display. This approach accelerates simulation

 also ensures that the algorithm will behave as expected
al world [40]. The setup of this simulation is shown in

 paper, two main scenarios were simulated. One is the
 target has a constant velocity, another is the measured
s non-constant velocity, which leads the Doppler fre-
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 be constant or not. As the Fig. 10 shows, when the Doppler

 is constant, the points on the Lissajous curve distribute
owever, when the Doppler frequency is non-constant, the
the Lissajous curve is not evenly. The simulations will

takes a sh
ter levels
(Fig. 11b
first- and
 show the Lissajous curves of in-phase (I) and quadrature (Q) signals
surements with periodic error. Constant Doppler frequency leads even

 (a), and non-constant Doppler frequency leads uneven distribution (b).

t whether the distribution of samples impacts the ellipse
rformance.
owing simulations (5.1 and 5.2), it assumes that the ampli-
ach order of periodic error is constant. Because generally
rferometer configuration setup, the amplitude of peri-
r is almost constant or just slightly changes during one

ent.

tant velocity

ant  velocity is the most common scenario of target motion
ent. Most of the periodic error correction methods deal

 scenario. In this paper, several simulations are performed
nt constant velocities to verify its performance in this basic

llowing simulations simulate the measurements taken
rodyne interferometer with 100 kHz split frequency. The

 of measured target are 1 mm/s  (Doppler frequency:
 and 10 mm/s  (Doppler frequency: 31.6 kHz). The samp-
ency of the system is 50 MHz. The computer-generated

are given by:

(1 + �21) cos (2�fd) −  �22 sin (2�fd) +  �11) , (32)

(�21 − 1) sin (2�fd) +  �22 cos (2�fd) +  �12) , (33)

is Doppler frequency, which is a constant value.
ts �11 is 0.1, �12 is 0.02, �21 is 0.08, �22 is 0.03.
Figs. 11a and 12a, we can see the residual error (red)
ort time to reach steady state, and then keeps at picome-

. In frequency domain, for 1 mm/s  velocity simulation
), the periodic error correction method could decrease

 second-order error by 75.9 dB and 102.0 dB; for 10 mm/s
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Fig. 11. Comparison of periodic error before and after correction. The Doppler fre-
quency is 3.16 kHz. In the time domain (a), the periodic error attenuates from
±8.0  nm to ±2.1 pm,  RMS  attenuates from 4.7 nm to 0.7 pm.  In the frequency domain
(b), the first- and second- order error attenuate 75.9 dB and 102.0 dB, respectively.

Fig. 12. Comparison of periodic error before and after correction. The Doppler fre-
quency is 3
±8.0  nm to 
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Fig. 13. Comparison of periodic error before and after correction, when the Doppler
frequency is oscillating at 100 Hz. When the peak Doppler frequency is 1.99 kHz
(0.63 mm/s) (a), the periodic error attenuates from ±8.0 nm to ±2.1 pm,  RMS
attenuates  from 4.5 nm to 0.6 pm.  When the peak Doppler frequency is 49.6 kHz
(15.7 mm/s) (b), the periodic error attenuates from ±8.0 nm to ±2.3 pm,  RMS  atten-
uates from 4.7 nm to 0.7 pm.

4. Comparison of periodic error before and after correction, when the Doppler
ency is oscillating at 10 Hz. When the peak Doppler frequency is 1.99 kHz

 mm/s) (a), the periodic error attenuates from ±8.0 nm to ±2.2 pm,  RMS
1.6 kHz. In the time domain (a), the periodic error attenuates from
±2.1 pm,  RMS  attenuates from 4.7 nm to 0.7 pm.  In the frequency domain
- and second-order error attenuate 76.2 dB and 88.4 dB, respectively.

imulation (Fig. 12b), it could decrease first- and second-
or by 76.2 dB and 88.4 dB.
ing  to the simulation results, the residual errors after

n are just slightly varying among different Doppler fre-
, but significantly attenuated compared with original
rrors. So this implementation can effectively correct peri-

r for constant velocity measurements, and has very high
n performance consistently.

constant velocity

onstant  velocity is a common scenario for target motion
ent as well, including changing direction, accelerating,

lerating. The following simulations simulate the target
n sinusoidal velocities, which is typical motion in man-
g processes.
imulations are performed. They are the combination of

 velocities 0.63 mm/s  and 15.7 mm/s, and two  frequen-
cillating 10 Hz and 100 Hz. The other parameters are the
that in the constant velocity simulation. The computer-

 stimulus are similar to (32) and (33), except the Doppler
y is non-constant:

(2�fot) , (34)

is peak Doppler frequency, fo is the frequency of velocity
g.
igs. 13 and 14, no matter what the peak velocity (Doppler

y) or the frequency of oscillating is, the peak-to-peak peri-

Fig. 1
frequ
(0.63
r and RMS  of periodic error decrease to picometer level,
ore than three orders of magnitude lower than the origi-

. Because the Doppler frequency is continuously changing

attenuates  from 5.2 nm to 0.6 pm.  When the peak Doppler frequency is 49.6 kHz
(15.7 mm/s) (b), the periodic error attenuates from ±8.0 nm to ±2.1 pm,  RMS  atten-
uates from 4.6 nm to 0.7 pm.
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Fig. 15. The RMS of the residual noise in output when adding different levels of
noise to input signals. The solid lines are the local RMS  of 50 points of residual noise
after correction. Using local RMS  instead of global RMS  eliminates the influence of
transient st
the Kalman
inputs will 

during on
are given

Accord
error afte
and signi
errors. So
accuracy 

non-cons

5.3.  Perfo

All  pre
formance
also critic
speed of 

the differ
Mathe

level lead
leads to s
and (23),

xk|k = x0|

where xk
initial sta
consider 

∣∣x − xk|k
∣∣

If Ki beco
hold ineq

To  tes
1% and 2.
RMS  of n
signals Ix
ˇ, Ixc, Iyc)
in this tes

From 

to input 

error corr

2 In fact, 

ferometers  

previous lo
high  freque
use white n

Meanwh
els event
However
The large
noise on 

the highe
The noise
case (0% 

mation, h
about 1 c
633 nm (
measurem

Severa
processin

uate
s to
ptic
tion
t sign
orma

easu

e  al
n. A 

sure 

nter
ete

tion
it fre

 inte
spli

rizer
efere

 spl
on a
P), b
ors. 

ting t
y refl
rigin

 a po
t sign
s di

he h
er th
lifier
ge. This was solved by down mixing the 1.91 MHz  heterodyne

uency with a common local oscillator driven at 1.88 MHz  using
ction generator (Tektronix, AFG3022B) and frequency mixers
i-Circuits, AZD-1-1+). The signal output from the frequency
ate at the beginning. The dash lines are the levels of input noise. Because
 filter in this design only deals with periodic error, the white noise in the
pass through and be left in the output.

e measurement, only time-domain plots of periodic error
 here.
ing to the simulation results, the amplitude of residual

r correction is the almost same for these four simulations,
ficantly decreased compared with the original periodic

 the uneven distribution of samples does not influence the
of ellipse fitting, and the error correction performance for
tant velocity is comparable to that for constant velocity.

rmances

vious simulations test the functionality, however, the per-
s, like the speed of convergence and noise tolerance, are
al specifications [16,30]. Hence, we also investigate the

convergence and the RMS  of residual noise in output for
ent input noise levels.
matically, the noise level is � in (18). The higher noise
s to the higher covariance of observation noise Rk, thus,
maller optimal Kalman gain Kk in (22). According to (19)

0 +
k∑

i=0

Kiyi, (35)

|k is the updated estimate state at k-th iteration, x0|0 is the
te. Assume x is the real state, when xk|k is within x ± ε, we
it as the real state. Thus,

=
∣∣∣∣∣x − x0|0 −

k∑
i=0

Kiyi

∣∣∣∣∣ ≤ ε. (36)

mes smaller for each iteration, it needs more iterations to
uality (36), which slows the speed of convergence.
t its noise tolerance and convergence speed, we  add 0.5%,
5% white noise to the input signals,2 and then compare the
oise in output with and without correction. The stimulus
, Iy are generated based on the correction coefficients (˛,
, which are set as (1.1434, − 0.1676, − 0.06854, − 0.0702)
t. The results are shown in Fig. 15.
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the simulations, we can see the white noise introduced
signals also appears in the output, because the periodic
ection does not have a mechanism to eliminate the noise.

the profiles of actual noise in Ix , Iy for homodyne and heterodyne inter-
may  be different. For heterodyne interferometer, Ix , Iy are filtered by
w-pass filters, so the spectrum of the noise should decrease towards
ncy, depends on the characteristic of the filters. For simplification, we
oise for simulations.
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tures (aper
17) 133–143 141

ile, the residual noise levels approach to input noise lev-
ually, which means it will not amplify the noise as well.
, the noises do impact the performance of the correction.

 ripple in the red line reflects that variations caused by
input Ix, Iy impact the accuracy of the ellipse fitting, and
r level noise impacts the fitting much more significant.

 also influences the speed of convergence. In the ideal
noise), it needs only 0.6 cycle to achieve the optimal esti-
owever, along with the noise increasing to 2.5%, it needs
ycle but still not stable, which means that it may  need

1 cycle) length to get stable correction coefficients in real
ent.

l techniques can be applied to front-end digital signal
g system, photodetector system, and optical setup to

 the noise, or increase signal-to-noise ratio, such as using
 attenuate particular frequency band of noise, isolating
al setup and detectors to avoid the light and temperature

 from the environment. Controlling the noise level of the
als is helpful to achieve optimal periodic error correction

nce.

rement validation

so use real measurement data to validate our implemen-
heterodyne Twyman-Green interferometer was used to
the displacement of the nPoint nano-positioning stage,

ferometer’s optical layout is shown in Fig. 16. The inter-
r is mounted on an optical isolation table to minimize

 noise. A Zeeman laser (Hewlett Packard, HP 5518A) with
quency of 1.91 MHz  was  used as a source for the hetero-
rferometer. The beam passes through a non-polarizing

tter (BS), where the reflected beam is interfered using a
 and detected on a photodiode (PD) generating the opti-
nce. The other portion of the beam travels to a polarizing
itter (PBS). Here, the two orthogonal beams split via polar-
nd frequency. Each passes through a quarter wave plate
efore reflecting from the reference and measurement

Upon reflection, the beams pass back through the QWP,
heir respective polarizations a total of 90◦. Now, the orig-
ected beam transmits through the PBS and vice versa for
ally transmitted beam. The two  beams are then interfered
larizer and detected using a PD to generate the measure-
al. Apertures are used on the reference and measurement

rectly before the PDs to help set the level of periodic error.
eterodyne frequency of the laser is 1.91 MHz, which is
an the maximum bandwidth of 100 kHz of the lock-in

 (Sanford Research, SR830) used to measure the phase
e optical layout of the heterodyne interferometer used for testing. Aper-
.) are used to set the level of periodic error.



142 C. Wang et al. / Precision Engineering 48 (2017) 133–143

Fig. 17. Measurement error comparison among capacitive sensor, interferometer,
and  interferometer with error correction. (a) and (b) are the residual error and its
spectrum for 11�m/s  motion (Doppler frequency 35 Hz) measurement. After correc-
tion, the first- and second-order error attenuate 48.5 dB and 36.5 dB, respectively.
(c)  and (d) 
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s both 30 kHz and 3.79 MHz  components. The higher fre-
as removed using a low pass filter (Krohn-Hite, 3944) to
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n use. The data from the lock-in amplifier was recorded

iew and an NI-6529 DAQ card on a Windows PC. The NI
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ent to the nPoint controller. The built-in capacitive sensor

 stage provides its instantaneous position under closed-
trol. The readout of the capacitive sensor is used as the

 to examine the periodic error in interferometer measure-

et  a technical difficulty in recording capacitive sensor
and periodic error correction module readout simulta-
For comparison purpose, we chose simultaneously record
e sensor readout, in-phase, and quadrature signals instead,

 feed the in-phase and quadrature signals to correction

l constant and non-constant velocity measurement pro-
 been taken. Fig. 17 shows two constant velocity motion
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p ideally. Fig. 17a and c show the residual errors after
 the linear trend of the displacement. The raw DMI  mea-

 has an error about ±20 nm,  which is a superposition of
rror, the effects of temperature and refractive index drift,
quency (60 Hz and its harmonics), and data acquisition
fter periodic error correction, the residual errors go down
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W
hete
,  which is also smaller than the noise of capacitive sensor
ent ±6 nm.  Fig. 17b and d show the spectrum of resid-

. The first and second order periodic errors are removed
ection, whose amplitudes are attenuated about 50 dB and

interfero
rection c
error at 5
varying p
a sinusoidal motion: 5�m· sin(2� · 0.1Hz · t). (b) Illustrates the residual
n measuring a sinusoidal motion: 5�m· sin(2� · 1Hz · t).

pectively. There is a third order periodic error that appears
ectrum due to misalignment, but it is attenuated to the
of noise too. Some other peaks appear at the same posi-
e three spectrums. They are the common residual error or

 utility frequency, environment, data acquisition system,
tage itself.
on-constant velocity measurement profiles also have been

 to compare the residual errors among capacitive sen-
ferometer, and interferometer with error correction. In

 the stage has sinusoidal velocity, sinusoidal displacement,
eriodic error has a time-varying frequency. Fig. 18 shows
s of each measurement. There is a common drift on the
hich is caused by the respond of stage’s closed-loop con-
rdless of the drift, the capacitive sensor has a noise about
he raw DMI  measurement has an error about ±20 nm,
s the same sources as the previous measurement. After

correction, the error goes down to ±1.5 nm.  Those resid-
s have the same amplitudes as that in constant velocity

 So this correction module has consistent performance in
stant and non-constant velocity measurements.

 measurements are just a part of the measurements we
 them show that Kalman filter algorithm and implemen-
ld attenuate the periodic error effectively, no matter what

ity is and how the velocity changes. Currently, the resid-
after correction is about ±1.5 nm,  which are all from other
he periodic error is effectively corrected.

usion

esent a periodic error correction implementation for the
ne interferometer, and compatible with the homodyne
meter. This module can on-line estimate and update cor-

oefficients at 1 MHz, and real-time correct the periodic
0 MHz. It also has the capability to deal with slow time-
eriodic error.
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