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OPTICAL MICROSCOPY

Single-frame 3D fluorescence microscopy with
ultraminiature lensless FlatScope

Jesse K. Adams,"*>* Vivek Boominathan,>>* Benjamin W. Avants,? Daniel G. Vercosa,"? Fan Ye,*?
Richard G. Baraniuk,>> Jacob T. Robinson,"**>*>" Ashok Veeraraghavan'?3*

Modern biology increasingly relies on fluorescence microscopy, which is driving demand for smaller, lighter, and
cheaper microscopes. However, traditional microscope architectures suffer from a fundamental trade-off: As lenses
become smaller, they must either collect less light orimage a smaller field of view. To break this fundamental trade-off
between device size and performance, we present a new concept for three-dimensional (3D) fluorescence imaging
that replaces lenses with an optimized amplitude mask placed a few hundred micrometers above the sensor and an
efficient algorithm that can convert a single frame of captured sensor data into high-resolution 3D images. The result
is FlatScope: perhaps the world’s tiniest and lightest microscope. FlatScope is a lensless microscope that is scarcely
larger than an image sensor (roughly 0.2 g in weight and less than 1 mm thick) and yet able to produce micrometer-
resolution, high—-frame rate, 3D fluorescence movies covering a total volume of several cubic millimeters. The ability
of FlatScope to reconstruct full 3D images from a single frame of captured sensor data allows us to image 3D volumes
roughly 40,000 times faster than a laser scanning confocal microscope while providing comparable resolution. We
envision that this new flat fluorescence microscopy paradigm will lead to implantable endoscopes that minimize
tissue damage, arrays of imagers that cover large areas, and bendable, flexible microscopes that conform to
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complex topographies.

INTRODUCTION

Revolutionary advances in fabrication technologies for lenses and
image sensors have resulted in the remarkable miniaturization of im-
aging systems and opened up a wide variety of novel applications.
Examples include lightweight cameras for mobile phones and other
consumer electronics, lab-on-chip technologies (1), endoscopes small
enough to be swallowed or inserted arthroscopically (2), and surgically
implanted fluorescence microscopes only a few centimeters thick that
can be mounted onto the head of a mouse or other small animals (3).
More recently, lenses themselves have been miniaturized and made
extremely thin using diffractive optics (4, 5), metamaterials (6), and
foveated imaging systems (7).

Notwithstanding this tremendous progress, today’s miniature
cameras and microscopes remain constrained by the fundamental
trade-offs of lens-based imaging systems. In particular, the maximum
field of view (FOV), resolution, and light collection efficiency are all
determined by the size of the lens(es). To further miniaturize micro-
scopes while maintaining high performance, we must step outside the
lens-based imaging paradigm.

Computational imaging has emerged as a powerful framework for
overcoming the limitations of physical optics and realizing compact
imaging systems with superior performance capabilities (8, 9). Gener-
ally speaking, computational imaging systems use algorithms that
relax the constraints on the imaging hardware. For example, super-
resolution microscopes such as PALM and STORM use computation
to overcome the physical limitations of the imager’s lenses (10, 11).
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At the extreme, computation can be used to eliminate lenses alto-
gether and break free of the traditional design constraints of physical
optics. The main principle of “lensless imaging” is to design complex
but invertible transfer functions between the incident light field and
the sensor measurements (12-19). The acquired sensor measurements
no longer constitute an image in the conventional sense, but rather
data that can be coupled with an appropriate inverse algorithm to re-
construct a focused image of the scene. This redefinition of the imaging
problem significantly expands the design space and enables compact
yet high-performance imaging systems. For example, amplitude or
phase masks placed on top of a bare conventional image sensor com-
bined with computational image reconstruction algorithms enable in-
expensive and compact photography (13-15, 20).

Lensless computational imaging has also enabled extremely
lightweight and compact microscopes. For example, pioneering work
has demonstrated that a bare image sensor coupled with a spacer layer
and a recovery algorithm is a powerful tool for shadow imaging (1),
holography (21, 22), and fluorescence (23, 24) with applications in
point-of-care diagnostics and high-throughput screening. A major ad-
vantage of lensless microscopy is its ability to substantially increase the
FOV.In alens-based microscope, the FOV is inversely proportional to
the magnification squared, whereas in a lens-free system the FOV is
limited only by the area of the imaging sensor (25).

Despite the recent advances in ultracompact lensless microscopy,
one key application area has remained infeasible: micrometer-resolution
three-dimensional (3D) imaging of incoherent sources (for example,
fluorescence) over volumes spanning several cubic millimeters. This
application area is particularly relevant for fluorescence imaging of
biological samples both in vitro and in vivo, where the illumination
sources and image sensors must often be on the same side of the im-
aging target. The major challenge in 3D imaging of these incoherent
sources is that in the absence of lenses, the incoherent point spread
function lacks the high-frequency spatial information necessary for
high-quality image reconstruction. Although coherent sources can ex-
ploit the high-contrast interference fringes that carry high-frequency
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spatial information, the absence of interference fringes when imaging
incoherent sources makes direct extensions of holographic methods
infeasible without additional optical elements (26).

Using a novel computational algorithm and optimized amplitude
mask, we demonstrate the first 3D lensless microscopy technique that
does not rely on optical coherence. The result is the world’s thinnest
fluorescence microscope (less than 1 mm thick) that is capable of mi-
crometer resolution over a volume of several cubic millimeters (Fig. 1).
The major innovation that enables the “FlatScope” is an optimized 2D
array of apertures (or amplitude mask) that modulates the incoherent
point spread function, which makes high-frequency spatial information
recoverable. In addition, the amplitude mask for FlatScope is designed
to reduce the complexity of the image reconstruction algorithm such
that the image can be recovered from the sensor measurements in near
real time. When an arbitrary amplitude mask is placed atop an N x N
pixel image sensor, the transfer function relating the unknown image
to the sensor measurements is an N> x N? matrix containing O(N b
entries (for example, a 1-megapixel image sensor produces a matrix
with ~10'? elements). The massive size of this matrix leads to two ma-
jor impracticalities: First, calibrating such a microscope would require
the estimation of O(N*) parameters, and second, reconstructing an
image would require a matrix inversion involving roughly O(N°) com-
putational complexity.

FlatScope greatly simplifies both the calibration and image re-
construction process by using a separable mask pattern composed of
the outer product of two 1D functions. These separable masks have
been shown to result in computational tractability (14, 19). In the special
case of FlatScope with a separable mask, the local spatially varying point
spread function (Fig. 2C) can be decomposed into two independent,
separable terms: The first term models the effect of a hypothetical
“open” mask (with no apertures) (Fig. 2, D and F), and the second term
models the effect due to the coding of the mask pattern (Fig. 2, Eand G).
We call this superposition of two separable functions the “Texas Two-
Step (T2S) model.”

For a 2D (planar) sample X,; at depth d, we show in section S1 that
the FlatScope measurements Y satisfy

Y = PoaXaQl, + PaXaQl (1)

where P,; and P, operate only on the rows of X; and Q,g and Q.4
operate only on the columns of X, (the subscripts o and c refer to
“open” and “coding,” respectively). The total number of parameters
in P, Qu P.g, and Q. is O(N?) instead of O(N*). Thus, calibration
of a moderate-resolution FlatScope with a 1-megapixel sensor requires
the estimation of only ~4 x 10° rather than 10'> elements, and image
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Fig. 1. Traditional microscope versus FlatScope. (A) Traditional microscopes capture the scene through an objective and tube lens (~20 to 460 mm), resulting in a quality
image directly on the imaging sensor. (B) FlatScope captures the scene through an amplitude mask and spacer (~0.2 mm) and computationally reconstructs the image. Scale
bars, 100 um (inset, 50 um). (C) Comparison of form factor and resolution for traditional lensed research microscopes, GRIN lens microscope, and FlatScope. FlatScope achieves
high-resolution imaging while maintaining a large ratio of FOV relative to the cross-sectional area of the device (see Materials and Methods for elaboration). Microscope
objectives are Olympus MPlanFL N (1.25x/2.5x/5%, NA = 0.04/0.08/0.15), Nikon Apochromat (1x/2x/4x, NA = 0.04/0.1/0.2), and Zeiss Fluar (2.5x/5x, NA = 0.12/0.25).

(D) FlatScope prototype (shown without absorptive filter). Scale bars, 100 um.
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Fig. 2. T2S model. (A) lllustration of the FlatScope model using a single fluorescent bead as the scene. (B) Fluorescent point source at depth d, represented as input image X.
(C) FlatScope measurement Y. FlatScope measurement can be decomposed as a superposition of two patterns: (D) pattern when there is no mask in place (open) and
(E) pattern due to the coding of the mask. Each of the patterns is separable along x and y directions and can be written as (F and G) two separable transfer functions.
The FlatScope model, which we call as the T2S, is the superposition of the two separable transfer functions.

reconstruction requires roughly 10° instead of 10'® computations. For
a 3D (volumetric) sample Xp, we discretize it into a superposition of
planar samples X,; at D different depths d to yield the measurements

D
Y = 2, (PoaXaQl; + PaXaQL) (2)

Separability is critical in making lensless imaging practical. As we
show in section S2, the T2S model reduces the memory requirements
for our prototype from 6 terabytes to 21 megabytes (a reduction of five
orders of magnitude) and the reconstruction run time from several
weeks for a single 2D image to 15 min for a complete 3D volume.

Reconstructing a 3D volume from a single FlatScope measurement
requires that the system be calibrated, meaning that we know the
separable transfer functions {P,s, Qos Poss Qe = 12 P} To estimate
these transfer functions for a particular FlatScope, we capture images
from a set of separable calibration patterns (fig. S1). Because the cal-
ibration patterns displayed are separable, each calibration image de-
pends only on either the row operation matrices {P,, pyd=12-Dhgp
the column operation matrices {Q,4 Q. = 12 Pk this observation
massively reduces the number of images required for calibration. Using
a truncated singular value decomposition, we can then estimate the
columns of P,y Qo4 Pegy and Q4 (see section S3). We perform this
one-time calibration procedure for each depth plane d independently
(see Materials and Methods). Given a measurement Y and the separable
calibration matrices {P, 4 Qug Pt Quat'® = 12 P}, we solve a regularized
least-squares reconstruction algorithm to recover either a 2D depth
plane X,; or an entire 3D volume Xp. The gradient steps for this optimi-
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zation problem are computationally tractable because of the separability
of the T2S model (see section S4).

RESULTS

Experimental evaluation

To evaluate FlatScope’s performance, we constructed several proto-
types (see Materials and Methods). We describe the performance of
a particular prototype based on a Sony IMX219 sensor with 2x2 pixel
binning (using only the green pixels in a Bayer sensor array). We used a
region of 1300x1000 binned pixels to create an effective 1.3-megapixel
sensor with 2.24-um pixels. The amplitude mask is a 2D modified
uniformly redundant array (MURA) (27) designed with prime number
3329, where the mask’s smallest feature size is 3 um. We show that
MURA patterns are separable in section S5.

Lateral resolution

To test the lateral resolution of the FlatScope prototype, we used test
patterns composed of closely spaced double-slit resolution targets in a
chrome mask with varying line spacing. We found that the lateral
resolution of our prototype is less than 2 um. In Fig. 3, we show the
FlatScope results with a target containing a slit gap of approximately
1.6 um compared to a confocal image of the same target (Fig. 3A). The
FlatScope images were captured at a distance of 150 pm (Fig. 3B) and
resolve the gap (Fig. 3C). A comparable microscope would require
an objective with an NA ~0.16, typically found in objectives with x4
to x5 magnification. Note that although a 4x objective on a traditional
lens-based microscope with a similar active area sensor would provide
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Fig. 3. Resolution tests with the FlatScope prototype. (A) Double slit with a 1.6-um gap imaged with a 10x objective. (B) Captured FlatScope image. (C) FlatScope
reconstruction of the double slit with a 1.6-um gap. (D to F) FlatScope reconstructions of USAF resolution target at distances from the mask surface of 200 um (D), 525 um (E),

and 1025 um (F). Scale bar, 100 um.

a FOV of only 0.41 mm?, FlatScope markedly increases this FOV by
more than 10 times to 6.52 mm?®. These results show that FlatScope
can produce high-resolution images while maintaining an ultrawide
FOV. In addition, our computational algorithm allows for the incor-
poration of image statistics, enabling us to resolve features smaller
than the size of the binned pixel, the minimum aperture on the mask,
and the calibration line thickness (2.24, 3, and 5 pum, respectively, for
this prototype).

Computational depth scanning
Because depth is a free parameter in our reconstruction algorithm,
FlatScope can reconstruct focused images at arbitrary distances from
the prototype. To demonstrate this dynamic focusing, we captured
images of a 1951 U.S. Air Force (USAF) target at distances ranging
from 200 um to ~1 mm. We reconstruct FlatScope images with no
magnification, and therefore, angular resolution stays constant. As a
result, we expect some lateral resolution degradation as distance in-
creases but predict that the information captured through the mask
(along with our reconstruction algorithm) will aid in maintaining high
resolution through this range, especially when compared to imaging
with no mask. The images reconstructed at the closest distance of
200 pum resulted in the best resolution (Fig. 3E), whereas at a distance
of ~1 mm, line pairs in group 5 were still resolvable (Fig. 3G). These
results confirm the capability of FlatScope to resolve images over a
significant distance range while still maintaining high resolution.
When the depth of the sample is unknown, we can bring the image
into focus by computationally scanning the reconstruction depth just
like one would scan the focal plane of a conventional microscope. The
difference with FlatScope is that the focal depth is selected after the
data are captured. Thus, from a single frame of captured data, we
can reconstruct a focused image without knowing the distance between
the sample and the FlatScope a priori. To illustrate the computational
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focusing, we show, by simulation, that a resolution target has maxi-
mum contrast when the reconstruction depth matches the true dis-
tance between the target and the FlatScope (fig. S2 and movie S1).

We also compare, by simulation, the performance of imaging in-
coherent light sources of FlatScope versus two other lensless camera
designs that share similar FOV and form factor advantages over tra-
ditional lens-based microscopes (fig. S3). Sencan et al. (28) have
shown that using a bare image sensor without a mask is cost-effective
for fluorescence lab-on-chip applications. To achieve high spatial res-
olution, sparsity constraints and close proximity to the bare sensor
must be enforced so that the reconstruction (deconvolution) remains
stable and tractable (29). The quality of images reconstructed from
bare sensor images decays rapidly with increasing depth (fig. S3A).
In contrast, the single separable model proposed by Asif et al. (14)
breaks down as expected when the source distance approaches the device
size, that is, in the regime where the point spread function of a point
source is localized to a portion of the sensor (fig. S3C and section S6).
In this regime, our new T2S model is a necessity for high-resolution
reconstructions (fig. S3B).

3D volume reconstruction

In addition to the ability to reconstruct images at arbitrary distances,
FlatScope is also able to reconstruct an entire 3D volume from a single
image capture. To showcase this ability, we prepared a 3D sample by
suspending 10-um fluorescent beads in an agarose solution. We then
captured a single image using FlatScope and reconstructed the entire
3D volume (Fig. 4, A and B). For ground truth, we captured the 3D
fluorescence volume using a scanning confocal microscope (Fig. 4C).
Comparing the FlatScope reconstruction to the confocal data over a
depth range of >200 um, we not only have sufficient lateral resolution
to resolve the beads but also achieve an axial resolution comparable to
that of the confocal microscope (Fig. 4D). Empirically, we find that the
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Fig. 4. 3D volume reconstruction of 10-um fluorescent beads suspended in agarose. (A) FlatScope reconstruction as a maximum intensity projection along the z axis
as well as a ZY slice (blue box) and an XZ slice (red box). (B) Estimated 3D positions of beads from the FlatScope reconstruction. (C) Ground truth data captured by confocal
microscope (10x objective). (D) Depth profile of reconstructed beads compared to ground truth confocal images. Empirically, we can see that the axial spread of 10-um beads
isaround 15 um in FlatScope reconstruction. That is, FlatScope’s depth resolution is less than 15 um. The three beads shown are at depths of 255, 270, and 310 um from the top

surface (filter) of the FlatScope.

axial spread of the 10-um beads is approximately 15 pm in the FlatScope
reconstructions (Fig. 4D).

Two important advantages of FlatScope’s ability to image complete
3D volumes from a single capture are data compression and speed. To
obtain 3D volumes comparable to FlatScope, a confocal microscope
must scan in both the lateral and axial dimensions, capturing a series
of images one pixel at a time. As a result, a large amount of data must
be collected. For example, to image the fluorescent beads in Fig. 4C,
the confocal microscope had to overlay a total of 41 z-sections, with
each z-section imaged at 4 megapixels, for a total of 164 recorded
megavoxels. In contrast, FlatScope can achieve the same depth reso-
lution with a single capture of 1.3 megapixels, which represents a 41x
data compression (from depth alone). Moreover, the confocal data
collection took more than 20 min, whereas FlatScope’s capture took
30 ms (a 40,000x speedup). It must be noted that whereas a confocal
microscope can achieve diffraction-limited lateral resolution, the lat-
eral resolution of FlatScope is limited to approximately 2 um in our
prototype because of the pixel size on the image sensor. The FlatScope
resolution will improve as image sensor pixels scale down in size.

Despite the over 40-fold data compression ratio, we found that
when we increased the density of beads by a factor of 10, we maintained
better than 94% true positive rates (TPRs) in our image reconstruc-
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tions. To quantify the error rates as a function of spatial sparsity of
the sample, we captured images with FlatScope and reconstructed
3D volumes (fig. S4B), as well as captured ground truth images with
a confocal microscope (fig. S4A) for multiple densities of 10-um fluo-
rescent beads in polydimethylsiloxane (PDMS). Counts of true positive
(TP), false negatives (FN), and false positives (FP) were taken to deter-
mine the accuracy of the FlatScope reconstructions (fig. S4C). The TPR
and false discovery rates (FDRs) were plotted, where TPR = TP/(TP +
FN) and FDR = FP/(TP + FP). We observed a slight decrease in TPR as
concentrations increase, but we are still able to maintain greater than
94% TPR at the highest concentration tested. FDR remains fairly con-
stant at higher concentrations, indicating that errors in reconstruction
for increasing sample size may not introduce additional false positives.

3D volumetric video

FlatScope’s radically reduced capture time enables 3D volumetric
video capture at the native frame rate of the image sensor. To demon-
strate this capability, we created an imaging target composed of a 3D
microfluidic device with two channels separated axially by approxi-
mately 100 pm. Figure 5 shows a time lapse from a movie of a sub-
section of the FlatScope 3D volume reconstruction and corresponding
still frames of the fluorescent beads as they travel through the two
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Fig. 5. 3D volumetric video reconstruction of moving 10-um fluorescent beads. (A) Subsection of FlatScope time-lapse reconstruction of 3D volume with 10-um beads
flowing in microfluidic channels (approximate location of channels drawn to highlight bead path and depth). Scale bar, 50 um (FlatScope prototype graphic at the top not to
scale). (B) Captured images of frames 1, 3, and 5 (false-colored to match time progression). (C and D) FlatScope reconstructions of frames 1, 3,and 5 at estimated depths of 265
and 355 um, respectively (dashed lines indicate approximate location of microfluidic channels). Reconstructed beads false-colored to match time progression. Scale bar, 50 um.

channels (full FOV, 18 frames per second captured video available as
movie S2). In our experiments, FlatScope’s 3D volumetric imaging frame
rate was constrained only by the native frame rate of the image sensor.

DISCUSSION

We have demonstrated single-frame, wide-field 3D fluorescence mi-
croscopy with FlatScope over depths of hundreds of micrometers with
the ability to refocus a single capture beyond 1 mm. FlatScope achieves
this unprecedented performance without a lens and with all components
(mask, spacer, and filter) residing in a layer less than 300 um thick on
top of a bare imaging sensor. This results in a remarkably compact form
factor: Our FlatScope prototype features lateral dimensions of 8 mm x
8 mm, thickness below 600 pum, and weight of ~0.2 g. To our knowledge,
no other compact lensless device is capable of 3D fluorescence imaging
over hundreds of micrometers in depth. Here, we have quantified the
performance of FlatScope using calibration samples, but important next
steps include imaging of complex biological samples both in vitro and in
vivo. One should also consider that although we have focused this work
on fluorescence, the FlatScope concept may also be applied to bright-
field, dark-field, and reflected-light microscopy.

The dynamic range of our FlatScope fluorescence images was de-
graded by the autofluorescence of the gel filter (see Materials and
Methods), losing up to 64% of the sensor’s dynamic range due to auto-
fluorescence of the filter. Using an alternative thin-film absorptive filter
(30, 31), potentially in conjunction with an omnidirectional reflector
(32, 33), we expect to substantially increase the dynamic range of
FlatScope while reducing the prototype’s total thickness to less than
500 pm. This increase in dynamic range will enable improved imaging
of biological samples with the goal of in vivo 3D fluorescence imag-
ing. We are also planning to replace the external excitation source by
integrating micro-light-emitting diodes (ULEDs) around the imaging
sensor, thereby reducing the excitation light reaching the sensor and
eliminating the need for additional filters. Fabrication advancements
have led to uLEDs that are less than the thickness of our spacer layer,
which will enable us to maintain our overall compact form factor with
no significant increase in weight. Because the FOV of FlatScope is
limited only by the sensor size, larger imaging sensors can easily be
integrated for extreme wide-field imaging. In addition, the small foot-
print of FlatScope raises the exciting prospect of arraying FlatScopes
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on flexible substrates for conformal imaging. Overall, FlatScope opens
up a new design space for 3D fluorescence microscopy, where size,
weight, and performance are no longer determined by the optical
properties of physical lenses.

MATERIALS AND METHODS

Fabrication of FlatScope

A 100-nm-thin film of chromium was deposited onto a 170-um-thick
fused silica glass wafer and then photolithographically patterned with
Shipley S1805. The chromium was then etched, leaving the MURA
pattern with a minimum feature size of 3 um. The wafer was diced
to slightly larger than the active area of the imaging sensor. The im-
aging sensor is Sony IMX219, which provides direct access to the sur-
face of the bare sensor. The diced amplitude mask was aligned
rotationally to the pixels of the imaging sensor under a microscope
to enforce the separability under the T2S model and then epoxied
to the sensor with Norland Optical Adhesive #72 using a flip-chip
die bonder. To filter blue light, we used an absorptive filter (Kodak
Wratten #12) cut to the size of the mask and attached using epoxy with
a flip-chip die bonder in the same manner. The device was finally con-
formally coated with <1 pm of parylene for insulation. An overview of
the fabrication process is shown in fig. S5.

Refractive index matching
The separability of the FlatScope model is based on light propagation
through a homogeneous medium. A large change in refractive index
across the target medium to the FlatScope interface (for example, air to
glass) results in a mapping of lines in the scene to curves at the sensor
plane. Because separability requires the preservation of rectangular
features, the curving effect weakens the T2S model. A small change
in refractive index (for example, water to glass) was observed to only
minimally affect the model (fig. S6). For calibration and the exper-
iments presented, a refractive index matching immersion oil (Cargille
#50350) was used between the surface of the mask and the target.
Matching the refractive index used during calibration to the
corresponding refractive index present during experiments can help
further mitigate image degradation. In anticipation of experiments re-
quiring different refractive index media, multiple calibrations can be
done with a variety of refractive index media to produce a library of
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calibration matrices. A user would simply select the calibration matrices
acquired using a refractive index medium that most closely matches
the desired experiment. Because calibration is a one-time procedure,
this would not affect the data capture or reconstruction time.

Calibration

To calibrate FlatScope, we used 5-pum-wide line slits fabricated in a
100-nm film of chromium on glass wafer and a LED array (green
5050 SMD) located ~10 cm below the line slit (fig. SIA). To ensure
that the light passing through the calibration slit was representative
of a group of mutually incoherent point sources (34), we placed a
wide-angle diffuser (Luminit 80°) between the target and light source
as shown in the figure. The diffuser helps to increase the angular
spread of light emanating from the slit, thus mimicking an isotropic
source and mitigating diffraction effects. Although FlatScope remained
static, the calibration slit, diffuser, and LED array were translated with
linear stages/stepper motors (Thorlabs LNR25ZFS/KST101) separately
along the x and y axes (fig. S1, B and C). The horizontal and vertical slits
were translated over the FOV of the FlatScope, determined by the ac-
ceptance profile of the pixels in the imaging sensor (fig. S7B). The full
width at half maximum of our sensor’s pixel response profile is ap-
proximately 40°. The translation step distance of 2.5 um was repeated
at different depth planes ranging from 160 to 1025 pm (Thorlabs
Z825B/TDCO001), whereas a translation step distance of 1 um was used
for a single depth of 150 um. This calibration needs to be performed only
once and the calibrated matrices {P,4, Qo4 P.oas ch}{d =12--D} can be
reused as long as the mask and sensor retain their relative positions
(that is, not deformed).

Resolution measurements

Double slits were fabricated in a 100-nm film of chromium on a silica
glass wafer. As with calibration, we used a LED array and wide-angle
diffuser to illuminate the target. We captured ground truth images
with a confocal microscope (Nikon Eclipse Ti/Nikon, CFI Plan Apo,
10x objective), measuring the width of the slits to be 4.3 um with a gap
of 1.6 um. FlatScope images were captured at a distance of 150 um with
a 230-ms exposure; five images were averaged to increase the signal-to-
noise ratio (SNR). FlatScope images of the 1951 USAF target (Thorlabs
RIS1LIN) were captured with the same setup. Distances of 200, 525,
and 1025 pm were captured by translating along the z axis (Thorlabs
Z825B/TDC001). Exposure times were 24, 28, and 28 ms, respectively,
and five images were averaged at each depth to increase the SNR.

Fluorescence measurements

A 2D sample was constructed by drop casting a 100-pl sample of 10-um
polystyrene microspheres (1.7 x 10° beads/ml, FluoSpheres yellow-
green) onto a microscope slide and fixed with a standard coverslip
(~170 pum thickness). A single image was captured with FlatScope
50 um from the coverslip and using a 30-ms exposure (Fig. 1B).
Epifluorescence images were captured using an Andor Zyla sCMOS
camera and 4x objective (Nikon, Plan Fluor) (Fig. 1A).

The 3D sample was prepared with the fluorescent beads (3.6 x
10* beads/ml) in a 1% agarose solution. A 100-pl portion of the
mixture was placed onto a well slide and fixed with a standard cover-
slip (~170 um thickness). Images were captured by FlatScope identi-
cally to the 2D sample. Ground truth images of the 3D sample were
captured with a depth range 0of 210 um (and an area just larger than the
FOV of the FlatScope prototype) using a confocal microscope (Nikon
Eclipse Ti/Nikon, CFI Plan Apo, 10x objective). 3D samples with
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increasing density were made by spin-coating a mixture of PDMS
(Sylgard, Dow Corning; 10:1 elastomer/cross-linker weight ratio) and flu-
orescent beads (concentrations ranging from 7.2 x 10* to 3.6 x 10° beads/
ml) onto a SiO, wafer at 500 rpm. Samples were cured at room tempera-
ture for a minimum of 24 hours. Ground truth images of the 3D PDMS
samples were captured for the complete depths of the samples (average
thickness of ~170 um and an area just larger than the FOV of the Flat-
Scope prototype) using a confocal microscope (Nikon Eclipse Ti/Nikon,
CFI Plan Apo, 10x objective). The confocal imaging required scanning
and stitching to match the FOV of FlatScope; z-axis measurements were
captured every 5 pm.

FlatScope video of the flowing 10-um beads (3.6 x 10° beads/ml)
was captured for 640 x 480 pixels (2x 2 binned) at 18 frames per sec-
ond at a distance of ~100 um from the coverslip (~150 pm thickness)
on which the microfluidic device was mounted. The resolution and
capture speed were limited by the sensor. The microfluidic channels
had approximate dimensions of 50 um x 40 pum, with an axial sepa-
ration of the channels of ~100 pm. The excitation light for all fluores-
cence images captured by FlatScope was provided by a 470-nm LED
(Thorlabs M470L3), with filter (BrightLine Basic 469/35) focused on
the beads at an angle of ~60°.

Microfluidic device

The microfluidic device was composed of three PDMS layers (two
flow layers and one insertion layer) bonded to each other using an
O, plasma treatment. Individual flow layers were fabricated following
standard soft lithography techniques. Briefly, Si wafers were spin-
coated with photoresist (SU-8 2050, MicroChem), followed by a
photolithography process that defined the channels. For the flow layers,
~70-um-thick layers of PDMS (Sylgard, Dow Corning; 10:1 elastomer/
cross-linker weight ratio) were spin-coated on the patterned Si wafer
and cured in an oven at 90°C for 2 hours. The insertion layer (~4 mm
thick) was fabricated by pouring PDMS on a blank Si wafer and cured
in an oven at 90°C for 2 hours. Next, the PDMS layers were removed
from the wafer and subjected to a plasma treatment (O,, 320 mtorr,
29.6 W, 30 s). The insertion layer was cut for port placement at either
end of the flow layers. Layers were manually aligned and gently
pressed together to promote bonding and mounted on cover glass
(~150 um thickness). A final 10-min bake at 90°C resulted in a multi-
layer device with a strong covalent bond between layers.

Aberration removal before reconstruction

In practice, the FlatScope prototype could suffer from the following
unwanted artifacts: dead or saturated pixels on the image sensor, dust
trapped beneath the spacer, and air bubbles trapped in epoxy. We refer
to these artifacts, generally, as “aberrations.” Aberrations do not fit
into the T2S model because they are not separable and are invariant
to the scene/sample. Hence, aberrations act as strong noise in localized
regions and result in erroneous reconstruction around these regions.
To correct aberrations, it is not sufficient to subtract them from the
measurements; we also need to fill in the appropriate regions with cor-
rect values. To achieve the correction, we observed that our captured
images are fairly low-dimensional (low rank when the captured image
is considered a matrix), and aberrations occur as sparse outliers.
Robust principal component analysis (RPCA) (35, 36) is an effective
algorithm to separate such sparse outliers from an inherently low-
dimensional matrix. We used RPCA as a pre-reconstruction process-
ing step to replace aberrations with aberration-corrected sensor values
in the captured image (see fig. S8 for an experimental example).
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Filter autofluorescence compensation

The Kodak Wratten filter autofluorescence induced a significant DC
shift in the captured images. Given the limited dynamic range of the
sensor, this led to contrast loss. We could remove the DC shift by sub-
tracting the mean of the captured image; however, the filter did not
autofluoresce uniformly, invalidating an exact DC shift assumption.
Because the brightness profile due to autofluorescence was of spatially
low frequency, we subtracted the lower-frequency components as ob-
tained by a discrete cosine transform decomposition of the image.
Subtracting the lower-frequency components eliminated almost all
of the autofluorescence (fig. S9, A and B). We note that up to 64% of
the dynamic range of the sensor was lost to autofluorescence, which
limited the performance of FlatScope by reducing the signal strength.
Despite this limitation, we were able to show high-quality image recon-
structions (fig. S9, C and D). Shifting to a thinner and less autofluo-
rescent filter will improve the performance of FlatScope.

Reconstruction algorithms

To be robust to various sources of noise, we formulated the reconstruc-
tion problem as a regularized least-squares minimization. The regular-
ization was chosen on the basis of the scene. For extended scenes like the
USAF resolution target, we used Tikhonov regularization. For a given
depth d and calibrated matrices P, 3 Qoa Pea» and Q 4, we estimated the
scene X4 by solving a Tikhonov regularized least-squares problem

Xy = argminy, ||PoaXaQL, + PuaXaQly — Y15 + 2| |1Xall;  (3)

For sparse scenes like the double slit, we solved the Lasso problem
Xy = argminy, ||PoaXaQ)y + PuaXaQly — Y + Mil|Xalli  (4)

For the fluorescent samples, we solved the 3D reconstruction prob-
lem as a Lasso problem

D
Xp=argmin | ¥ ||PaXaQqy+PeaXaQly = Y15 | +M[IXoll; (5)

Iterative techniques and rudimentary graphics processing unit
(GPU) implementations were developed in Matlab to solve all the
above optimization problems. Equation 3 was solved using Nesterov’s
gradient method (37), whereas Eqs. 4 and 5 were solved using FISTA
(fast iterative shrinkage-thresholding algorithm) (38). The gradient
steps for the optimization problems are shown in section S4. As
expected, the longest running time was taken by the 3D deconvolution
problem, with the solution converging in under 15 min.

Calculations of resolution, FOV, and cross-section area

Resolution for lensed microscopes was considered to equal A/2(NA),
where A is the wavelength (509 nm used for calculations) and NA is
the numerical aperture of the objective. For Fig. 1C, the area of the
largest commonly available format sensor for a C-Mount (4/3” format,
22 mm diameter) was assumed with FOV = Sensor area/magnification’.
The cross-section area, n(D/2)?, is the physical constraint on the beam
created by the pupil diameter for each objective given by D = 2( f,/M)
tan(sin"'(NA/n)), where fiis the focal length of the tube lens, M is the
magnification, and # is the refractive index. For FlatScope, the cross-
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section area is the same as the active sensor area, because there are no
additional optics to restrict the light path. The cross-section area for
the GRIN lens system is assumed to be the diameter of the aspherical
lens. The trend line in Fig. 1C represents the approximate maximum
for traditional lensed microscope systems.

SUPPLEMENTARY MATERIALS

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/3/12/e1701548/DC1
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