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ABSTRACT: 2,3-Dichloro-5,6-dicyano-1,4-benzoquinone (DDQ) is a highly effective reagent for promoting C—H bond functionalization.
The oxidative cleavage of benzylic and allylic C—H bonds using DDQ can be coupled with an intra- or intermolecular nucleophilic addition to
generate new carbon-carbon or carbon-heteroatom bonds in a wide range of substrates. The factors that control the reactivity of these reactions
are well defined experimentally but the mechanistic details and the role of substituents in promoting the transformations have not been firmly
established. Herein, we report a detailed computational study on the mechanism and substituent effects for DDQ-mediated oxidative C-H
cleavage reactions in a variety of substrates. DFT calculations show that these reactions proceed through a hydride transfer within a charge
transfer complex. Reactivity is dictated by the stability of the carbocation intermediate, the degree of charge transfer in the transition states, and,
in certain cases, secondary orbital interactions between the 7 orbital of the forming cation and the LUMO of DDQ. A linear free energy
relationship was established to offer a predictive model for reactivity of different types of C—H bonds based on the electronic properties of the

substrate.

1. Introduction

Carbon-hydrogen bond functionalization reactions can greatly
facilitate chemical synthesis due to their capability to increase
molecular complexity from readily available starting materials with
minimal waste generation.' These processes are most often achieved
through transition metal catalysis, though metal-free approaches for
such reactions are becoming increasingly common. 2,3-Dichloro-
5,6-dicyano-1,4-benzoquinone (DDQ) is a mild yet effective
reagent for promoting oxidative C-H bond cleavage.* *'* This
reagent is most commonly employed to cleave benzylic and allylic
ethers through oxidative oxocarbenium ion formation followed by
hydrolysis.”* These oxocarbenium ions can also be trapped with an
intra- or intermolecular nucleophilic addition to generate
carbon-carbon** (Scheme 1) and carbon-heteroatom bonds.* This
process is tolerant of numerous functional groups and has been used
in late stages of natural product syntheses.’

Scheme 1. DDQ-Mediated Intra- and Intermolecular C—-C Bond
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DDQ-mediated C-H functionalization has been performed on
a wide variety of substrates, with specific examples being illustrated
in Scheme 2. The rates of these reactions commonly correlate with
the stabilities of the intermediate carbocations. For example,
benzylic C—H bond cleavages are promoted by electron-donating
substituents (Scheme 2a).** Internal allylic substrates are much
more reactive than terminal allylic substrates (Scheme 2b).*
Additionally, the reactivity is significantly enhanced by the
formation of aromatic carbocation intermediates, as seen in the
reaction of 9 (Scheme 2c).*® Attributing the kinetics of C—H bond
cleavage solely to carbocation stability, however, is inconsistent with
the difference in reactivity between alkenyl and allylic ethers
(Scheme 2d).” Although alkenyl ether 13 and allylic ether 15 react
with DDQ to provide the same oxocarbenium ion, the cyclization of
13 is significantly faster. This is particularly notable in consideration
of the greater stability of 13 relative to 1§, and indicates that
substrate oxidation potential also influences reaction rates.

Clearly, a thorough understanding of the mechanisms of the
DDQ-mediated C-H cleavage is necessary to elucidate the origin of
reactivity. Four different mechanisms have been proposed for DDQ-
mediated oxidative C-H bond cleavage reactions (Scheme 3). A
single electron transfer (SET) from the substrate to DDQ can form
a charge transfer complex of a radical cation with DDQ"~ followed
by hydrogen atom transfer (HAT) to form a carbocation and a 4-
hydroxyphenolate derivative (DDQH").® ® This mechanism is
consistent with the importance of oxidation potential on the
reaction rate but is not consistent with the relatively modest
reduction potential of DDQ.'"” Alternatively, hydrogen atom transfer
(HAT) from the substrate to DDQ_ can form an alkyl radical
followed by single electron transfer to form the same carbocation.
This mechanism, proposed by Riichardt based on the trapping of the
intermediary radicals by nitrosobenzene," is unlikely



Scheme 2. Experimental Reactivity Trend of Different C-H
Bonds in DDQ-Mediated Oxidative Coupling Reactions®***”
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because the known lack of substituent effects on benzylic C-H bond
strengths'? is contrary to the observed influence of cation-stabilizing
substituents on reaction rates, and kinetic isotope effects clearly
show that C-H bond cleavage is the rate-determining step."” A one-
step hydride transfer to the oxygen atom on DDQ (O-attack) can

directly form a zwitterionic complex of DDQH™ with carbocation, as
proposed by Linstead and Jackman.'* Hydride transfer to the carbon
atom attached to the cyano group on DDQ (C-attack) followed by
aromatization to form DDQH" can generate the same carbocation."
The observed correlation between intermediate cation stability and
reaction rate supports the direct hydride transfer mechanisms,
though this pathway does not explain the observed importance of
substrate oxidation potential. DFT calculations from Chan and
Radom,"® Mayr and Zipse,”* and others'”'® suggest that the most
favorable pathway in the dehydrogenation of 1,4-cyclohexadiene in
polar solvent is the concerted hydride transfer via O-attack.
However, the mechanism of reactions with other C-H hydride
donors, including benzylic and allylic ethers, and the origin of
substituent effects on rates have yet to be investigated
computationally.

Scheme 3. Possible Mechanisms of DDQ-Mediated C-H
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This manuscript describes a computational study on the
mechanism and origin of reactivity of a wide variety of C-H bonds
in the DDQ-mediated oxidative C—C coupling reactions. The four
pathways shown in Scheme 3 were analyzed computationally to
elucidate the most favorable mechanism for C—H bond cleavage. A
thorough theoretical analysis of the transition state interactions was
then performed to reveal the main factors that dictate the reactivity.
These theoretical insights and the DFT-computed barriers were
utilized to establish a two-variable mathematical equation to predict
the rate of the C—H cleavage from the hydride dissociation energy
(HDE)" and the oxidation potential of the substrate.

2. Computational Details

All calculations were performed with Gaussian 09.” Images of
the 3D structures of molecules were generated using CYLView.”
The geometries of all intermediates and transition states were
optimized with the M06-2X> functional and the 6-31G(d) basis set.
Single point energy calculations were performed with M06-2X and
the 6-311++G(d,p) basis set. Solvent is expected to impact both the
optimized geometries and the energies of the hydride transfer
transition states and the zwitterionic complexes. Solvation effects
were taken into account by applying the SMD® solvation model
with 1,2-dichloroethane (DCE) solvent in both geometry
optimization and single point energy calculations. Thermal
corrections to the Gibbs free energies and enthalpies were calculated



using the harmonic oscillator approximation at 298K. All energies in
the reaction energy profiles are with respect to the separated
reactants. Each structure reported is the lowest energy conformer as
indicated by calculations. Structures of higher energy conformers are
provided in the Supporting Information. Oxidation potentials were
calculated from the reaction Gibbs free energies of the oxidation
half-reactions in DCE solution (see SI for details)."® * The
activation free energies of the outer-sphere single electron transfer
reactions were calculated from Marcus theory (see SI for details).”

3. Results and Discussion
3.1. Mechanisms of DDQ-Mediated C-H Benzylic Ether
Functionalization

We first studied the single electron transfer (SET), hydrogen
atom transfer (HAT), and the O- and C-attack hydride transfer
pathways of the C-H cleavage step in the reaction between DDQ
and benzylic ether 16. The computed activation energies and
reaction energies are shown in Scheme 4. The O-attack hydride
transfer is the most thermodynamically favorable pathway to form
the carbocation intermediate 21 and DDQH™ (22) with a reaction
Gibbs free energy of —10.8 kcal/mol. The C-attack pathway to form
the same carbocation 21 and the less stable nonaromatized DDQH"
isomer 23 is slightly endergonic by 4.6 kcal/mol. The SET and HAT
pathways are all much more endergonic, with reaction Gibbs free
energies of 20.7 and 13.9 kcal/mol, respectively. The activation
Gibbs free energy of the SET pathway was calculated using Marcus
theory (see SI for details). The barrier to the outer-sphere single
electron transfer from 16 to DDQ (AG* = 22.6 kcal/mol) is higher
than both the O- and C-attack hydride transfer pathways. H-atom
abstraction can also be discarded because an open-shell HAT
transition state cannot be located in solution. Instead, such
calculations lead to the more stable closed-shell hydride transfer
transition state.” These results indicate that the two hydride transfer
pathways (O-attack and C-attack) are the most favorable
mechanisms for the DDQ-mediated benzylic C—H cleavage.

The complete reaction energy profiles of the two hydride
transfer pathways in the oxidative cyclization of benzylic ether 16 are
shown in Figure 1A. DDQ first coordinates with 16 to form a charge-
transfer complex 24. Natural population analysis (NPA)
calculations show the total atomic charges of the DDQ fragment is
-0.110 e (Figure 1B), indicating that complex 24 is stabilized by a
small amount of charge transfer from the substrate to DDQ. From
24, the hydride from the benzylic C—H bond may be transferred to
either the carbonyl oxygen on DDQ_(O-attack, TS2, AG' = 20.5
kcal/mol) or the cyano-substituted carbon on DDQ (C-attack, TS1,
AG* = 19.2 kcal/mol). The C-attack pathway requires a slightly
lower barrier than the O-attack pathway. This contrasts with the
DDQ-mediated C-H oxidation of 1,4-cyclohexadiene, in which the
O-attack is favored by 2.2 kcal/mol."* NPA calculations revealed
significant amounts of electron transfer from the substrate to DDQ_
in both C- and O-attack transition states (0.746 and 0.742 ¢ in TS1
and TS2, respectively). This is consistent with the nature of the
hydride transfer process. The proximity of the negatively charged
DDQ_and the positively charged aryl moiety of the substrate
suggests that the hydride transfer transition state is stabilized by the
electrostatic interactions between DDQ_and the benzylic ether
substrate (see below for detailed discussions of factors that
determine reactivity).

Scheme 4: Activation and Reaction Energies of Competing C—-H
Cleavage Pathways in the Reaction of DDQ and Benzylic Ether
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The C- and O-attack hydride transfer transition states lead to
zwitterionic complexes of the benzylic cation with two isomers of
DDQH" (25 and 26, respectively). Tautomerization of the
nonaromatized isomer of DDQH™ in 2§ forms the much more stable
isomeric complex 26. Dissociation of the carbocation 21 from the
zwitterionic complex 26 followed by intramolecular nucleophilic
addition forms a new C—C bond (27) via a cyclization transition
state (TS3). This nucleophilic C—C bond formation has a lower
barrier than the C—H cleavage via TS1 or TS2. Thus, the hydride
transfer is the rate-determining step of the overall transformation, in
agreement with the primary KIE observed in experiment." Finally,
acylium ion loss from 27 will lead to the cyclic ketone product. This
final step in the oxidative C—C coupling reaction is expected to be
facile and exothermic, and thus was not investigated
computationally.

3.2. Mechanisms of DDQ-Mediated C-H Functionalization of
An Allylic Ether

We next studied the four mechanistic pathways using allylic
ether 28 as the substrate. The computed reaction energies of the
single electron transfer (SET), hydrogen atom transfer (HAT), and
two different hydride transfer pathways (O-attack and C-attack) are
shown in Scheme 5. Similar to the reaction with benzylic ether 16,
the most thermodynamically favorable pathway is through a one-
step hydride transfer to form the carbocation intermediate 31 and
DDQH™ (22). The activation free energy of the SET pathway
derived from the Marcus theory is also higher than the hydride
transfer pathways.

The computed energy profile of the two hydride transfer
pathways in the oxidative cyclization of 28 (Figure 2A) indicated a
mechanism similar to that with benzylic ether 16. DDQ first
coordinates with 28 to form a charge-transfer complex 32. NPA
calculations show the charge transfer from 28 to DDQ in complex
32 is slightly less significant than that in the complex with benzylic



ether (-0.062 eand —0.110 ein 32 and 24, respectively). In addition,
the charge transfer in the hydride transfer transition states TS4 and
TSS is also less significant than that in TS1 and TS2. This is
consistent with the lower polarizability and higher oxidation
potential of 28. The O-attack hydride transfer (TS4) is favored by
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1.4 kcal/mol, in contrast to the reaction with benzylic ether 16 that
favors the C-attack. The carbocation resulting from the hydride
transfer (31) then undergoes intramolecular nucleophilic attack
(TS6) to form a new C—C bond in intermediate 35.
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Figure 1. A. Energy profile of the DDQ-mediated intramolecular oxidative C—C coupling of benzylic ether 16. B. 3D structures of key

intermediates and transition states.
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Figure 2. A. Energy profile of the DDQ-mediated intramolecular oxidative C—C coupling of allylic ether 28. B. 3D structures of key

intermediates and transition states.



Scheme S. Activation and Reaction Energies of Competing
C-H Cleavage Pathways in the Reaction of DDQ and Allylic
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In summary, the DFT calculations revealed that the most
favorable mechanism of the DDQ-mediated C—H cleavage of
benzylic and allylic ethers is a one-step hydride transfer from the
charge-transfer complex of the substrate and DDQ. Two
competing pathways involving hydride transfer to the oxygen and
carbon atoms on DDQ, namely O- and C-attack, respectively, have
similar activation energies. This indicates that both mechanisms
need to be considered in the computational investigation of
reactivities of different substrates.

3.3. Effects of the Stability of the Carbocation Intermediate on
the Reactivity of C—H Cleavage

Activation energies of the O- and C-attack hydride transfer
pathways of various benzylic ether, allylic ether, and alkenyl ether
substrates were computed in order to explore the origin of
substituent effects on reactivity (Table 1 and Figure 3). Even
though large variations of the computed activation energies were
observed among the substrates, the O- and C-attack pathways for
a given substrate are always competitive. The reaction energies to
generate the carbocation intermediate and DDQH™ were also
computed. In agreement with the experimentally observed trend,
the stability of the carbocation plays an important role on the rate
of the C-H bond cleavage. For example, the para-methoxy
substitution stabilizes the carbocation intermediate and increases
the reactivity of benzylic ether 16 compared to 36 (entries 1 and 2
in Table 1 and Scheme 2a). The reaction of internal allylic ether
28 is more exergonic and has a lower barrier than that of terminal
allylic ether 37 (entries 3 and 4 in Table 1 and Scheme 2b).
Forming an aromatic cation is highly thermodynamically favorable
and leads to significantly increased reactivity of 9 and 38 (entries
5-7 in Table 1 and Scheme 2c). The stabilities of the intermediate
carbocations are significant due to the capacity of these species to
engage in bimolecular carbon-carbon bond forming reactions
with  allylic  silanes and  potassium  alkenyl- and
alkynyltrifluoroborates.*

Steric repulsions and ring strain can also destabilize the
carbocation intermediate and impede hydride transfer. In the
reactions shown in Figure 3A, cis-allylic ether 40 is less reactive
than the corresponding trans-isomer 39 due to the unfavorable
A"-gtrain in carbocation 46. This agrees with the lower reactivity
of cis allylic ethers in experiment (Scheme 2d). The cyclic allylic
ether 41 is much less reactive than the acyclic allylic ethers (39 and
40), because the hydride transfer to form 48 is much less
exergonic. This is attributed to the increased ring strain of the
cyclic allylic cation 48. The same reactivity trend is observed for
alkenyl ethers. The trans isomer 42 is more reactive than the cis
isomer (43) and the cyclic alkenyl ether 44 is the least reactive
(Figure 3B).
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Energies of Hydride Transfer’
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Figure 3. Effects of steric repulsions and ring strain energy on the reactivity of (A) allylic and (B) alkenyl ethers. All energies are in kcal/mol.

See SI for details of ring strain energy (AHrse) calculations.

The above discussions clearly indicated the importance of the
stability of the carbocation intermediate on the rate of C—H bond
cleavage. Nonetheless, a few notable outliners indicate that other
factors also contribute to the observed reactivity trend. The
reactions of alkenyl ether 13 and allylic ether trans-15 generate the
same oxocarbenium ion after the hydride transfer (Scheme 2d).
Thus, the hydride transfer from 13 should be less exergonic than that
from 15 because of the greater thermodynamic stability of alkenyl
ethers relative to allylic ethers. However, 13 reacts much faster.
Here, the reactivity trend is opposite to the thermodynamic driving
force of hydride transfer. These experimental observations are
confirmed by the DFT calculations shown in Figure 3. The hydride
transfer from the alkenyl ether 42 has much lower activation energy
than that from the allylic ether 39, despite being less exergonic.

The relationship between the activation energy and the
reaction energy of the hydride transfer of the substrates discussed
above is illustrated in Figure 4. Within each type of substrate
(benzylic, allylic, or alkenyl ethers), a good correlation was obtained
— the more stable carbocation leads to a lower activation energy.
When comparing different types of substrates, alkenyl ethers are
substantially more reactive than the other two types of substrates if
the reaction energy to form the carbocation is comparable. Thus, the
stability of the carbocation itself is not adequate for establishing a
generally applicable model for reactivity. These results prompted us
to perform a detailed analysis on the origin of the increased reactivity
of alkenyl ethers and to reveal other factors that affect the reactivity
of the DDQ-mediated C—H bond cleavage.
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Figure 4. Activation energies (AG") and reaction energies (AG) of
hydride transfer with three different types of substrates.

3.4. Origin of the Increased Reactivity of Alkenyl Ethers

Several factors may stabilize the hydride transfer transition
states and thus increase the reactivity of alkenyl ethers, including
electrostatic attraction ”’ and secondary orbital interactions *
between DDQ and the substrate. We performed a detailed
computational analysis on these possible factors in the O- and C-
attack transition states with alkenyl ether 42 and allyllic ether 39
(Figure 5). Distortion/interaction energy analysis® indicates the
hydride transfer transition states with alkenyl ether (TS7 and TS9)
are stabilized by the stronger interaction energy™ between DDQ
and the alkenyl ether (AEu: = —30.6 and —40.1 kcal/mol in TS7 and
TS9, respectively). In contrast, the interaction energies between
DDAQ and the allylic ether in TS8 and TS10 are significantly smaller
(~18.5 and —30.9 kcal/mol, respectively).”!
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Figure S. Factors that contribute to the greater reactivity of alkenyl ether 42 compared to that of allylic ether 39. The O- and C-attack hydride
transfer transition states with 42 are stabilized by greater electrostatic attraction and secondary orbital interactions between the DDQ and the
substrate. The HOMO of the transition states were generated using the HF/3-21G level of theory.

The difference in interaction energies with the two different
substrates is mostly attributed to the through-space interactions
between DDQ and the substrate in the hydride transfer transition
* Significant electron transfer from the substrate to DDQ is
observed in all of the hydride transfer transition states. The negative
charge on DDQ and the positive charge on the substrate lead to
strong electrostatic attraction in the transition states. In fact, the
quinone ring in DDQ always aligns above the C=C double bond in
the substrate to maximize the electrostatic attractions.” NPA charge
calculations indicate that the DDQ_is more negatively charged in
TS7 than in TS8 and the double bond moiety in the substrate is
more positively charged in TS7 (Figure SB). Thus, the greater
amount of substrate-to-DDQ_ electron transfer promotes the
electrostatic attraction in TS7. Similar electrostatic interactions
provide greater stabilization to TS9 than TS10. These electrostatic

state.

interactions are visualized in the electrostatic potential (ESP)
surfaces of the transition states. The circled and highlighted region
on the ESP surfaces indicate the attractive interactions between
DDQ_(red, indicating negative potential that attracts positive
charge) and the double bond in the substrate (blue, indicating
positive potential that attracts negative charge). The darker blue in
TS7 and TS9 indicates these double bonds are more positively
charged and have stronger electrostatic attraction with the DDQ, in
agreement with the NPA population analysis.

Examination of the frontier molecular orbitals in the hydride
transfer transition states (TS7-TS10) revealed moderate secondary
orbital interactions between the HOMO of the allylic system and the
7* orbital of C=0 or C=C bond on the DDQ_(Figure SC). These
secondary donor-acceptor interactions are a result of the relatively
short distance between the terminal allylic carbon on the alkenyl and



allylic ethers and the carbonyl carbon or the cyano-substituted
carbon on the DDQ_(ca. 2.8 A). In the reaction with alkenyl ethers
(TS7), the HOMO of the alkenyl ethers is polarized in a way that
there is a larger lobe on C1. This allows better secondary orbital
interactions between the HOMO of the alkenyl ethers and the 7*
orbital of the C=0 bond on DDQ, as indicated by the large HOMO
orbital coefficients on C1 in TS7 (Figure SC). In contrast, in the
reaction with the allylic ether substrate, the lobe on C3 is smaller,
and thus, a weaker secondary orbital interaction is expected with the
7* orbital of the C=0O bond on DDQ. Similar effects also render
slightly more favorable secondary orbital interactions in the C-attack
TS with alkenyl ether (TS9) than with allylic ether (TS10). In the
reaction with benzylic ethers, the secondary orbital interactions with
the 7* orbital on DDQ are less prominent due to the weaker donor
ability of the phenyl m orbital (see SI for details). Thus, secondary
orbital interactions are not expected to affect the reactivity of
benzylic ether substrates.

3.5. Establishing a Predictive Model for Reactivity

The above computational studies revealed two main factors
that determine the reactivity of the DDQ-mediated C—H cleavage:
the stability of the carbocation intermediate and the extent of
electron transfer in the transition state. This creates the possibility
for determining whether a mathematical relationship can be
established to predict rates based on readily determined molecular
properties, in analogy to Sigman's elegant use of multidimensional
analytical approaches to gain greater prognosticative capacity for
reaction outcomes.” Here, insights from the DFT studies about the
reactivity-determining factors were utilized to rationalize the choice
of descriptors for the mathematical model. The extent of electron
transfer in the transition state is related to the oxidation potential of
the substrate (E%,, eq. 1). ¥ The stability of carbocation
intermediate is related to the hydride dissociation energy of the
corresponding C-H bond in solution (AGupr, eq. 2). Both
quantities can be easily computed using DFT,'”** and are used as
parameters for the mathematical relationship for reactivity of the
hydride transfer.’

RHs1y — RH+.(501)+ e E) (N

RHs1y — R+(sol) + Hoy AGupe (2)

Using reactions shown in Table 1 and Figure 3 as the training
set, alinear free energy relationship (eq. 3) was established to predict
AG' values from the hydride dissociation energies (AGupr,
kcal/mol) and the oxidation potentials (E%, V vs SCE) of the
substrate. It should be noted that only the barriers of the most
favorable hydride transfer pathway (either O- or C-attack) were
used to train mathematical relationship.

AG regicred = 0.485 AGypg + 4.73 E°yy — 27.7 3)

Comparing the AG* values predicted from this relationship to
the DFT-calculated values (Figure 6) shows a good correlation for
benzylic, allylic, and alkenyl ethers over a wide range of oxidation
potentials (R* = 0.784). The only outlier from this plot is alkenyl
ether 42, which has a lower AG' value than predicted. The outlier
indicates that other factors, such as secondary orbital interactions in
the case of 42, play a role in determining AG*. The proximity of
DDQ and the substrate in the transition states indicates that
sterically hindered alkenes and arenes will undergo carbocation

formation more slowly than expected, as previously reported.*
However, the relationship in eq. 3 proves to be an excellent model
for predicting transition state energies in a broad range of reactions
and is consistent with experimental observations regarding the
importance of oxidation potential and carbocation intermediate
stability on reactivity.

27.0 X
® Training Set //

__25.0 1 AValidation Set K1 A ,
% // d /9
E 23.0 A /7 AA.//
3 /&. ,
<2101 42 ,° y
3 200 ¢
3 ¥ L
.a1901® 7 ’
(45 // A //

17.0 ¥ ° 7

1
’
15.0 -

15.0 17.0 19.0 21.0 23.0 25.0 27.0
AGIcalculated (keal mol™" )

Figure 6. Comparison of hydride transfer activation energies from
DFT transition state calculations (AG*aicued) and activation
energies predicted from the mathematical relationship using eq. 3
(AGpredictea). Training set: reactions in Table 1 and Figure 3.
Validation set: reactions in Table 2.

With the quantitative reactivity model in hand, we next applied
eq. 3 to a new set of substrates to validate the applicability of this
mathematical relationship. We calculated the hydride dissociation
energies and the oxidation potentials of a series of benzylic ether
substrates shown in Table 2 and used eq. 3 to derive the predicted
Gibbs free energy of activation (AG*pedicea). The predicted AG*
values reliably reproduced the experimental reactivity trend of these
substrates.®® For example, although meta-methoxy substitution
slightly destabilizes the carbocation (entries 1 vs 2, 3 vs 4), benzylic
ethers 50 and 52 are still highly reactive in hydride transfer due to
their low oxidation potentials. The moderate reactivities of 2-furanyl
ether 53 and 1-naphthyl ether 54 are attributed to their relatively
high hydride dissociation energies, although furanyl and naphthyl
groups lower the oxidation potentials. Finally, the hydride transfer
transition states with 49-54 were calculated using DFT. The DFT-
calculated activation energies (AG'aicuated) are in good agreement
with the predicted AG* values using eq. 3 (see “validation set” in
Figure 6). These validation results suggest that the mathematical
relationship (eq. 3) can be applied to predict activation energies of a
broad range of substrates with an uncertainty less than 2 kcal/mol
and to explain the origin of experimentally observed reactivity trend.

The significance of these studies lies in the ability of the dual
dependence of cation stability and oxidation potential on the rate of
C-Hbond cleavage to explain several other observations that we did
not directly investigate in the present study. The enhanced rate of
enamides and vinyl sulfides relative to allylic amides and sulfides,™"
for example, further illustrates the role of oxidation potential on the
activation barrier. The disparate reactivities of enolsilanes in
carbocycles, where nucleophilic addition occurs,” and heterocycles,



¢efillustrate the importance of

where C—H bond cleavage dominates,
cation stability on the reaction pathway. The facile oxidation of
transiently generated enamines to form a,f-unsaturated iminium
ions* demonstrates the role of both factors. The consistency of these
results with theory strongly suggests that this simple analysis
provides a powerful predictive tool for understanding the rates of

DDQ-mediated reactions for a broad substrate scope.

Table 2. Further Validation of the Mathematical Relationship
for Reactivity of the DDQ-Mediated C-H Cleavage

OAc o
)H\ DDQ, DCE b\
S eiinl Rt
Ar 0" "CgH43 2,6-dichloropyridine Ar O "CgHys

T yield

entry substrate’ E° " AGupe” AG'predicied’  AG'aatcutated” (hY (%)

H
_R
1 @O 211 880 249 238
49
'
MeO. O,R
2 143 892 223 238 15 7
OMe
50
o

14 63

_R
3 Moo ° 145 80.2 18.1 18.8 0.75 74
S1
H
MeO. O/R
4 Voo 121 822 17.9 18.8 0.1 83
52
H
o] o’R
S Q| 1.73 86.6 22.5 23.2 12 63
53
R
HO
6 1.60 86.6 21.9 20.3 4 84
Q0
54

“ Methyl ethers (R = Me) were used in the calculations to reduce
computational time. ” Oxidation potential (in V vs SCE) calculated from eq.
1. © Hydride dissociation free energy in solution (in kcal/mol) calculated
from eq. 2. * Predicted AG' (in kcal/mol) calculated from eq. 3. ¢ Activation
free energy of hydride transfer (in kcal/mol) from DFT calculations of O-
and C-attack transition states. Only the barrier of the most favorable hydride
transfer pathway is shown. / Experimental reaction time and yield from Ref.

3a.

4. Conclusion

We employed a computational approach to establish a
predictive model for reactivity in the DDQ-mediated C-H bond
functionalization of a wide variety of benzylic, allylic, and alkenyl
ether substrates. The mathematical model is based on insights from
a thorough investigation of the mechanisms of the C-H bond
cleavage and factors that affect the stability of the hydride transfer
transition states. DFT calculations were performed to reveal that the
most favorable mechanism of the C-H cleavage is through a
concerted hydride transfer from the substrate to DDQ. Two
competing pathways, in which the hydride is transferred to the
oxygen and the carbon atoms on DDQ, respectively, have

comparable activation barriers in reactions with benzylic, allylic, and
alkenyl ether substrates, in contrast to previous mechanistic studies
of the 1,4-cyclohexadiene dehydrogenation that support the O-
attack hydride transfer pathway. These mechanistic studies indicate
both the C- and O-attack hydride transfer transition states need to
be considered in the reaction barrier calculations.

Using DFT calculations, we then identified two key factors that
contribute to the reactivity of hydride transfer: (1) the stability of the
carbocation intermediate, which could be affected by electronic,
steric effects, and ring strain energies, and (2) the electrostatic
attraction between DDQ_and the substrate in the hydride transfer
transition state, which magnitude is affected by the amount of charge
transfer in the TS. In addition, secondary orbital interactions
between the 7 orbital of the forming allylic cation and the LUMO of
DDQ _further stabilize the hydride transfer transition state with
alkenyl ether substrates. Based on these mechanistic insights, two
parameters that describe the electronic properties of the substrates
were chosen to establish a mathematical relationship to
quantitatively predict the rate of the C—H cleavage. The hydride
dissociation energy in solution (AGnpe) describes the stability of the
carbocation and the oxidation potential (E%12) of the substrate is a
competent parameter to describe the magnitude of charge transfer
stabilization in the transition state. This mathematical relationship
confirmed that the rate of hydride transfer is sensitive to both factors.
This model was applied to efficiently predict activation free energies
of the hydride transfer and to explain the experimentally observed
reactivity trend of a wide variety of substrates.
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