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Tuning chain interaction entropy in complex
coacervation using polymer stiffness, architecture,
and salt valency

Tyler K. Lytlea and Charles E. Sing *b

Oppositely-charged polyelectrolytes can undergo a liquid–liquid phase separation in a salt solution, resulting

in a polymer-dense ‘coacervate’ phase that has found use in a wide range of applications from food science

to self-assembled materials. Coacervates can be tuned for specific applications by varying parameters such

as salt concentration and valency, polyelectrolyte length, and polyelectrolyte identity. Recent simulation and

theory has begun to clarify the role of molecular structure on coacervation phase behavior, especially for

common synthetic polyelectrolytes that exhibit high charge densities. In this manuscript, we use a combina-

tion of transfer matrix theory and Monte Carlo simulation to understand at a physical level how a range of

molecular features, in particular polymer architecture and stiffness, and salt valency can be used to design

the phase diagrams of these materials. We demonstrate a physical picture of how the underlying entropy-

driven process of complex coacervation is affected by this wide range of physical attributes.

1 Introduction

Oppositely-charged polyelectrolytes in salt solutions can un-
dergo a process known as complex coacervation, which is an
associative phase separation resulting in two phases: a
polyelectrolyte-dense coacervate phase and a polyelectrolyte-
dilute supernatant phase.1–3 Coacervates are widely used in
the food industry as encapsulants or viscosity modifiers,4–6

and recent research has begun to explore their potential in
underwater adhesives7–9 or self-assembled structures for drug
delivery.10–12 The utility of coacervation in this wide array of
applications stems from the ability to tune or manipulate
phase behavior using electrostatics, in particular using salt
concentration to affect miscibility.3,13

The experimental literature on coacervation has demon-
strated that coacervate phase behavior is sensitive to the mo-

lecular chemistry of the polyelectrolyte and salt
components.14–23 Polymer chemistry in particular plays a sig-
nificant role, with coacervation aided by short-range attrac-
tions such as hydrophobicity.18 Chemical structural features
can also lead to the formation of solid ‘precipitates’ that are
sensitive to hydrogen-bonding and chirality, and are distin-
guished from coacervate droplets by their irregular shape
and expulsion of most water.15,19,24 Despite these strong ef-
fects on coacervation, it remains difficult to precisely design
polymer chemistry for a desired phase behavior.

Physical molecular features of both the salt and the polymer
also play a significant role in coacervation, and in contrast to
polymer chemistry represent a convenient way to manipulate
coacervate phase behavior in a controlled fashion. For example,
coacervation is sensitive to salt valency, with phase separation
suppressed in the presence of multivalent salts.9,18,23 Polymer
length also has a pronounced effect on coacervation,21 with
longer polymers possessing less translational entropy per
charge and thus forming more stable coacervates. Other exam-
ples considered in the experimental literature include comb
polyelectrolytes25 and patterned polyelectrolytes.26 For the
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Design, System, Application

This paper outlines a molecular-based design strategy for tuning interactions in charged, soft matter systems. Using the specific example of polycation/poly-
anion interactions, we expect the underlying principles we outline to apply in a range of charge-driven associations; namely, association thermodynamics
can be systematically tuned by altering the configurational entropy of interaction using a number of molecular features. In polymers, we specifically focus
on stiffness, valency, architecture, however we envision this strategy being broadly applicable to other types of molecular features soft materials. This is im-
mediately relevant to a applications in charge-driven self-assembly, where it is important to tune soft material interactions to attain desired structures and
properties. Our theoretical and computational insight will enable experimentalists to dial in desired material interactions in an informed fashion.
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former, the coacervation phase boundary shrinks when linear
chains are replaced with short charged branches.25 For the lat-
ter, blocky charge sequences are shown to exhibit a larger re-
gion of coacervation than alternating charge sequences on a
coacervate-forming polyelectrolyte.26

A physical understanding of how these molecular-level fea-
tures affect the complex coacervation phase diagram can in-
form the design parameters utilized for material applications.
Theoretical efforts to make this connection are challenging due
to the difficulty of correctly describing the electrostatic interac-
tions between the charged species involved in coacervation
(polycation, polyanion, cation, and anion).13,27 The classical
Voorn–Overbeek theory was the first effort at predicting coacer-
vation, using a free energy function that combined a Flory–
Huggins mixing entropy for all of the molecular species and a
Debye–Hückel interaction energy for the electrostatics.2,28–30

This theory captured the key phenomenological aspects of co-
acervation; electrostatic attractions between the charged spe-
cies favor coacervate formation, but mixing entropy begins to
dominate at high polymer and salt concentrations where
charges are strongly screened. Voorn–Overbeek theory can be
used to describe experimental measurements of phase separa-
tion,21 but the fit parameters related to electrostatic interaction
strength and charge density have been found to be
unphysical.20,31 The inaccuracy of Voorn–Overbeek theory
stems from the use of Debye–Hückel to describe electrostatic
interactions. Debye–Hückel makes no distinction between salt
ion charges and polymer charges, therefore neglecting the
connected nature of the polyelectrolyte charges.31

This deficiency of Voorn–Overbeek theory is well known,
and there has been significant effort to address this particu-
lar shortcoming. One route has been to improve on this the-
ory via increasingly sophisticated field theory methods, typi-
cally building off a random phase approximation (RPA)
approach.32–38 RPA models are capable of demonstrating the
importance of the connections between polymeric charges;
however, they become increasingly inaccurate for high
charge-density polymers.33 Modifications can be made to
standard RPA to account for this limitation,37 however these
modifications are typically ad hoc and do not fully capture
the local polyelectrolyte and charge correlations that are
needed to describe high charge-density coacervates.31,39 Full
field theoretic simulations are in principle capable of moving
past these inadequacies,40–42 but so far have not been used to
probe the effects of molecular structure.

These limitations of field-based methods have become in-
creasingly apparent. In particular, coarse-grained computational
efforts have been able to demonstrate the profound importance
of molecular structure in particle models.19,20,24 Furthermore,
calorimetry demonstrates that coacervation is primarily entropi-
cally driven, demonstrating the need to reevaluate the role of
electrostatics in coacervation.17,26,43 This has inspired a number
of alternative theoretical approaches.23,43,44 The theoretical con-
cept of counterion condensation and release, which is typically
used to describe complexes of two oppositely-charged
chains,45–47 has been particularly useful. Prior to complexation,

counterions are condensed on both polyelectrolytes to decrease
linear charge density.48 When these chains interact, they de-
crease each other's linear charge density, and release the con-
densed counterions.46 Therefore, coacervation is driven by a
gain in counterion translational entropy, consistent with calo-
rimetry. Recent efforts have focused on incorporating this
entropy-based picture into coacervate theory.44,49 The authors
have recently developed a transfer-matrix model inspired by this
picture, which maps coacervation to a one-dimensional adsorp-
tion theory.49 The resulting analytical model captures coacervate
molecular structure and thermodynamics observed in simula-
tion,49 importantly in the high charge-density limit that is not
captured by RPA-based approaches.32–38 This model provides
the foundations for further study of molecular features in com-
plex coacervation.

This manuscript uses a combination of transfer matrix
theory and coarse-grained simulation to understand the role
of polymer physical parameters on complex coacervation;
namely, we study the role of salt valency, polymer architec-
ture, and polymer stiffness. This builds upon the original
transfer matrix theory for coacervation, which was tested by
varying model parameters, and now extends its application to
molecular attributes that are widely known to be important
for polyelectrolyte systems. For example, chain flexibility is
known to affect DNA packing into virus capsids,50–52 and af-
fects its complexation with polyanions in drug delivery vehi-
cles known as ‘polyplexes’.53–58 Similarly, dendrimers59 and
brushes60 are polymer architectures that exhibit rich polyelec-
trolyte physics beyond linear chains, and there is experimen-
tal and simulation evidence that branches play an important
role in coacervation25 and complexation.53,54 Finally, valency
is known to strongly affect polyelectrolyte properties in a
wide variety of systems, ranging from single chains61 to
brushes,62,63 gels,64,65 and solutions.66,67

We will demonstrate that all these features – architecture,
stiffness, and counterion valency – indeed affect complex coac-
ervation, driving significant changes in phase behavior. We
demonstrate that the phase behavior of comb polymers are af-
fected by a combination of excluded volume and counterion
condensation considerations, and qualitatively matching simu-
lation and a modified version of our transfer-matrix coacerva-
tion model. We also show how increasing polymer stiffness
suppresses coacervation, due to the entropic penalty of aligning
neighboring polyelectrolyte chains. Finally, we extend our the-
ory to account for multivalent effects, by accounting for the
combinatoric entropy of counterion pairing. This overall model
provides the physical basis for understanding how complex co-
acervate phase behavior can be tuned on a molecular level.

2 Coarse-grained simulation of
coacervate phase behavior

Complex coacervation is studied using a coarse-grained Monte
Carlo (MC) simulation.20,68 The charged species interact via
Coulomb interactions in the presence of an implicit solvent,
where both polyelectrolytes and counterions are explicitly
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represented. We use a method developed by our group that
uses this molecular-level simulation to parameterize a field the-
ory,49,69 enabling us to directly calculate a phase diagram. Spe-
cifically, Widom insertion is used to calculate the excess chemi-
cal potential, μEXC, of the salt and polymer species at a number
of polymer and salt volume fractions, ϕP and ϕS. μEXC is thermo-
dynamically integrated to yield the excess free energy fEXC (ϕP,
ϕS) that is a function of ϕP and ϕS.

69 This function can be incor-
porated into standard polymer field theory, and can be used to
predict phase diagrams.69 We note that this method is
discussed in detail in prior work,69 which includes direct com-
parison with experiment and validation with standard methods
for calculating phase diagrams using molecular simulation,
such as Gibbs ensemble.20,69

2.1 Restricted primitive model of coacervation

Our simulation model considers nP+ polycation chains, nP−
polyanion chains, n+ cations, and n− anions. Positions of beads
i and species α are denoted as rαi , where the species α = P+, P−,
+, − for polycation, polyanion, cation, and anion respectively.
Water is included as an implicit solvent with a dielectric con-
stant, εr = 78.5. All charged beads are represented as hard
spheres (salt ions) or connected hard spheres (polymers) with a
diameter σ. We note that this restricted primitive model
(RPM)70 representation neglects atomistic-level effects thought
to play a role in coacervation, such as specific ion effects or wa-
ter structure, however previous work has demonstrated that
this model captures qualitative trends.20,25,26

NP+ and NP− are the number of charged polycation and
polyanion beads, respectively. We consider two types of archi-
tectures in this investigation; linear and comb polymers. Lin-
ear polymers are modeled with NP+ and NP− beads that are all
charged, with no additional monomers, such that NP+ = NP− =
N. Comb polymers have N0 uncharged backbone monomers
in addition to the NP+ or NP− charged beads, so that a comb
polycation (for example) has N = N0 + NP+ total beads. The de-
gree of polymerization of the branch is given by Nb, so the
number of branches is given by NP+/Nb and the number of
uncharged backbone monomers between branches is Ns =
N0Nb/NP+. We show schematics of both the linear and comb
polymers in Fig. 1.

2.2 Monte Carlo coacervate simulations

We perform MC simulations on this RPM-based polyelectro-
lyte model, with MC updates that consider the total system
energy U given by:

U = UHS + UE + UB + Uθ (1)

UHS is a hard sphere potential preventing overlap of
charged beads:

(2)

Here, the asterisks specify that the summation does not in-
clude uncharged beads (i.e. the backbone of comb polymers)
that are not modeled with excluded volume. This choice was
made to reflect the lack of the strong hydration shell around
neutral monomers, in comparison with charged species. In
this equation rα,βij = ∣rαi − rβj ∣ denoting the distance between
beads i and j of species α and β. uHS is the pair potential:

(3)

UE is the electrostatic potential:

(4)

in which qαi = zαi e is the charge of bead i of species α with a
valency zα, and ε0 is the permittivity of free space. Ewald sum-
mation is used to correctly account for the long-range electro-
static interactions.68,71 UB is a bonding potential between
beads on the polymer chains:

(5)

Fig. 1 Schematics illustrating the coacervate models used in our
Monte Carlo simulation. (a) Linear polyelectrolytes are modeled as a
series of charged beads connected together at a distance of σ, which
is also the bead diameter. Chain stiffness is included via an energetic
penalty for bending angles θ. Salt valency can be changed, with
divalent salts shown in this figure. (b) Comb polymers are modeled
with branches of Nb charges each, positioned every Ns backbone
monomers. In this work, we focus on coacervates formed from comb
polycations and linear polyanions.
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α is limited to being along connected polymer chains, the
dagger indicates that the sum is only over bonded monomers
i and j, and uB is the pair potential:

(6)

The flexibility of the polymers is controlled by Uθ given by

(7)

α is limited to being along connected polymer chains, the
double dagger denotes the sum is over monomers i, j, and k
connected by two bonds. The angle pair potential is uθ:

(8)

where κθ determines the magnitude of the angle potential,
and θi,j,k is the angle between adjacent polymer bond vectors.

For linear polymers, we use the parameters σ = 0.425 nm,
N = 100, and nP+ = nP− = 4. For comb polymers we use σ =
0.425 nm, NP+ = 120, NS = 3, nP+ = 3, and nP− = 3. We describe
the parameters for stiffness (κθ) and branch length Nb in
their respective results sections. Salt is monovalent zαi = 1 ex-
cept where noted. Simulations were run for at least 1 × 107

cycles, and translational MC moves were utilized.72 Simula-
tions were performed with a variety of box sizes to check that
there were no finite box size effects, and multiple starting
configurations were tested to check that simulations with di-
valent ions were equilibrated.

2.3 Molecular simulation-informed polymer field theory

Excess chemical potentials μEXC,S and μEXC,P were calculated
using standard Widom insertion,68,69 along with the chain-
growth method of calculating μEXC,P.

73 Electroneutrality is
maintained during Widom insertion by inserting cation/an-
ion pairs or polycation/polyanion monomer pairs. For comb
polyelectrolytes, the chain-growth method was performed as
in previous work by the authors to reflect the comb architec-
ture.25 Chemical potentials for each species were tabulated at
a number of values of ϕS and ϕP, and were thermodynami-
cally integrated to yield the excess free energy fEXC (ϕS,ϕP):

(9)

Here, ϕ0S and ϕ0P serve as reference states. We incorporate
fEXC into a free energy expression for polyelectrolyte complex
coacervates:25,69

(10)

Here, V is the volume, kB is the Boltzmann constant, T is
the temperature, and ϕW is the volume fraction of water. The
first three terms describe the mixing entropy of the polymer,
salt, and water, respectively. Inclusion of fEXC in eqn (10)
links the molecular-level MC simulations to the field

Fig. 2 Schematic illustrating the transfer matrix theory of
coacervation. We keep track of the environment around a test chain
(orange polycation) by assigning neighboring charges as ‘adsorbed’ to
the test chain. In the supernatant (1), these adsorbed charges are
associated primarily with a single oppositely-charged polyelectrolyte
partner with a few interspersed salt ions. In the coacervate (2), there
are many neighboring polyelectrolytes and salt ions. The test chain
prefers to be in the coacervate for entropic reasons; there are more
configurations in state (2) due to the many adsorbing species.
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theory,69 and enables the direct determination of the binodal
phase boundary as a function of ϕP and ϕS.

3 Transfer matrix coacervation theory

Previous work by the authors has established a molecularly-
informed theory of complex coacervation,49 demonstrating
near-quantitative matching to simulation phase diagrams
and molecular structure. We again describe the underlying
theory here, in order to provide the foundations for the re-
mainder of the paper, but we refer the readers to the previous
paper for detailed discussion and validation of this theory.49

The premise of the transfer matrix coacervate theory is
that, in highly charge-dense polyelectrolytes, nearly all of the
polymer charges are immediately adjacent to a ‘condensed’
species of opposite charge. The process of coacervation is pri-
marily due to the entropy associated with the combinations
of those oppositely-charged species, which is governed by the
surrounding salt and polymer concentrations.49 We map this

situation to an adsorption model, where oppositely-charged
polyelectrolytes and ions adsorb to a test polyelectrolyte ‘sub-
strate’ (see schematic in Fig. 2).49 Each monomer on the test
polyelectrolyte serves as an adsorption site, and we define a
few possible ‘states’ for this site; a state C indicates a con-
densed counterion, a state P′ indicates that a new polymer
has adsorbed, where all subsequent adsorbed polymers are of
state P, and finally a state 0 indicates that there is no oppo-
sitely-charged, condensed species within a cutoff radius rC.
We use a transfer matrix formalism to calculate the grand ca-
nonical partition function of this adsorption system, where
the partition sum is calculated by the matrix calculation:

Ξ = T
0M

N (11)

In this equation,  is a column vector of Boltzmann
weights for each possible state that the first adsorption site
can take. Each successive multiplication of the transfer ma-
trix M enumerates the Boltzmann weights for each possible

Fig. 3 Coacervate phase behavior, with varying values of the chain stiffness κθ for both polyelectrolyte species. (a) Phase behavior as a function of
ϕS and ϕP, calculated from simulation. As chain stiffness increases, the two-phase region begins to shrink. At small polymer flexibilities κθ < 6.6 kBT,
these changes are modest, but much more stiff chains κθ < 6.6 kBT demonstrate significant changes in the location of the binodal. (b) The salt
partitioning λ for all coacervation processes are such that there is less salt in the polymer-dense coacervate phase than the supernatant phase;
concomitant with a decrease in the 2-phase region, this depletion of salt from the coacervate phase decreases in magnitude with an increase in
stiffness κθ. We demonstrate qualitatively similar effects in our modified coacervate theory, for both phase behavior (c) and salt partitioning (d). Dif-
ferences are apparent, likely reflecting the neglect of salt electrostatic contributions to the free energy that are not included in our current model.
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state at each successive adsorption site, until the row vector
T
0 completes the partition summation. We define M by con-

sidering the weight associated with an adsorbed species at
monomer ‘site’ si given the adsorbed species at site si−1:

(12)

Pairs of adjacent sites are assigned to factors A = eμS/kBT, B =
eμP/kBT, D = e−ε/kBT. μS is the salt chemical potential and μP is the
polymer chemical potential, reflecting that these species are in
chemical equilibrium with the surrounding coacervate sys-
tem.49 ε is an energy associated with having a vacant monomer,
which is treated as a fit parameter.49 This parameter captures
both the electrostatic driving force for counterion condensa-
tion, as well as short-range interactions such as those included
in the traditional χ-parameter. E is the single-particle partition
function associated with the subsequent confinement of
adsorbed monomers after adsorption of an initial monomer.49

This form of the grand canonical partition function is
solvable.49 The largest eigenvalue ξ of the transfer matrix
dominates the partition function when N is sufficiently large,
to yield an analytical form:

A free energy of interaction between the polyelectrolyte
monomers and the surrounding molecules can thus be
calculated:

The chemical potentials used to determine A and B are S
= 0S + ln ϕS = lnĲA0ϕS) and P = 0P + ln ϕP = lnĲB0ϕP), where the
tilde represents normalization by kBT. 

0
S and 0P are the refer-

ence chemical potentials for the salt and polymer, and A0 =
exp0S and B0 = exp0P.

49 These expressions assume the local
environment surrounding the chain is nearly ideal, consis-
tent with simulations that show correlations do not extend
significantly beyond the immediate neighbors of polyelectro-
lyte chains in the coacervate phase.20

The free energy of coacervation can be defined by combin-
ing eqn (14) with the entropy of mixing for all species, and a
phenomenological contribution capturing all non-water spe-
cies' excluded volume:

(15)

Here, κ determines the strength of the excluded volume
interactions, and Λ = 0.6875 takes into account the lower ex-
cluded volume in connected polymer chains.

This theory is built on a few major assumptions that can
limit the applicability of this formalism. First, this theory
starts from the assumption that polymer charge density is
sufficiently high that condensation via counterion or

Fig. 4 Our model attributes stiffness-related differences in coacervate phase behavior to longer runs of polycation/polyanion interactions for
stiffer polyelectrolytes. These longer runs lead to a decrease in the number of polycation/polyanioninteractions, decreasing the entropic driving
force for coacervates. We capture these longer runs in both simulation (a) and theory (b) by plotting the length distribution CP′PĲΔs) of aligned poly-
cation/polyanion segments for a coacervate near the binodal curve (ϕS = 0.03 and ϕP = 0.09). Both demonstrate the same qualitative trend, with
larger values of κθ exhibiting longer runs of aligned polyelectrolytes.

(13)

(14)
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oppositely charged polyelectrolyte is almost always occur-
ring;48,74 the value of D, which represents the absence of a
condensed species, is parameterized to be small. The physi-
cal meaning of this parameter is related to the strength of
counterion condensation, however it is not clear how to a
priori determine this parameter. Another assumption is the
simplified treatment of the salt ions in this theory. Outside
of interactions with the polymer test chain, and their contri-
butions to the excluded volume, we do not explicitly include
salt-based electrostatic interactions. We justify this assump-
tion for dense charges, because the weak electrostatics are
heavily screened. However, it is not apparent that this would
continue to hold especially in the limit that both ϕP and ϕS →

0. Finally, we neglect dielectric effects, which are known to
play a significant role in the melt state,75–77 and can become
significant in high salt-concentration solutions.74,78–83 In this
work we neglect dielectric effects, due to the relatively high
concentration of water in typical coacervate systems
(>60%).21 The authors have previously observed qualitative
agreements with experiment when neglecting dielectric ef-
fects,20 but true quantitative agreement may require includ-
ing the effect of varying dielectric constants.

This model nevertheless captures both the molecular
structure and phase behavior of the high charge-dense poly-
mer complex coacervates in simulation,49 and thus compares
favorably with experimental results.20,26 In this model, the

primary driving force for coacervation is the configurational
entropy of the bound species to the test chain (Fig. 2), which
is larger when there are a large number of interacting
charged species. Within the scope of the aforementioned ap-
proximations, we will demonstrate how modifications to this
theory can provide conceptual insight into polymer physical
features such as comb polymers and chain flexibility, as well
as salt valency. For the rest of this paper, we note that deter-
mining the largest eigenvalue ξ as shown in eqn (13) is un-
necessary; we instead use computation to directly calculate
the matrix multiplication in eqn (11) and numerically deter-
mine the partition function Ξ in the more typical case that ξ
does not have a simple, analytical form.

4 Results and discussion

We study comb polymer architecture, polymer stiffness, and
salt valency by comparing to a baseline coacervate-forming
system. Previous work by our group has used linear polymers
with N = 100 and κθ = 3.3 kBT, which are shown to be well de-
scribed by the transfer-matrix theory.49 For the transfer ma-
trix theory, we use the values A0 = 20.5, B0 = 12.2, and D = 1.

4.1 Chain stiffness

Coacervates can be made using a wide range of polymers and
biopolymers,3 spanning highly flexible synthetic polymers

Fig. 5 Simulation calculations of the probability of propagation CPP(Δs = 1,ϕS,ϕP) as a function of ϕP for ϕS = 0.06 (a) and as a function of ϕS for ϕP
= 0.06 (b). Stiff polymers with large κθ are more likely to propagate along the chain, leading to longer runs of polycation/polyanion interaction for
all salt and polymer concentrations, when compared to small κθ. Theory reproduces this observation, as demonstrated in (c) and (d) that are
theoretical results for the same conditions as (a) and (b) respectively.
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such as polyĲacrylic acid) to stiff polymers such as dsDNA. We
can tune the polymer stiffness in our simulation model by
adjusting the value of κθ, with larger values of κθ leading to
stiffer polymers with longer persistence lengths. We are at
high salt concentrations, so simulations show that the persis-
tence length is almost exclusively governed by κθ and not salt
or polymer concentration, due to the strong screening of
electrostatics. We plot phase diagrams for κθ = 0.8 kBT to κθ =
13.0 kBT in Fig. 3a. In the flexible polymer limit κθ → 0,
changes in κθ do not significantly affect phase behavior. This
is also reflected in the salt partitioning, which is plotted in
Fig. 3b. Here we use a parameter λ = ϕαS/ϕ

β
S, which quantifies

the depletion (λ < 1) of salt from the coacervate phase. This

as a function of the supernatant salt concentration ,

which is normalized by the largest measured salt concentra-
tion (approximately the critical salt concentration).20,31 Larger
values of the polyelectrolyte chain stiffness κθ (κθ ≥ 6.6 kBT)
demonstrate significantly smaller two-phase regions and less
salt depletion (i.e. larger λ) in the coacervate phase, when
compared to smaller values of κθ.

To understand this phase behavior from a molecular view-
point, we consider the along-the-chain correlation of two
neighboring, oppositely-charged polyelectrolytes. We assign
adsorption states to all polymers in our MC simulations; each
monomer has an environment characterized by the nearest
unclaimed opposite charge within a cutoff radius rC = 1.5σ,
so that it is in one of the states C, P′, P, or 0. We note that
our results are not sensitive to the exact value of rC. We de-
fine the correlation function, CP′P:

(16)

Here, δs,X = 1 if the state at adsorption site s is X, and δs,X
= 0 otherwise. This correlation function quantifies the distri-
bution of aligned segments along neighboring polyelectrolyte
chains. Fig. 4a plots CP′P determined from simulation, and
demonstrates that stiffness strongly affects this length distri-
bution due to an increasingly slower decay of CP′PĲΔs) as κθ is
increased. For this plot, we chose ϕP = 0.09 and ϕS = 0.03,
which is near the binodal curve for all values of κθ. This stiff-
ness effect extends over all ϕP and ϕS values, which we dem-
onstrate by considering a single related value CPP(Δs = 1,ϕS,
ϕP) that is the propagation probability of a neighboring chain
along the test polyelectrolyte. This is plotted Fig. 5 for as a
function of both ϕS (Fig. 5a) and ϕP (Fig. 5b), which shows
that CPP monotonically increases with κθ. This demonstrates
that adsorbed chains tend to preferentially propagate when
the chain is stiff (high κθ).

We modify the transfer matrix theory to account for this
chain alignment effect, informed by the increase in CP′P ob-
served in simulation. Our conceptual argument is that, ab-
sent any competing polymers or counterions, which can ‘con-
dense’ without significantly perturbing the original adsorbed

polymer, the polymer can only either propagate or bend to al-
low an unbound state 0 at the next site. We propose a simple
two-state model, based on the energy required to undergo
this bending deformation, UB ∼ κθθ

2/2 (see schematic in
Fig. 6). We can thus write a relationship based on the condi-
tional probabilities that a site has a state Y given the previous
site has a state X, pĲY|X):

(17)

We choose an average angle 〈θ〉 ∼ 0.7 that represents the
extent of polymer bending in order for the next site is in state
0. This parameter is chosen within a reasonable range of θ to
qualitatively match simulation. We assume that the adsorp-
tion statistics of competing polymers or counterions are not
affected significantly by changes, so we calculate changes in
transfer matrix quantities such that MĲP,P) + MĲ0,P) = con-
stant. This uniquely sets these respective values of the trans-
fer matrix as a function of κθ. Finally, we make the assump-
tion that we simultaneously decrease the likelihood of 0 due
to rigidity even once the first monomer P′ is adsorbed; thus
we equate MĲ0,P) + MĲ0,P′). We test this model by calculating
the theoretical distribution of aligned segments CP′P (Fig. 4b)
and CPP(Δs = 1,ϕS,ϕP) (Fig. 5c and d), qualitatively matching
the corresponding simulation values. Fig. 3c and d demon-
strate that the coacervation phase diagram and salt
partitioning λ calculated from this theory qualitatively match

Fig. 6 We consider a two-state model to determine the propagation
of runs of polycation/polyanion interactions. A bent configuration (top)
can end these runs, leading to the formation of a test chain monomer
without a condensed opposite charge. This has an energetic penalty
UB associated with κθ. The continuing propagation (bottom) does not
have an energetic penalty UB ∼ 0. The relative weight of these choices
is used to determine how κθ affects D and E in our model.
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simulations, based solely on these molecular correlation-
informed changes in the transfer matrix.

This combination of simulation and theory provides con-
ceptual insight into how stiffness affects complex coacerva-
tion. In the high charge-density limit, a primary driver of co-
acervation is the combinatoric entropy of each polyelectrolyte
chain interacting with increasing numbers of oppositely-
charged polyelectrolytes. The dilute supernatant has very few
polyelectrolytes, because in this limit they exist as exclusive
polycation/polyanion pairs. Stiffness affects the number of
oppositely-charged polymers and counterions that a given
test chain interacts with, due to the long, aligned runs of
paired monomers. This lessens the entropic driving force for
coacervation.

4.2 Comb polymer architecture

Comb polymers, where the branches are charged, have been
investigated previously in experimental studies on coacerva-
tion.25 While comb polyelectrolytes can form coacervates
when paired with linear counterparts, the two-phase region is
significantly smaller than for coacervates formed from two
linear polyelectrolytes.25 Preliminary simulation results from
our group were parameterized to match these experimental
observations.25

We now study comb polyelectrolytes that are parameter-
ized to match the polymer models used in this paper, and
use theory to provide a mechanistic argument for this archi-
tectural effect. Fig. 7a demonstrates the phase diagrams for
coacervates formed from a linear polyelectrolyte and a comb
polyelectrolyte, with Nb = 3 and Nb = 5, compared to coacer-
vates formed from two linear polyelectrolytes. In agreement
with previous experiment and simulation,25 a decrease in
branch length considerably shrinks the two-phase coacerva-
tion region of the phase diagram.

We use transfer matrix theory to understand these drastic
changes in the coacervate phase behavior of branched poly-
mers. We consider a comb polymer to be equivalent to

uncorrelated segments of length Nb. Each overall polymer still
has only a single contribution to the translational entropy,
however the individual branches interact as if they were
shorter segments. To incorporate this into our theory, we re-
write the partition function for a test comb polymer as:

Ξ = (ξ(Nb))
N/Nb (18)

where the value of ξ(Nb) is a transfer matrix-based quantity as-
sociated with a single branch of length Nb:

ξ(Nb) = T
0ME(sNb−1, sNb−2)⋯M(s3, s2)M(s2, s1)E (19)

In this case, we distinguish between the transfer matrices
M and ME, with the latter representing a different transfer
matrix that specifically considers the branch end. The vector
E has also been changed from the  in eqn (11) to account
for the other end of the charged branch. To distinguish M
and ME, and  and E, we alter the weights for forming a

Fig. 7 Complex coacervation phase behavior for branched polymers and linear polymers. (a) Simulation phase diagrams for Nb values of 3 (black)
and 5 (red). A linear–linear system with an equivalent number of charged monomers is shown for comparison in blue. Comb polymers and linear
polymers have a smaller immiscible region than an equivalent linear–linear system. (b) Phase diagrams generated from theory using increased
values of Λ. This does not reproduce, even qualitatively, the immiscible region seen in simulation. (c) Considering decreased counterion
condensation on the branch ends is necessary to observe the qualitative trends seen in simulations.

Fig. 8 Our model for a polyelectrolyte interacting with divalent ions.
We describe the environment around the test polycation (orange) as
including adsorbed polyanions (P′ or P) or divalent ions (C′ or C). The
first monomer with an adsorbed polymer is denoted with the prime
(P′), following our previous notation.49 We now do this also for the
divalent ions, which can only be adsorbed to a single polyelectrolyte
monomer (singly adsorbed, with only a single C′, light red) or to two
adjacent monomers (doubly adsorbed, with a C'C pair, dark red).
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vacant adsorption site (D → D × DE). This is a fit parameter
that represents the effects of decreased counterion condensa-
tion at the ends of the branch.

Branch ends also play a role in excluded volume, via the
parameter Λ in eqn (15). Λ accounts for the difference in the
effective volume of polymer chains, which have overlapping
spheres of excluded volume in our model. In previous work,
we calculated this to be Λ = 0.6875. Branch ends are
unconnected on one side, however, and have more accessible
excluded volume. We calculate this to be ΛE = 0.8438. In the
comb-linear coacervate systems, the effective excluded vol-
ume for the overall system is a weighted average 〈Λ〉 that is
dependent on the relative ratio of branch ends to non-
branch-end monomers. For our system, we find that 〈Λ〉 =
[(NB − 1) Λ + ΛE]/NB.

In Fig. 7b we first demonstrate the effect of changing the
excluded volume parameter Λ. Indeed, the increased excluded
volume parameter 〈Λ〉 from branched polymers noticeably
changes the two-phase coacervate region of the phase dia-
gram; however, it is not sufficient to qualitatively reproduce
the effects seen in simulation, and in fact leads to an in-
crease in the two-phase coacervate forming region of the
phase diagram. Instead, we require DE > 1 to demonstrate
the decreased driving force for counterion condensation at
the branch ends. This is shown in Fig. 7c for DE = 10, chosen
to exhibit the same trends in phase behavior observed in sim-
ulations. This qualitatively demonstrates that decreased
counterion condensation at branch ends leads to a signifi-
cantly smaller two-phase coacervate region.

This mechanism is related to the combinatoric justifica-
tion for the effect of stiffness on coacervation. For stiff poly-
mers, longer runs of polyelectrolyte decrease the number of
possible configurations that condensed species can have. In
comb polymers, the mechanism is primarily related to the di-
minished condensation on branch ends. This similarly limits
the number of possible configurations of condensed species,
by making it increasingly likely that these adsorption sites
are vacant and thus not contributing to the number of ad-
sorption configurations. In both cases, either by increasing κθ
or decreasing Nb, the end result is that there are fewer num-
bers of chain–chain interactions; this decreases the entropic
driving force for coacervation, which is reflected in the simu-
lation results.

4.3 Divalent Ions

We consider the case that one or both of the salt ions are diva-
lent. Mutlivalent ions can present a challenge for polyelectro-
lyte theory, because they can exhibit behavior inconsistent with
standard Poisson–Boltzmann theory. For example, DNA can be
condensed with multivalent counterions,61 because electro-
static correlations induce like-charge attraction between DNA
strands.66,67 This is just one of a whole range of correlation ef-
fects, including multivalent-induced brush collapse62,63 and
like-charge attraction between surfaces.84 Coacervates exhibit
significant electrostatic correlations, in particular due to the

connectivity between polyelectrolyte charges; our transfer ma-
trix theory includes this connectivity, and indeed we can extend
this theory to describe the effects of divalent salt ions.

To include divalent ions, we include a new possibility in the
transfer matrix. Instead of having only a state (that we now call
C′) to designate a bound counterion, we consider the possibility
that the next monomer is also condensed with the same coun-
terion (in a state we call C, see schematic in Fig. 8). We thus
use the following matrix M2+(si,si−1), with the subscript 2+
denoting that the test polymer has divalent counterions:

(20)

Fig. 9 The probability of transitioning between singly-condensed salt
ions, pĲC′|C′), as a function of (a) ϕP and (b) ϕS. Points are simulation
values and lines are theoretical calculations.
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This introduces the possibility that there are both singly-
and doubly-adsorbed, divalent counterions. Singly-adsorbed
divalent counterions only neutralize a single polyelectrolyte
charge on a given chain, with the other charge neutralizing
either a different polyelectrolyte or the oppositely charged
ion (see light red boxes in Fig. 8). Doubly-adsorbed divalents
neutralize an equivalent two charges on the polyelectrolyte
(see dark red boxes in Fig. 8). The factor F is chosen to repro-
duce the balance of both singly- and doubly-adsorbed possi-
bilities as determined by simulation. By introducing the two
adsorption possibilities for the divalent counterions, an addi-
tional combinatorial entropy must be included to consider
how the divalent counterions can be ‘chosen’ to be either sin-
gly or doubly-adsorbed. We define a fraction Θ of doubly-
adsorbed divalent counterions, and use it to write a free en-
ergy expression for the divalent cation/divalent anion (2 : 2)
case:

(21)

Here, we define a test-chain partition Ξ2+ function as:

Ξ2+ = T
0M

N
2+ = ξN2+ (22)

Correspondingly, the value of Θ can be given by:

(23)

where θC′ = (∂ ln ξ2+/∂ ln A) is the fraction of polymer sites with
initially-adsorbed divalent ions. A similar expression can be
derived for the free energy of a 2 : 1 salt, by replacing the −ϕP
ln ξ2+/2 term with −ϕP− ln ξ2+/2−ϕP+ ln ξ/2, and including a fac-
tor of 1/2 on the divalent singly/doubly adsorbed entropy
term. Here, only one of the two polyelectrolyte species in-
cludes the transfer matrix and entropic contribution associ-
ated with the divalent salt.

We test this model by comparing with simulation. Local
correlations are described by the sequence of species
adsorbed along the test molecule, and we specifically con-
sider the probability of having a C′ immediately following an-
other C′, pĲC′|C′). This is plotted in Fig. 9 for both the 2 : 1
and 2 : 2 salt cases, as a function of ϕP (Fig. 9a) and ϕS
(Fig. 9b). Both theory and simulation are plotted, demonstrat-
ing excellent agreement. We also consider the fraction of the
adsorbed counterions that are doubly-adsorbed Θ, which can
again be directly determined from simulation and calculated
from theory. We plot Θ in Fig. 10, again with both 2 : 1 and
2 : 2 salts. Both theory and simulation match nearly quantita-
tively as a function of ϕP and ϕS.

Fig. 11a plots phase diagrams in the ϕS − ϕP plane, calcu-
lated from simulation. Consistent with experimental observa-
tions,18 increased salt valency drastically decreases the two-

phase coacervation region. Along with this decrease, there is
a marked change in the salt partitioning. For 1 : 1 salts, λ < 1
indicates that salt is depleted from the coacervate phase.
However, for 2 : 1 this depletion is significantly weaker and
for 2 : 2 salts λ > 1, indicating that the divalent salts prefer
the coacervate phase. Our theory reproduces these simulation
observations, shown in Fig. 11c and d; we see the shrinking
of the coacervation region upon inclusion of divalent salts,
and also show that λ > 1 for 2 : 2 salts.

These observations are well-explained using an entropic ar-
gument. For monovalent (1 : 1) ions, entropy is increased dur-
ing coacervation due to the increased configurations of poly-
mers and ions that are adsorbed to the test chain. This
entropic increases large with monovalent ions, because there
are many configurations when a single charged monomer can
be neutralized by a single salt ion. To contrast, a divalent ion
neutralizes two charged monomers, significantly reducing the
number of configurations of charged species adsorbed to the
test chain. In this sense, a divalent ion is equivalent to two
monovalent ions if those monovalent ions were constrained to
be adsorbed next to each other along the chain. This decreases
the entropic driving force for coacervation.

The inversion of λ, which shows that monovalent salt is de-
pleted from the coacervate while divalent salt is depleted from

Fig. 10 The probability of a salt ion double condensing, Θ, as a
function of (a) ϕP and (b) ϕS. Points are simulation values and
theoretical calculations are represented by lines.
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the supernatant, is also entropically driven in theory. This is
driven by the ϕPθC′[Θ lnΘ + (1 − Θ) ln(1 − Θ)] term in eqn (21),
which accounts for the ways in which the adsorbed divalent
charges can be neutralized by the surrounding polyelectrolyte
chains. A given divalent charge is essentially only neutralized
by individual opposite charges in the polymer-dilute superna-
tant, but in the coacervate any combination of polyelectrolyte
or counterions can be used to neutralize the divalent charge.

Both of these effects are conceptually related to the behav-
iors of polyelectrolyte chains, with the divalent ion exhibiting
behaviors analogous to a polyelectrolyte of length N = 2. For
example, the phase behavior is similar to the effect of poly-
electrolyte stiffness, where longer runs of aligned polyelectro-
lytes limit the number of adsorption configurations for the

test chain. In the divalent case, the neutralization of two
monomers at a time similarly limits the number of configura-
tions and leads to less entropic driving force for coacervation.
The entropic driving force for divalents to partition to the co-
acervate is also similar to the underlying driving force for co-
acervation, where the species (in this case the divalent ion,
but in the coacervate case the polyelectrolyte) finds it entropi-
cally favorable to interact with many configurations of neigh-
boring, oppositely charged species.

5 Conclusion

We have used a combination of simulation and theory to
explore ways in which polymer physical features (chain

Fig. 11 Complex coacervation phase diagrams with different salt valencies. (a) Simulation phase diagrams for a monovalent salt (1 : 1 black), a
divalent salt (2 : 2 red), and a salt with one divalent species and one monovalent species (2 : 1 blue). Increased salt valency causes the immiscible
region to shrink. (b) Simulation calculated salt partitioning for the various salt valencies. The 1 : 1 salt favors the supernatant phase as does the 2 : 1,
but not to the same extent. The 2 : 2 salt favors the coacervate phase. (c) Theoretical phase diagrams for the various salt valencies. The same
qualitative phase behavior is observed as seen in simulation. (d) Theoretically calculated salt partitioning shows the same qualitative trends as the
simulation. This model of complex coacervation suggests the reason for the change in salt partitioning is due to ions double condensing onto the
polymer chain. F, from the transition matrix M2+(si,si−1), has a value of 1.5, which was determined by matching simulation data.
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stiffness, architecture, and salt valency) play a role in com-
plex coacervation. We not only demonstrate that these fea-
tures can have marked effects on coacervate phase behav-
ior, but we use theoretical results to provide a mechanistic
understanding of how molecular structure influences
charged polymers. We show that this is related to how
these molecular features affect the configurational entropy
of condensation on test polymers. Phase behavior is indeed
linked to the ‘number’ of species that are condensed, ei-
ther via long runs of aligned polymer-polymer chains, via
weak counterion condensation in short branches, or via di-
valent salt ions.

These combinatoric principles have limitations, in particu-
lar outside the limit of high charge density. It is unclear how
to systematically modify this theory for lower charge densi-
ties, and transition to coacervate theories that focus on
charge fluctuation-driven attractions. We also note the limita-
tions on the model due to simplifications of the salt interac-
tions, which are not explicitly included except in a phenome-
nological cubic term to capture excluded volume. We justify
this assumption due to the significant screening of these
small molecule species, however we will have to reevaluate
our assumptions if electrostatic interactions become stronger
or short-range interactions become significant.

Despite these approximations, we capture how polymer
physical behaviors influence coacervation for polyelectrolyte
systems with experimentally relevant charge densities and
electrostatic interaction strengths. This builds upon a simula-
tion and theoretical model that qualitatively matches with ex-
perimental results in previous literature, and provides new
physical intuition to guide experiment and molecular design
in this active area of polymer research.
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