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Abstract—In this paper, we integrate programmable networks
in microgrid (MG) to provide flexible and easy-to-manage com-
munication solutions, thus enabling resilient MG operations in
face of various cyber and physical disturbances. Specifically, two
contributions have been made: 1) establish a novel software-
defined networking (SDN) based communication architecture
that abstracts the network infrastructure from the upper-level
applications to significantly expedite the development of MG
applications and 2) create a hardware-in-the-loop cyber-physical
platform for evaluating and validating the performance of
the presented architecture, control techniques, and SDN-based
functionalities. Test results have demonstrated that the new
architecture can significantly enhance MG resilience, particu-
larly for those that have high penetration of renewable energy
sources.

Index Terms—Resilience, microgrid, programmable network,
software defined networking (SDN), emergency control.

NOMENCLATURE

CB Circuit Breaker
CHP Combined Heat and Power
DG Diesel Generator
HIL Hardware-in-the-loop
MG Microgrid
MGCC Microgrid Central Controller
PCC Point of Common Coupling
QoS Quality of Service
SDN Software Defined Networking
UDP User Datagram Protocol
VSC Voltage Source Converter.

I. INTRODUCTION

I
N the U.S., thousands of major blackouts have occurred
in the past three decades causing over one trillion dol-

lars damages and enormous social upheavals [1]. Of these
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outages, over 90% of them occurred along electric distribution
systems [2]. Therefore, a strong consensus across academia,
industry and government is that enhancing distribution sys-
tems resilience is an important focus of research [3]. Microgrid
is an emerging and promising paradigm for enhancing distri-
bution systems resilience [4]. A microgrid is a small-scale,
localized distribution network designed to supply electrical
and heat load of a local community (e.g., a military base,
a high-tech park, or a university campus). It typically contains
distributed generators, load, storage and protection devices that
are regulated by a microgrid central controller. Thus, it is
desirable to design microgrids with high penetration of renew-
able energy sources. On the other hand, for such microgrids,
unintentional islanding, also referred as emergency operation,
is particularly challenging. This is because renewable energy
sources have much smaller inertia than traditional energy gen-
eration sources and are intermittent and uncertain [5]. As a
result, it is extremely important to achieve fast emergency
control to guarantee a smooth transition from grid connec-
tion mode to islanding mode [6]. Otherwise, the system may
lose balance between load and generation, and may eventually
collapse.

Fast emergency control of a microgrid relies on the com-
munication infrastructure [7]. To guarantee microgrid sta-
bility, the communication infrastructure needs to provide
reliable and low-latency data transmission, as well as react
quickly to dynamic network conditions (e.g., link failure,
network congestion). Furthermore, it needs to satisfy the
diverse quality of service (QoS) requirements of different
types of data being transmitted over the communication
network, some being small and periodic control data with
delay requirement in milliseconds, while some being large
energy management data that can tolerate minutes latencies.
Industrial control networks, such as field bus [8], do not
meet the above requirements, and hence are not suitable for
microgrids.

This paper exploits programmable networking technolo-
gies, particularly Software Defined Networking (SDN) [9], to
enable highly resilient microgrid. A key innovation of SDN
is separating the control plane and data plane. It provides
programmable access to the network switches, allowing a
communication network to detect and react to failures and
congestions at run time. It also provides flexible functions to
support diverse QoS requirements. In addition, it adopts open
protocols in network switches and supervisory controllers, and
hence makes it much easier to develop new applications and
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enable fast innovation in microgrid. The main contributions of
this paper include:

• Present the benefits of using SDN for microgrid, and
establish an innovative SDN-based communication archi-
tecture for microgrid. This architecture builds intelligence
into the communication network and abstracts the net-
work infrastructure from the upper-level applications
(e.g., various control and coordination functionalities) to
significantly simplify application development. Such a
software-defined architecture provides dynamic control of
the information flows in microgrids such that various QoS
requirements in microgrid operations can be satisfied and
an easy-to-manage communication and control platform
can be realized.

• Build a hardware-in-the-loop (HIL) environment based
on a campus microgrid at the University of Connecticut
(UConn). This HIL environment combines the high
fidelity dynamic models for microgrid and hardware SDN
facilities. It is an important step in constructing a realistic
environment for evaluating the feasibility and effec-
tiveness of using SDN in microgrid. The performance
evaluation demonstrates that with SDN the microgrid
resilience is highly enhanced.

The remainder of the paper is organized as follows. In
Section II, we describe the basics of microgrid emergency
control, the benefits of using SDN to satisfy the commu-
nication requirements of microgrid, and then present an
SDN-based communication architecture. Section III elaborates
the hardware-in-the-loop testbed design including the simu-
lator setup for the microgrid and the hardware switches for
the multi-path communication network. Results are presented
in Section IV, followed by Section V on related work. Last,
Section VI concludes the paper.

II. RESILIENT MICROGRID ENABLED BY SDN

In this section, we describe the benefits of using SDN as the
communication infrastructure for microgrid. Our focus is on
microgrid emergency control since it poses the most stringent
requirements on the communication infrastructure, particu-
larly for microgrids with high penetration of renewable energy
sources. We first briefly describe microgrid emergency control,
and then summarize its requirements on the communication
infrastructure. We then describe the advantages of using SDN
to satisfy such requirements compared to other approaches. At
the end, we present an SDN-based communication architecture
for microgrid.

A. Microgrid Emergency Control

An emergency in the main grid can be due to many rea-
sons, e.g., short circuit, aging failure, trouble spot caused by
extreme weather event, or nuisance tripping of circuit breaker.
The microgrid central controller (MGCC) detects emergency
using a monitoring and event-trigger mechanism, which can
be achieved by comparing the data with a certain empirical
threshold or using certain pattern recognition approaches [10].
For example, a sudden and large drop of voltage magnitude
indicates a short circuit failure nearby.

Once recognizing an emergency condition, the MGCC will
send control commands to local circuit breakers and switches
to create an islanding mode. In the meantime, load balancing
immediately kicks in as the first step of emergency control.
Based on the current load level and the available capacity
of generation sources, power flows are reallocated to achieve
a new balance. This process will cause fluctuations in volt-
age and frequency and thus affect the power quality. The
degraded power quality might not cause much disturbance to
the customers when the duration of the emergency is short. For
emergency of longer duration, power quality control (such as
frequency control) is highly needed. For emergency of even
longer duration, economic operation is required to minimize
losses. During different stages of emergency control, the com-
munication network provides global data to the MGCC to
realize specific control such as synchronization, load shedding
or optimal power flow.

The MGCC reconnects the microgrid to the main grid after
detecting an emergency clearance (again by comparing the
data with a certain empirical threshold or using certain pat-
tern recognition approaches). Similarly, along with time, other
controllers for power quality, especially those for regulating
renewable energy sources, will start functioning. The eco-
nomic operation will then be performed when the system
reaches a new steady state. The grid reconnection process also
requires highly resilient communication network.

In summary, continuous and reliable data transmission is
needed for detecting emergency condition, during emergency
control, and for reconnecting a microgrid to the main grid. The
communication requirements for the data used in the emer-
gency control process vary substantially [11]. Specifically, the
control signals, while incur small amount of traffic, are of
critical importance. They hence have the highest priority, and
require ultra-low latency (in milliseconds). Measurements to
detect emergency are also important and require low latency
(in milliseconds). Other measurements data may tolerate
higher latency (seconds or minutes).

B. Benefits of Using SDN

To support effective microgrid emergency control, the com-
munication infrastructure needs to provide quality of ser-
vice (QoS) that satisfies the different QoS requirements of
different types of data flows. It also needs to provide reliable
communication, even in the face of failures in the network.
Specifically, when a link fails, it needs to provide fast failover
recovery (in sub-seconds) so that all flows on the link must
be automatically rerouted to other links.

QoS and failure recovery have been extensively studied in
computer networks. While many techniques have been pro-
posed for QoS, e.g., IntServ [12] and Diffserv [13], none
of these techniques has enjoyed wide deployment. MPLS
(Multiprotocol Label Switching) can provide partial solution
(e.g., through traffic engineering). It, however, lacks real-
time reconfigurability. In addition, the management of MPLS
has become increasingly more complex and costly [14]. As
to failure recovery, most routing protocols (e.g., RIP, OSPF,
IS-IS) can recompute routes in response to link failures.
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The convergence time, however, is in seconds or longer [15].
MPLS supports fast reroute to compute shortest backup
paths around an outage area [16], [17]. Several studies have
proposed failure-aware forwarding strategies [18]–[20], or
on-the-fly switch table modification [21] to recover from
failures.

SDN can support both QoS and fast failover through pro-
grammable access to the network switches. Compared to
traditional approaches as described above, using SDN is
advantageous in that it is easy to manage, low cost and more
flexible. The communication network for a microgrid is a
local-area network that is in a single administrative domain,
and hence can be easily managed by an SDN controller (or
multiple SDN controllers) in a centralized manner. Desired
network functionalities can be achieved by programming the
switches either proactively or on-demand, providing much
more flexible reconfiguration than MPLS. In addition, since
the switches only need to provide data forwarding, not compli-
cated management functionalities, they can be of much lower
complexity and lower cost. Last, since major network switch
vendors all support SDN (particularly OpenFlow protocol),
techniques enabled by SDN are more easily replicable than
customized techniques. In Section III, we describe the design
and implementation of three functionalities, network delay
guarantee, traffic prioritization, and fast failover, in the HIL
testbed. We do not intend to propose techniques to achieve
such functionalities in general network settings (their design
and evaluation in general settings are themselves separate
studies). Rather, our intention is to show that such functional-
ities can be realized easily using simple APIs and techniques
provided by SDN.

C. SDN-Based Communication Architecture

Due to the benefits described above, we develop an SDN-
based communication architecture for microgrid. As illustrated
in Fig. 1, the architecture contains three layers: the infrastruc-
ture layer, the control layer and the application layer. The
infrastructure layer consists of a set of SDN-capable net-
work switches and the links (wired or wireless) connecting
the switches. The control layer provides logically centralized
control of the network through one SDN controller or multiple
SDN controllers for scalability and reliability. The application
layer implements various applications inside a microgrid cen-
tral controller (MGCC), e.g., emergency control, black start,
steady-state management (e.g., optimal power flow, economic
dispatch).

In this architecture, the control plane (which decides how
to handle the traffic) and data plane (which forwards traffic)
of the network are separated. Specifically, the SDN switches
only perform simple instructions, e.g., forwarding a packet,
dropping it, sending it to the controller, or overwriting part of
the packet header, according to the rules stored in their flow
tables [22]. The SDN controller exercises control of the net-
work by pushing various control rules to the flow tables of the
SDN switches through open APIs (Application Programming
Interface). A widely used protocol that defines such APIs is
OpenFlow [23].

Fig. 1. Illustration of SDN-based microgrid communication architecture.

The SDN control plane can support a wide range of func-
tionalities. For instance, it can automatically configure the
network and dynamically reconfigure the network to adjust
to dynamic network conditions. As an example, the SDN con-
troller can determine the route for a flow proactively (i.e.,
before receiving any packet) or reactively (i.e., after receiv-
ing a packet) by solving an optimization problem based on
the source, destination, the network, and the QoS require-
ment of the flow. It can further recalculate the route of a
flow when detecting or predicting significant changes in the
network, notified by the monitoring service or performance
prediction service (see Fig. 1). In addition, the SDN control
plane can install backup paths into the switches, which can be
triggered automatically (without contacting the control plane)
when a certain condition is satisfied.

The run-time programmability of SDN simplifies the man-
agement of the communication network for microgrid and
allows fast reaction to dynamic network conditions. In addi-
tion, since the SDN-based architecture abstracts the network
infrastructure from the upper-level applications (e.g., various
control and coordination functionalities), it can significantly
simplify application development in microgrid.

While SDN-based communication infrastructure provides
many benefits, SDN may also introduce resilience and security
issues. For instance, the controller can become a single point
of failure, the communication between the network switches
and the SDN controller may lead to latencies, SDN controller
may contain software vulnerabilities and may be subject to
cyber attacks. On the other hand, SDN is evolving and solu-
tions have been proposed to make SDN more robust. For
instance, multiple SDN controllers can be used to balance
the load and provide better resilience, backup rules can be
installed proactively in the network switches so that they can
react directly without involving the SDN controller (e.g., Fast-
Failover in OpenFlow [24]), and various solutions have been
proposed to make SDNs more secure [25]–[27]. Therefore,
we believe SDN is an attractive direction for building micro-
grid communication infrastructure. The stringent requirement
on communication infrastructure to achieve effective micro-
grid emergency control may pose challenges to SDN, in turn
motivating further research in SDN.
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Fig. 2. Hardware-in-the-loop (HIL) test environment that uses SDN for
microgrid communication.

Last, the SDN-based architecture allows applications in a
microgrid to have direct access through APIs to the controller
to perform network functions. The functions required by var-
ious applications may be conflicting with each other. In such
cases, the controller needs to use certain policies to resolve
the conflicts. In addition, the controller needs to detect and
isolate malicious applications. Further study of such issues is
left as future work.

III. HARDWARE-IN-THE-LOOP TESTING ENVIRONMENT

To explore the feasibility and effectiveness of the SDN-
based communication architecture for microgrid, we build a
hardware-in-the-loop (HIL) test environment. In the follow-
ing, we first present the high-level design, and then the main
components in the environment.

A. High-Level Design

The HIL environment is shown in Fig. 2. It is designed
to provide realistic, scalable and flexible testing of SDN-
based communication architecture for microgrid. Specifically,
it models a microgrid based on the configurations of a
microgrid at the University of Connecticut (UConn). For
this purpose, we have extracted UConn microgrid parameters
from various information sources (including oneline diagrams,
microgrid layout diagrams and load meter data) provided by
the microgrid operators. Modeling a real-world microgrid in
the testbed provides much more fidelity than using simple test
cases. In fact, few publications have provided enough details to
re-produce an electromagnetic transient level simulation model
that is needed for our study.

The various components (e.g., energy sources and loads)
inside the microgrid are simulated in OPAL-RT [28], a real-
time power system simulator. The measurements from the
simulator are transmitted through a communication network
to the MGCC, which runs on a dedicated computer. The com-
munication network is implemented using real SDN hardware.
Due to the limited number of network ports at the OPAL-RT
simulator, all the components simulated in the simulator use
the same Ethernet port for data communication (which is a
1Gbps Ethernet port, providing sufficient bandwidth for the
test cases in Section IV). The communication network con-
sists of four OpenFlow switches, forming two network paths
(each with three switches) between the simulator and MGCC

Fig. 3. Network topology for the microgrid testbed. It contains four
OpenFlow switches forming two paths. All the OpenFlow switches are
controlled by an SDN controller.

(see Fig. 3). While in practice, a network path may contain
more switches than that in our testbed, adding more switches
on a path does not provide additional insights for the test
cases we consider in Section IV. Using real hardware for
the communication network is important since it allows us
to obtain realistic measurements through the hardware. All
the OpenFlow switches are supervised by an SDN controller
that runs on another dedicated computer. A visualization PC
is used to display the models and simulation curves running in
a non-synchronization mode. The two-way real-time commu-
nication between the OPAL-RT microgrid testbed and MGCC
through the programmable SDN network is the salient feature
of this testbed.

The real-time simulator is automatically synchronized with
the hardware SDN network through a process illustrated
in Fig. 4. The two shared memories allow data exchange
between SDN network (real hardware), OPAL-RT simulator
and MGCC. The data processing rates are faster than the data
sampling rates defined in the microgrid model. Therefore, no
extra delay will be introduced in the entire hardware-in-the-
loop simulation process as compared to the delays in the
communication network. The synchronization mechanism is
deliberated in Fig. 4 and the data exchange process is repre-
sented by two sequences: one from 1© to 5© and the other
from 6© to 10 . Notice that the CPU frequency of the simu-
lator is 3.8 GHz and the CPU frequency of the server laptop
is 2.1 GHz with a 1 Gbps Ethernet Connection. In the Probe
setting in RT-LAB (the real time simulation software environ-
ment), the decimation factor is set to be 1 to guarantee the
integrity of the data.

B. SDN-Based Communication Network

The SDN-based communication network in Fig. 3 contains
four physical OpenFlow switches. The switch connected to
the MGCC is a HP hardware switch (3500yl-24G) that sup-
ports OpenFlow mode. The bandwidth for each port is 1 Gbps.
The other three switches are TP-Link 1043ND with OVS
installed based on OpenWrt fireware, which is also featured
with Gigabit Ethernet. The SDN controller is based on Ryu,
which is customized to implement the various techniques in
Section II-B. The SDN controller communicates with the four
OpenFlow switches using the OpenFlow protocol. The moni-
toring and control functions for microgrid data communication
are realized by programming the SDN controller directly.
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Fig. 4. The synchronization process between the OPAL-RT simulator and the hardware switches network. The blue text explains the factors that affect the
data processing rates in each stage of the data exchange.

We implement three functionalities in the above commu-
nication network, all through OpenFlow APIs. The first is
network delay guarantee, which ensures that a data flow from
a source to a destination has a guaranteed delay, important for
certain microgrid control traffic that must reach the designated
destination within a time limit. The other two functionali-
ties are automatic failover and traffic prioritization. We next
describe our implementation of these three functionalities in
the testbed.

Network delay guarantee. To implement this functional-
ity, we first design and implement a method that uses built-in
features in SDN to obtain the latency on a path, inspired by
the technique in [29]. Consider path i. Let the first and last
switches on the path be si and s′

i, respectively. Assume the
first-hop latency, i.e., from the source to si, and the last-hop
latency, i.e., from s′

i to the destination, are negligible, which
is reasonable since these two links are typically well pro-
visioned. Then to obtain the network latency on path i, the
SDN controller only needs to obtain the latency from si to s′

i.
The SDN controller creates small special-purpose Ethernet
frames for this purpose. Specifically, it creates three types of
special-purpose Ethernet frames (marked by Ethernet-type in
the Ethernet frame header). The first type of Ethernet frames
is used to measure the latency on the path from the SDN con-
troller to si, from si to s′

i and then back to the SDN controller,
denoted as total latency T t

i . The second type of Ethernet frames
is used to measure the round trip time from the SDN controller
to si and then back to the SDN controller, denoted as Tsi . The
third type of Ethernet frames is used to measure the round trip
time from the SDN controller to s′

i and then back to the SDN
controller, denoted as Ts′i

. Note that the forward tables of si

and s′

i are set up beforehand to forward these three types of
Ethernet frame accordingly to provide the corresponding mea-
surements. Assume that the latency from the SDN controller to
si is similar to that from si back to the SDN controller (which
is reasonable since the link between the SDN controller and
si is well provisioned). We can then use half of Tsi as the
one-way latency from the SDN controller to si. Similarly, we

use half of Ts′i
as the one-way latency from s′

i to the SDN
controller. Let Ti be the latency on the ith path, i = 1, . . . , k.
Then Ti = T t

i − (Tsi + Ts′i
)/2.

For the two network paths in our testbed, the SDN con-
troller monitors the delay on these two paths using the above
measurement technique. Suppose a flow on a path needs to
have delay guarantee of T . If the delay on the path exceeds T

while the delay on the other path is below T , then the SDN
controller switches the flow to the other path.

Automatic failover. We implement a reactive approach for
failover. Specifically, following the OpenFlow specification, an
OpenFlow switch generates and sends a PortDown message
to the SDN controller when a port fails. Once receiving the
PortDown message, the SDN controller pinpoints the location
of the failure, and then reconfigure the routes for the flows that
are affected by this failure. OpenFlow 1.3 specifies an optional
Fast-Failover group type that can be supported by a switch for
automatic fail-over, which incurs even less latency because the
fail-over is based on a group table that is pre-determined, not
involving the SDN controller [24]. The hardware switches in
our testbed unfortunately do not support this feature.

Traffic prioritization. In OpenFlow v1.3, two mechanisms
that can provide rate limitation are meter table and queues [24].
A meter table consists of meter entries, where meters are
directly attached to flow entries. A meter measures the rate
of packets assigned to it and enables controlling the rate of
those packets. Queues are configured with minimum and max-
imum rates. They are attached to switch ports, and indirectly
control the rates of the flows mapped to a port. The QoS con-
figurations for both mechanisms can be changed dynamically
over time using SDN controller. In Section IV, we use meter
table to achieve rate limitation.

C. Microgrid Modeling and Simulation

This microgrid consists of a 100 kW PV array, a 200 kW
phosphoric acid fuel cell, four 125kW synchronous gener-
ators (two combined heat and power (CHP) units and two
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Fig. 5. One-line diagram of UConn Depot Campus microgrid. There are
seven power meters, each providing information of the corresponding bus.

diesel units), and 16 building loads. Fig. 5 shows the one
line diagram for the test system, where the PCC (point of
common coupling) joins the microgrid with the main distri-
bution system through a circuit breaker (CB). The two diesel
generators (DG) work as backup sources (only kicking in for
emergency) while the other two CHP units work as base-load
sources. All four units are modeled as synchronous machines
with speed governors and excitation systems.

1) Backup Generators: Before kicking in as backup, a
diesel unit is connected with a small bypass load to gain cer-
tain angular speed and rotor angle. The frequency reference of
its speed governor is slightly below the fundamental frequency
(60 Hz) to prepare for synchronization to the microgrid. When
a control command is sent to crank a diesel generator, the
synchronization block will hold it and wait until the synchro-
nization condition (angle difference �δ is zero) is satisfied.
In practice, as long as �δ is below a certain value, the angu-
lar speed difference and the inertia of the main distribution
system will automatically lead the diesel generator into syn-
chronization. According to IEEE Standard 67 [30], the phase
angle difference for the synchronization of a turbine gener-
ator should be within 10 electrical degrees. Considering the
low inertia of the diesel generator, in this paper, the crite-
rion is set to be below 0.1 radian (or 5.7 electrical degrees),
i.e., �δ < 0.1. Once the generator receives control signal
from the synchronization block, the bypass load is discon-
nected and meanwhile the generator is connected to the
microgrid.

2) PV Array and Fuel Cell: The 100 kW PV array is mod-
eled by a standard signal diode equivalent circuit [31]. It ties
to the main grid through a set of power electronic devices.
First, the PV output voltage is boosted by a DC/DC converter
with a duty ratio of 0.275. Then the DC power goes through
a DC/AC converter driven by a pulse width modulation signal
from a Voltage Source Converter (VSC) controller (which con-
tains an outer proportional integral (PI) loop for DC voltage
regulation and an inner PI loop for current regulation). Let Kp

and Ki denote respectively the coefficients for the proportional

TABLE I
PI PARAMETERS OF VSC CONTROLLERS FOR PV AND FUEL CELL

and integral terms of a PI controller. Their values for the PI
controllers are listed in Table I.

The fuel cell has a capacity of 400 kW. In our model, it
generates 200 kW active power to match with the local load
for islanding purpose. The electrical process of the fuel cell is
considered. The output voltage of the fuel cell is a combina-
tion of the Nernst potential, the activation loss, the Ohmic loss,
and the concentration loss. The mathematical expression and
parameter settings of this process can be found in [32]. The
power electronic interface of the fuel cell has the same struc-
ture as that of the PV array but with different PI parameters
(shown in Table I).

3) Parallel Simulation: As shown in Fig. 5, the microgrid is
divided into seven subsystems (marked by the dashed rectan-
gles) for parallel simulation in OPAL-RT. The subsystems are
connected via a Stubline block (a technique used in OPAL-RT)
so that the state space of the whole system can be separated
into subspaces and each of them occupies a single physical
core built in the simulator. In addition, a control block is built
to collect measurements and send out control signals. A con-
sole block is developed for system setting and system scoping.
In system setting, the fault information is predefined and the
irradiance for PV panel is described. Those setting information
can be altered through human-machine interfaces on-the-fly, if
necessary. The system scoping includes functions to observe
different measurements for monitoring and analysis purposes.

D. Microgrid Emergency Control Strategy

The testing environment currently uses a basic emergency
control strategy as described below; more advanced control
strategy is left as future work. In the control strategy, the
remedial actions are to connect the backup diesel units and
stabilize the microgrid. Let Vpcc represent the voltage mag-
nitude of the PCC bus, and �δi denotes the voltage angle
difference of the two buses between the circuit breaker of the
ith diesel generator, i = 1, 2. The circuit breaker of the micro-
grid (denoted as CB_MG in Fig. 5) is controlled by the local
relay devices. The first-level control signal C1 generated by the
MGCC directly operates CB_MG (in islanding case it works
as a backup signal of relay devices) and serves as an input
of the synchronization block. The second-level control signal
C2i is the control signal from the synchronization block of the
ith backup diesel unit. Initially, C1 is set to be 1 (close) and
C2i is set to be 0 (open). The control strategy is described as
follows.

• Step 1: Measurements from selected buses (e.g., Vpcc,
�δ1 and �δ2) are transmitted to the MGCC through the
SDN network.

• Step 2: MGCC identifies fault from measurements.
For instance, if Vpcc drops below a threshold voltage
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(e.g., 0.3 p.u.), it is determined to be a short circuit and
the first-level control signal C1 is flipped to 0; otherwise,
the main grid is in steady state (or after a temporary fault
is cleared) and C1 is set to be 1.

• Step 3: C1 is used as a control signal of CB_MG: 1 is
to switch on the circuit breaker and 0 is to switch it off.
In most islanding cases, the CB_MG is switched off by
relay devices since they respond faster than the MGCC.
Also, C1 is an input of the synchronization block.

• Step 4: In the synchronization block, only when C1 = 0
and the corresponding �δi is less than 0.1 radian (see
Section III-C1), the second-level control signal C2i is set
to be 1; otherwise C2i is 0.

• Step 5: Similar to step 3, C2i is used to control the cir-
cuit breaker for the ith backup diesel unit. The circuit
breaker of the bypass load is controlled by the comple-
ment of C2i (i.e., 1 − C2i). As a result, the ith backup
diesel unit is either connected to the microgrid or to the
bypass load.

IV. EXPERIMENTAL RESULTS

Four tests have been performed in the HIL test environment,
all using the following microgrid emergency control scenario.
At t = 22 s, a three phase fault is applied at the PCC bus,
which triggers islanding of the microgrid. At t = 28 s, the fault
is cleared and the main grid recloser restores power, which
leads to the re-connection of the microgrid. The HIL simulator
uses a time step of 30 µs. We generate three types of UDP
data flows between the microgrid (simulated by OPAL-RT)
and the MGCC through the SDN network. One data flow is
from Meter 1 to the MGCC, carrying periodic voltage mag-
nitude measurement collected by Meter 1 at the interval of
every 300 µs. The MGCC uses the measurement to determine
whether emergency control needs to be triggered as well as
when emergency conditions are cleared. The decision is sent
periodically (also at the interval of 300 µs) through another
data flow, carrying first-level control signal, C1, to the diesel
units (backup generators). The third data traffic is from Meter
7 to the MGCC, sent every 300 µs, carrying voltage magni-
tude measurement collected by Meter 7. We refer to the traffic
from Meter 1 to the MGCC as critical measurement, which
has high priority, since it is directly related to emergency con-
trol. The control traffic from the MGCC to the diesel units
also has high priority. The traffic from Meter 7 to the MGCC
is less critical, and hence has lower priority.

We next describe the results from the four tests. The first
test serves as a baseline, where the communication network
is under normal conditions (no congestion or link failure).
Subsequently, the three SDN-based functionalities (namely
network delay guarantee, automatic failover and traffic prior-
itization) are tested to evaluate their contributions to resilient
microgrid operations. Each test runs for 60 seconds and is
repeated 5 times.

A. Baseline Test

In this test, there is no congestion or failure in the com-
munication network. It is used to validate the effectiveness of

Fig. 6. Dynamics of the distribution system from 20s to 40s. From top to
bottom: (a) Current Regulator Dynamics in PV VSC control and (b) Voltage
magnitudes at PCC bus and microgrid.

the emergency control. Recall that fault is applied at the PCC
bus at t = 22 s and is cleared at t = 28 s. Fig. 6 selectively
illustrates the microgrid dynamics during [20, 40] s. Fig. 6(a)
shows the dynamics of the current regulator inside the VSC
controller of the PV array. When islanding starts, there is a
voltage drop in microgrid due to the load unbalancing. To
maintain the voltage level, the voltage regulator increases the
reference of the d axis current (Id_ref) and, after a new bal-
ancing is achieved, the reference restores to 1. The AC current
response of the PV array is shown by d axis current (I_d) and
q axis current (I_q). Fig. 6(b) plots the voltage magnitude of
phase A measured from Meter 1 and Meter 3 (see Fig. 5). It
can be observed that even though the PCC voltage drops to
zero during the grid fault between 22 s and 28 s, the voltage in
microgrid quickly bounces back and is fully stabilized within
3 seconds without unacceptable swell or dip. This indicates
that the emergency control strategy is effective in maintaining
microgrid resilience during and after contingency.

In this test, the diesel units receive the decision to flip C1
from the MGCC at 20.013 s, 13ms after the fault (the 13ms
latency includes round trip traveling time between the sim-
ulator and the MGCC and the data processing time of the
MGCC). It takes approximately 500 ms for the backup DGs
to satisfy the synchronization conditions (which triggers the
changes in the second-level control signals, C21 and C22). The
dominant latency is the latter, which can be reduced using
more advanced emergency control strategies.

B. Test on Network Delay Guarantee

This test demonstrates that the technique in Section III-B
can provide network delay guarantee effectively. In this test,
the required network delay guarantee is T = 25 ms for data
flows related to emergency control (so that emergency can be
triggered timely). Specifically, i.e., measurement packets from
Meter 1 need to reach to the MGCC within 25 ms and the
control packets from the MGCC need to reach the diesel units



REN et al.: ENABLING RESILIENT MG THROUGH PROGRAMMABLE NETWORK 2833

Fig. 7. Divert traffic to achieve network delay guarantee.

within 25 ms. The SDN controller uses the delay measurement
technique in Section III-B to measure the delay along the two
network paths. A measurement probe is generated every 5 ms.
Thus, the time delay guarantee function takes a maximum of
10 ms to detect that the latency is larger than the threshold and
switches path for the control packets, which is far below the
threshold of 25 ms. Each probe packet is 64 bytes. Therefore,
each probe flow leads to around 100 Kbps overhead (which is
negligible compared to the 1 Gbps network link bandwidth in
the testbed).

Initially, all the data flows use path1 (see Fig. 3). To model
a congestion in the network, a 500 ms delay is added to path1
at 20 s, slightly before the main grid fault. When the delay on
path1 is larger than the threshold (25 ms), the SDN controller
checks the delay on another path (path2 in Fig. 3). In this
case, the latency of path2 satisfies the latency requirement
(the average delay is 1.28 ms and the standard deviation is
1.52 ms). The SDN controller therefore changes the flow tables
to route the control packets to path2 so that the time delay
requirements are satisfied. Fig. 7 shows the delay of the two
paths as well as the delay experienced by the data packets over
time.

Fig. 8 compares the system response without network delay
guarantee and that with guarantee. Without network delay
guarantee, the maximum voltage magnitude of the micro-
grid can be up to 1.166 p.u. and the lowest voltage can be
0.529 p.u., which is not acceptable in real-world power grid
operation. With network delay guarantee, a 21.57 cycles delay
is eliminated in the control loop. The maximum voltage mag-
nitude of the microgrid is 1.001 pu. The above demonstrates
that network delay guarantee can significantly benefit micro-
grid resilience, enabling shorter transient period and thus less
voltage fluctuations in microgrid.

C. Test on Automatic Failover

To compare the actual field data and the data received at
MGCC, the voltage magnitude of a remote bus measured
by Meter 7 (see Fig. 2) is recorded twice: one at the local
meter and another at the MGCC. The latter lags behind the
former by a traveling time in the communication network.

Fig. 8. System response (voltage magnitude of the PCC bus and microgrid,
control signal for DG 1). From top to bottom: (a) without time delay guarantee
and (b) with time delay guarantee. Black arrows and red arrows mark the
arrival times of the control signals C21 and C22, respectively.

Fig. 9. Voltage magnitude over time. It shows failure recovery time of 483 ms
as well as the various components of this latency.

At 23 s, one of the cable connecting two ports in the HP switch
(3500yl-24G) fails (e.g., unplugged). Fig. 9 shows the voltage
magnitude recorded at the local meter and the MGCC versus
time. We observe some packet losses around 23 s because of
network failure. The SDN controller then reconfigures the net-
work and the route is recovered within 438 ms. For the five
repeated tests, the time to recover from the failure varies from
437 ms to 445 ms, obtained as the duration when no packet is
received at MGCC (since the packets are sent in small inter-
val of 0.3 ms, this method provides an accurate estimate of
failover latency). The failover latency consists of four parts:
SDN controller data processing time (3~4 ms), new flow table
installation time (10 ms, measured as when PortDown mes-
sage arrives at the SDN controller and when instructions are
sent from the SDN controller to the switches), data transmis-
sion time (1~2 ms), and the port-down message generation
time (~422 ms). Therefore, the dominant part of the delay is
due to port-down message generation. This latency is specific
to the network switch hardware that we use, and needs to be
reduced to speed up failure recovery time. Indeed, existing
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Fig. 10. Rate limit for two different flows. One flow carries critical mea-
surements from Meter 1 to the MGCC and the other flow carries non-critical
measurements from Meter 7 to the MGCC. The figure shows the moving
average bandwidth while the zoomed in figure shows the raw data within 0.1s.

study [33] has demonstrated that a failover time within 50 ms
is achievable.

In any case, the milliseconds of latency when using SDN is
significantly lower than the recovery time of several seconds
when using traditional routing protocols. When the failover
takes several seconds, the control messages from the MGCC
may not reach the diesel units to trigger emergency control,
which can cause load unbalancing to last for several seconds,
and may cause the microgrid to collapse.

D. Test on Packet Prioritization

This test demonstrates packet prioritization through SDN.
Specifically, we consider two data flows: critical measurements
from Meter 1 to the MGCC and non-critical measurements
from Meter 7 to the MGCC. The packet prioritization is
achieved by limiting rates as described in Section III-B. The
first flow (critical measurements) has a rate limitation of
50 Mbps, while the second flow (non-critical measurements)
has a low rate limitation of 200 kbps. As shown in Fig. 10,
the bandwidth for the critical measurements is approximately
4 Mbps, while the bandwidth for the non-critical measure-
ments is much lower. The bandwidths are differentiated in this
way to ensure an guaranteed bandwidth for important signals.
The rate limit for the low priority flow is realized by drop-
ping packets during certain intervals. In other words, some
packets of the low priority flow may be dropped to ensure the
bandwidth guarantee for the high priority flow.

V. RELATED WORK

SDN has been used in several applications including data
centers [34], wide area networks [35], university/enterprise
networks [36], and home networks [37]. Existing stud-
ies discuss potential applications of SDN in smart grid.
Sydney et al. [38] perform an experimental evaluation of
using SDN for a demand response application that reg-
ulates the power grid’s frequency through load shedding.
Molina et al. [39] present a framework that uses SDN to man-
age and control systems based on IEC 61850 (widely accepted
standard for power system communication) for substation

automation. Kim et al. [40] design an SDN based archi-
tectural solution for virtual utility networks to support
self-configurable, secure and scalable machine-to-machine
communications in utility applications. Goodney et al. [41]
design a multi-rate multicast network for disseminating phaser
measurement unit (PMU) data using SDN. Cahn et al. [42]
propose software-defined energy communication networks
and demonstrate an auto-configuring substation network
that eliminates many existing network management issues.
Dong et al. [43] present important initial understanding of the
benefits and risks that SDN may bring to the resilience of smart
grids against accidental failures and malicious attacks. None
of the above studies is on integrating SDN with microgrids,
which is the focus of our study.

Failover using SDN has been investigated in several stud-
ies. A simple way to react to link failure is that, after
link failure, the SDN controller recomputes the route and
instructs the affected switches to use the new route. An
alternative approach that leads to shorter latency is for the
switches to directly react to link failures (without contact-
ing the SDN controller) by using predetermined backup
routes provided by the SDN controller. Indeed, OpenFlow
1.3 supports a fast failover mechanism which handles link
failure in the data plane directly. Sharma et al. [33] inves-
tigate both approaches, and show that the latter approach
can achieve recovery within 50 ms in a large-scale net-
work serving many flows. Kempf et al. [44] describe how to
extend OpenFlow to support failure monitoring at the switches.
Sgambelluri et al. [45] propose using OpenFlow’s auto-reject
function to remove flows of failed interfaces in Ethernet
networks. van Adrichem et al. [46] introduce a failover
scheme with per-link Bidirectional Forwarding Detection ses-
sions and preconfigured primary and secondary paths com-
puted by an OpenFlow controller. Sahri and Okamura [47]
present a fast and efficient failover mechanism for redirect-
ing traffic flows to optimal path when there is a link failure.
Borokhovich et al. [48] use graph search to compute failover
tables and show that there exist failover implementations for
OpenFlow so that connectivity is ensured as long as the under-
lying physical network is connected. Gyllstrom et al. [49]
design and evaluate algorithms for detecting link failure, com-
puting backup multicast trees and fast backup tree installation
in smart grid communication networks, focusing on multicas-
ting PMU data in the communication network. In this paper,
due to the limitation of the hardware, we use a simple failover
mechanism that is directly supported by OpenFlow and quan-
tify the corresponding recovery latency using our testbed.
More advanced techniques can be used, which can lead to
significantly lower recovery latency.

SDN provides a diverse set of QoS support that varies from
simple operations such as rate limitation to complex operations
such as DiffServ. We explore a simple mechanism for rate
limitation using meter table supported by OpenFlow in this
paper. More advanced QoS mechanisms for microgrid is left as
future work. Last, we are not aware of any study on providing
delay guarantee using SDN in the literature. We do not intend
to solve this problem in generic settings. Rather, we propose a
measurement technique to obtain approximate one-way delay
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and experimentally show that providing delay guarantee can
benefit control of microgrid.

Our HIL testbed includes a power system simulator and a
hardware-based communication network. It differs from the
typical co-simulation based approach that simulates both a
power system and a communication network. Since simulation
of a communication network is event driven while simulation
of a power system is time driven (either with fixed time step
or variable time step), synchronization of these two systems is
a major challenge [50]. In our setting, since the communica-
tion network is a local-area network with simple topologies, it
is reasonable to directly emulate the network using hardware.
We describe the synchronization between the power system
simulator and a hardware-based communication network in
Section III.

VI. CONCLUSION

In this paper, an SDN-based communication architecture for
microgrid is presented to enhance microgrid resilience. This
architecture has two salient features: First, the control layer
is independent of the hardware infrastructures, which enables
rapid implementation of diverse applications. Second, the SDN
controller serves as a monitor supervising the entire status of
the network switches as well as a controller solving network
problems, such as data congestion, port down, and bandwidth
allocation. In this way, the communication network is capable
of providing reliable and customized service for microgrid.

A hardware-in-the-loop testbed is built to evaluate the fea-
sibility and effectiveness of using SDN in microgrid. Three
functions of SDN controller are developed in the testbed based
on the communication requirements of microgrid, including
latency-guaranteed communication, failover recovery and QoS
support. Extensive HIL tests have evaluated and demonstrated
the capability of the SDN architecture in providing fast speed
and high reliability data communication and in stabilizing
microgrid.
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