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This paper studies a direct-sequence spread-spectrum communication system with a small spread-
ing factor (e.g., a single digit) in underwater acoustic multipath channels. Exploiting the channel
characteristics that the propagation paths can be grouped into distinct clusters, a receiver with a set
of parallel branches is proposed, where per-survivor processing (PSP) is applied on each branch to
deal with the signal from one cluster while explicitly treating the signals from other clusters as
structured interference. As such, it overcomes a major limitation of an existing PSP based receiver
[Zhou, Morozov, and Preisig, J. Acoust. Soc. Am. 133, 2746-2754 (2013)], avoiding exponential
complexity increase when the spreading factor decreases. On the first branch, joint channel estima-
tion and interference cancellation are performed based solely on the survivor paths. On the other
branches, joint channel estimation and interference cancellation are carried out based on the survi-
vor paths and the tentatively decoded data. The bit log-likelihood ratios from different branches are
combined for channel decoding. Performance results based on simulations and collected data sets
validate the superior performance of the proposed receiver over the conventional RAKE receiver,
which is effective only when the spreading factor is large. © 2017 Acoustical Society of America.
[http://dx.doi.org/10.1121/1.4977747]
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NOMENCLATURE Nwin  the size of the processing window [m — wp,m —wy] in

Throughout this paper, bold uppercase letters and
lowercase letters are used to denote matrices and column
vectors, respectively. We have the following symbol notations.

the forward search and [m + w;,m + w5] in the back-
ward search: Ny, = wo —w; + 1

V. the vector of size Ls x 1 for branch metric
computation

k  the symbol index used at the transmitter end z,, the vector of size N,,Ls x 1 for channel estimation
m  the symbol index used at the receiver end d, the step size of the Doppler scale on the search grid
L. the spreading code length 5, the step size of the path delay on the search grid
T, the chip period j  the index of the Doppler scale on the search grid
T, the symbol period: Ty = LT, q the index of the path delay on the search grid

A the oversampling factor
Ts the sampling interval: T5 =T/

Ls the number of samples per symbol: Ls = AL, I. INTRODUCTION
Q  the number of clusters Many emerging underwater applications involve wire-
less transmission of controlling signals and commands to
autonomous underwater vehicles (AUVs) and underwater
“Electronic mail: chengen@xmu.edu.cn sensors. Such communication links often require high

J. Acoust. Soc. Am. 141 (3), March 2017 0001-4966/2017/141(3)/1627/16/$30.00 © 2017 Acoustical Society of America 1627


http://dx.doi.org/10.1121/1.4977747
mailto:chengen@xmu.edu.cn
http://crossmark.crossref.org/dialog/?doi=10.1121/1.4977747&domain=pdf&date_stamp=2017-03-01

reliability receivers and only a few hydrophones.” The
direct-sequence spread-spectrum (DSSS) scheme meets such
a need, which is one legacy modulation scheme for low-rate
robust underwater acoustic communications. One advantage
of the DSSS signaling is that it is very effective in low
signal-to-noise ratio (SNR) scenarios or in interference-rich
environments; in contrast, the recently popular orthogonal
frequency division multiplexing (OFDM) scheme is best
suited for high data rate communications at high SNR sce-
narios.” Another advantage is that multiple users can be
accommodated within one local network with different
spreading sequences assigned to different users, thus, facili-
tating asynchronous code-division multiple access (CDMA).
Various receiver designs have been presented in the litera-
ture for underwater acoustic DSSS or CDMA.

DSSS systems with long spreading sequences have been
studied in underwater acoustic communications providing
low probability interception/low probability detection,*’
where the symbol duration is greater than the multipath
spread to have minimal intersymbol interference (ISI)
effects. Two low-complexity receivers have been presented,
one based on a cross correlation method,4 and the other based
on transition-code energy detectors.” However, the ability to
suppress interference based on the cross correlation properties
of the m-sequences is reduced significantly by the multipath
spread.® To achieve high processing gain, the m-sequences of
several hundreds of chips were often used.*”” When the ISI
cannot be neglected, a decision feedback equalizer (DFE)
joint with the phase-locked loop (PLL) approach has been
used to overcome the severe frequency-selective distortion,
where the precise symbol synchronization and channel
equalization require a high SNR level.” A RAKE receiver
was proposed to combine the multipath arrivals to enhance
the signal SNR,' and the RAKE receiver was compared
with the DFE approach.'! Working at relative high SNR lev-
els, the spreading factor ranges from several tens to several
hundreds.”™"" Another related work is non-coherent spread
spectrum based on the M-ary orthogonal signaling for low-
rate robust transmissions at low SNR.” An additional advan-
tage of this scheme is that it allows for coherent estimation
of the channel response function over the entire duration of
the signal.® A code length of 512 is used for both M =2 and
M =4 settings in Ref. 8.

Direct-sequence code-division multiple access (DS-
CDMA) has been studied in underwater acoustic net-
works.'>™'? For example, DS-CDMA can be implemented
with adaptive correlation and space diversity techniques.'
The performance of DS-CDMA and multi-carrier code-
division multiple access (MC-CDMA) has been evaluated
and compared under different simulation scenarios.'* Using
a DS-CDMA signaling scheme, a multichannel detection
receiver was proposed based on the DFE method.”> A
minimum-mean-square-error detector was further studied to
reduce the complexity, where the cyclic descent method was
used to find a local minimum of the cost function.'® To pro-
vide a higher data rate, a cyclic shifting keying CDMA
scheme was proposed,'” where the passive time reversal
receiver is designed to recover the information. A Kalman-
filter based blind adaptive multi-user detection algorithm
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was proposed to effectively improve the system capacity of
multi-user communication.'® Recently, CDMA was com-
bined with multiple-input multiple-output techniques, where
simple matched filters were used for demodulation.'” To
support multi-user transmission and provide the necessary
quality of performance, a spreading factor at least having
double digits was often chosen for the receivers.'*"

The interest of this paper is on DSSS transmissions with
a small spreading factor (e.g., a single digit) in underwater
acoustic communications. Such a system is desirable as the
data rate can be improved for DSSS when operating at a low
to moderate SNR level. Per-survivor processing (PSP),
where channel estimation and data detection are conducted
for each survivor branch, provides a general framework for
approximation of maximum likelihood sequence estimation
(MLSE) whenever the presence of unknown quantities pre-
vents the use of the classic Viterbi algorithm (VA).2%2?
Recognizing that UWA channels are sparse with distinct
path arrivals, our previous publication presented a receiver
that combines the PSP on the symbol level and sparse chan-
nel estimation on the chip level where the number of states
in the trellis is moderate due to a large spreading factor."*
However, this receiver is not suitable for a DSSS system
with a small spreading factor due to the exponential com-
plexity increase as the spreading factor decreases.

This paper exploits the fact that the time-varying propa-
gation paths tend to be sparsely distributed in the delay-
Doppler domain and the paths tend to be clustered.”*° Or
virtually, a channel with a long multipath spread can be
viewed as having several clusters, with a small multipath
spread on each cluster. Developing a novel receiver for a
DSSS system with a small spreading factor, the major contri-
butions of this work are as follows.

* We propose a receiver with a set of parallel branches,
where PSP processing is applied on each branch to deal
with the signal from one cluster while explicitly mitigating
the structured interference from other clusters. This meth-
odology overcomes a major limitation of the existing PSP
based receiver when the spreading factor is small.

Note that all existing publications on DSSS have used a
spreading factor of several tens or several hundreds, rather
than a single digit as in this work. When the spreading factor
is large, a typical receiver (such as the RAKE receiver)
involves a despreading operation and then makes decisions
on a symbol by symbol basis. Instead, the PSP based
receiver relies on sequence estimation, searching for the
optimal data sequence along a trellis, and the despreading
operation is not explicitly included as a receiver module.

e On the first branch, joint channel estimation and interfer-
ence cancellation are performed based solely on the survi-
vor paths. On the other branches, joint channel estimation
and interference cancellation are carried out based on the
survivor paths of the current cluster and the tentatively
decoded data obtained from the first cluster. The bit log-
likelihood ratios (LLRs) from different branches are com-
bined for channel decoding. Note that interference cancel-
lation and soft information computation for a coded
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system were not considered in the existing PSP based
receiver.'

Simulations and data sets collected from one field experi-
ment held off the coast of Martha’s Vineyard are used to
validate the superior performance of the proposed receiver
over the conventional RAKE receiver, which is effective
only when the spreading factor is large.

The rest of this paper is organized as follows. Section II
describes the system model. Section III highlights the key
idea of the proposed receiver while Sec. IV presents the sig-
nal processing details of various receiver modules.
Simulation results are collected in Sec. V, while Sec. VI con-
tains performance results using experimental data sets.

Il. SYSTEM MODEL

A typical structure of one transmitted data frame is
shown in Fig. 1, where a preamble signal is used for frame
detection, Ny training symbols before data are used for
identifying the channel clusters and initialization of forward
recursion of VA, N, training symbols after data are used for
initialization of backward recursion of VA, and N, data sym-
bols carry the information bits.

Let d[k] denote the information symbol to be transmitted
at the kth symbol interval, which is taken from a finite alpha-
bet A with size |A|. Let c[k;]] denote the time-varying
spreading sequence for the kth symbol, where L. is the
spreading gain and /=0,...,L. — 1. The scenario where a
fixed spreading code c[k;/] =c[/] is used for all information
symbols is included as a special case. The transmitted pass-
band signal is

e

where T, is the chip period, Ty =L_.T, is the symbol period,
g(?) is a pulse shaper, and f.. is the carrier frequency. To sim-
plify the notation, define

Ng(t—IT, — kTs)] e,-zw}
(H

> dlk] i clk

=0

L.—1

> ek gt —IT). 2)

1=0

o(k;t) ==
The transmitted signal in Eq. (1) is rewritten as

Re{ {Zd o(k;t — KT, )} eﬂ’ffff}. 3)

We adopt a path-based channel model.?”*® Consider a
channel with N, discrete paths. Let A,(¢) and 7,(f) denote

Ntr] Ns 1€ NtrZ =2

Preamble | Training symbols Data symbols Training
symbols

< One frame >

FIG. 1. A typical structure of one data frame.
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the amplitude and delay of the pth path, respectively. The
channel impulse response is expressed as

Npa

EA,,(I)5(T —1,(1)). “)

p=1

Assume that within each processing window of size Ny,
the amplitude variation can be approximated as a constant
A, and the delay variation can be approximated by a first-
order polynomial 7,(f) ~ 1, — ayt. The channel impulse
response in Eq. (4) is rewritten as

Npa

ZA(ST—

= apl]). ®)

For a channel with clustered arrivals, the paths can be
split into Q clusters. The channel in Eq. (5) can be reformu-
lated as

ZZA,,,& [Tip —

i=1 peQ;

ai,pt])v (6)

where €Q; is a collection of paths within the ith cluster; A;,,,
;> and a;,, denote the amplitude, delay, and the Doppler
scale of the pth path within the ith cluster, respectively.

The received signal in passband is then

Y
=Y N AE((1+aip)t —1ip) + (1)
i=1 peQ;
0
=Red Y > Ay > dlko(k; (1 +aip)
i=1 peQ; k
—Tip— kTs)ejZnﬁ((lJra,:p)t—r,:p) 4 W(t), (7

where w(r) is the ambient noise. After downshifting the
passband waveform to baseband and lowpass filtering (LPF),
the baseband waveform y(t) := LPF{j(t)e />¥'} can be for-
mulated as

ZZA € —j2nfetip Zd +az,p)
i=1 peQy
— Tip — KT 1 w(1), ®)

where w(z) is the additive noise in the baseband.

The receiver samples the baseband signal y(f) at a rate
of Ts=T./, with 1 being the oversampling factor, which
often takes the value of A=1 or A=2. The discrete-time
baseband sample can be expressed as

Yl =yl izur,- €))
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Let m denote the symbol index at the received side. For each
symbol interval [(m — 1)T, mT,), there are L;=JL, sam-
ples available. Define

n=(m—1)Ls+1,

1=0,...Ls— 1. (10)

The received signal sample y[m; ] = y[(m — 1)L + I] is rep-

resented as

0
szk] Z él k ,m, l;ai,pv‘ci,p) +W[m,l]a
i=1 pEQ;
(11)
where w[m;/] is the ambient noise sample and

Eip = Aipe 0, (12)

flkm,La,7) = ok (14 a)((m— 1)L +1)
X Ts — © — KT,) 2 (n=ULADTs - (13)

Collect the received samples corresponding to the mth sym-
bol interval as

y[m; 0]

Y = : , (14)

ylm;Ls — 1]

which contains Ls= /L. samples. At the mth symbol time,
the recursions on the trellis require the input vector y,,.

lll. KEY IDEA FOR THE PROPOSED RECEIVER

The PSP receiver in Ref. 1 is effective for underwater
DSSS systems when the spreading factor is large. Let us
now discuss its complexity issue when the spreading factor
decreases.

For the ith cluster, define the smallest and the largest
values on the Doppler scale and delay as

i min = MIN d),, djmax = MaX @ (15)
i,mi peQ; D> 1,max pe0; /22
Timin = MIN Ty, T;max = Max 1. (16)

peEQ; PEQ;
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Each input vector y,, contains the contribution not only from
the current symbol d[m] but also from J, past symbols
{d[m — Jo), ...,d[m — 1]}, where

Jo — "TQ,max - Tl,min—‘ _ "TQ.,max - Tl,min—‘
0 T, L.T. ’

a7

The number of states in the trellis is thus |A]"*. A sparse chan-
nel estimation algorithm is carried out along with each survi-
vor path, searching a two-dimensional grid on the delay and
Doppler plane." Let 8, denote the search step on the Doppler
scale and 0, denote the search step on the path delay. The
search over the ith cluster has N; ;N; , grid points, where

Adjmax — dimin
Ni1 = [75 ;
a

Timax — Timin
Ni,Z = ’757 .
T

In total, there are at least ZIQ:1 N;1N;, grid points as illus-
trated in Fig. 2. The orthogonal matching pursuit (OMP)
algorithm was used for sparse channel estimation, and its
complexity is cubic on the dictionary size.”” The receiver
complexity of the PSP receiver in Ref. 1 is shown in Table I,
which includes both the branch metric computation and the
channel estimation. As the spreading gain L. decreases, the
number of states increases exponentially. This will prevent
the application of the PSP receiver in Ref. 1 in a practical
DSSS system with a small spreading factor.

The proposed receiver in this paper overcomes such a
limitation through a divide-and-conquer approach, which
employs a set of parallel branches, with one PSP processor
targeting one cluster. For the ith branch, the signal model is

(18)

19)

TABLE 1. Complexity comparison of the existing and the proposed PSP
receivers.

Branch metric Channel estimation

update complexity
Existing 3
receiver (Ref. 1) o(|A") ol |4 <Z N;N; 2)
3
Q Q
The proposed (z Af ) ((z Af ) (z NN, ) )
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y[m;l:Z Zépfkmla,p,r,p)

k PEQ;
0
+ Z Zd[k] Z Cinf (ksm, a7 )
J=Lj# k PEQy
+ wm; 1], (20)

where the first part on the right side is viewed as the desir-
able signal from the ith cluster and the second part is the
aggregated interference from other clusters. The branches
are processed separately, and soft information from all the
branches is then combined for channel decoding.

It is important to note that the aggregated interference
from other clusters cannot be simply ignored, otherwise, the
noise floor is considerably raised. Instead, the interference is
explicitly modeled and mitigated in the proposed receiver
along with PSP processing; the detailed algorithms will be
presented in Sec. IV. Indeed, should the interference be per-
fectly canceled, there would be no information loss by treat-
ing the branches separately followed by maximum ratio
combining. In practice, interference cancellation is not per-
fect, which leads to performance loss. The price paid for
complexity reduction is thus the performance loss due to the
existence of residual interference. On the ith branch, the trel-
lis now has |A|" states, where

Timax — Timin
Ji=|—""7F7F7-—"7"]. 21
o | e

Due to the joint interference cancellation and channel esti-
mation, the channel estimation complexity remains the same
as the original PSP receiver because the same delay-Doppler
grid points are searched.

The complexity of the proposed receiver is shown in
Table 1. The complexity reduction is evident by recognizing
that for underwater acoustic channels with a large delay
spread but having distributed clusters,

LA > JA + -+ Ale, (22)

where the difference between the left and right sides of the
equation increases as the spreading gain L. decreases. Note
also that Ref. 1 has only considered forward recursion for an
uncoded system, and the module of soft information compu-
tation based on forward and backward recursions was not
provided, which is needed for a coded system.

IV. RECEIVER PROCESSING

On the first branch, the PSP detection with interference
cancellation is performed on the signal from the first cluster.
Next, with the assistance of the tentatively decoded data
from the first branch, joint channel estimation and interfer-
ence cancellation are carried out on the other branches.
Finally, the receiver combines the bit LLRs from all
branches and feeds it to the channel decoder.

A. Processing on the first branch

For presentation clarity, we first define the two-
dimensional grid on the delay and Doppler plane. The step
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size on the delay o, is often taken as 6, =T, or 6,=T,/2,
depending on the settings. The step size on the Doppler scale
is taken as J,=0.1/1500 in this paper, corresponding to a
moving speed of 0.1 m/s along the propagation subject to the
sound speed of 1500 m/s. For convenience, assume that N;
is an odd number, e.g., N;; =1,5,7 in the numerical study.
For the first cluster, the tentative Doppler scales a,;; and
delays 1, , are defined as

Ni1—1
am—ﬁ+(%—LE )%, (23)
T14 = o, (24)

respectively, where @, is the middle Doppler scale for the
first cluster, j = 0,...,N;; — 1, and ¢ =0,...,N; , — 1. Define
71; as the inter-cluster delay between the first cluster and the
ith cluster, which is the time difference between the first
path of the first cluster and the first path of the ith cluster.
Define an integer as

A= [70/Ts). (25)

Without loss of generality, assume that the tentative delays
of the ith cluster start on A;T; basically, those tentative paths
having the delays within the residual of 7;; — AT on the grid
will have zero amplitudes. Define the tentative Doppler
scales a;,; and delays 1,,, as

Nii—1
ai,/=5i+<j— - >5a, (26)

2
Tiqg = AiTs + 61517 (27)

respectively, where @; is the middle Doppler scale for the ith
cluster,i =2,...,0, j=0,...,N;; — 1 and ¢=0,..

With the tentative delay and Doppler Values the
discrete-time input-output relationship on y,, can be decom-
posed as

12_1

N” IN;»—1
= DAY Y
k=m—J, j=0 ¢g=0

f(k7 m, 07 ai, qé‘L')

>< .
f(ka m7L(3 - lgalxja qé‘r)
m—A; Ni1—1IN;p—1
5y 2 WD) hisa
i=2 k=m—A;—J; Jj=0
f(k7 m — Ai7 01 aijj, 451)
X : 1, (28)
f(k,m — Ay, Ls — 15 a;,q0;)
where £;,;,, are the complex amplitude affiliated with a tenta-

tive path with Doppler scale a;,; and delay 1;,,, and #,, con-
sists of the ambient noise and the error caused by the
channel model mismatch. One can observe from Eq. (28)
that y,, will be affected by the following symbols:
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FIG. 3. The forward and backward VA framework, which is reproduced
based on Fig. 1 in Ref. 30.

* The symbols {d[m —Ji],...,d[m]} due to the multipath
effect on the first cluster;

* The interference symbols due to the other (Q — 1) clusters
{d[l’)’l — A,' —Jl'}, ,d[m — A,]}IQZZ

The receiver builds a trellis on the symbol level based
on the first cluster. The state at the mth symbol interval is
defined as

01 = (dm—J1),...,dIm — 1]). (29)

There are |A|"* states in the trellis at each symbol interval,
denoted as Sy, ...7Sw.z_1.

Based on the trellis structure, the soft information is
computed depending on the forward recursion and backward
recursion of VA. Figure 3 shows the framework about the
soft information Computation.30 Let o/(a,,—1) define the accu-
mulated log-likelihood metric from the initial state to the
state @, by applying VA. For each state, the metric corre-
sponds to the maximum metric over all paths up to that state.
Denote the metric at state o, as a(om). A forward recursion
relationship is generated by

%(0y) = max|o(6y,—1) + P(On-1,0n)|,
(6) = max [(Gy1) + 7(Gn-1.0m)] 0
%(60) = —00 for 6y # 0,

where V(Om—1,0m) is the branch metric of the path connect-
ing the state a,_; with state 6,,. The state metrics for the
portion of the trellis beyond the mth symbol interval can sim-
ilarly be computed recursively by a backward VA starting at
the last state. Denote the corresponding metrics at states

6,1 and o, as f(6,-1) and f(a,), respectively. Thus, the
backward recursion can be similarly stated as

ﬁ(o'mfl) = Hzlrix [ﬁ(o'm) + A))(Gmfladm)} )
ﬁ(()) =0, B(O-Nl‘_Jr]]) = —oo for ON.1J, #£0. 31

To update the metrics in Egs. (30) and (31), the key is on
how to compute the branch metric P(Om—1,6m) in the pres-
ence of fast varying channels and inter-cluster interference.
In the sequel, we will discuss channel estimation and
branch metric computation in detail using the PSP structure in
forward and backward recursions, respectively. The receiver
is initialed by the PSP detection in the training symbols dura-
tion, where the training symbols are known to the receiver.

1. Forward recursion

a. Channel estimation. To update the metric informa-
tion at the mth symbol interval, the unknown channel param-
eters at state 6,,_; should be first estimated. The joint
channel estimate is carried out based on the received samples
from duration [(m — 1 —w2)Ty, (m —wy)Ty), where the
samples are collected into a vector

Y-,
Ly = . (32)

Yn—w 1

Based on Eq. (28), the corresponding starting and ending posi-
tion of the symbols from different clusters can be identified in
each processing window, as illustrated in Fig. 4, where the
channel estimation is based on z,, _ ; and the knowledge of the
symbols on the survivor path shown in dashed-dotted lines.
The receiver constructs a dictionary of signal templates
parameterized by tentative delay and Doppler parameters on
the search grid. Suppose that a signal passes through a channel
with only one path having unit amplitude, Doppler scale a; j,
and delay 7, 4, let fy ;, (Gm-1) denote the received signal vector
from the first cluster associated with the survivor path at state
6,1 and g; jq(Om=1) denote the received interference signal
propagating along the ith cluster associated with the Doppler
scale a;,; and delay t;,,. Hence, z,, _ | can be represented as

l’j l’q’
m—1—-w,)L; m—w,)L -1DL; .
( ___zz_a__»NWi"‘___(___'l) 5 (m‘ ) 0 m—()———+Nup<———'
LI
1st cluster‘ oo lm: : ‘
A i [ 71 chip level
(m_l_A' _WZ)LJ (m_ i _wl) ¢ l:‘ Symbol level
i-th cluster‘ ‘ m=A, ‘ ‘ see ‘
(o 6 ) FIG. 4. (Color online) PSP trellis struc-
S d[m—w,] LK =iy ture at state a,,_; for forward recursion.
0® ° ° o °
S, % o
N
¢
./ A\ %
2 g
SM\" e é 4 °
S\Ar"—l' ° ° .
0-m—w,—l Gm—w] Gm—l m
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hijq8ijq(Om—1) + 1. (33)

For each tentative path of the first cluster with Doppler
scale a;; and delay 7,; the template fy;,(6,-1) is
denoted as

m—wy

fiiglon-)= > di

k=m—wy—J,

f(k7m_W27O;al,j7q5‘t)
f(k7m —wy,Ls — 1;6114'76]51)
(34)

Similarly, for each tentative path of the ith cluster with
Doppler scale a;,; and delay t;,,, the template g; ; ,(6,-1) is

m—w;—A;
8ijq(Om-1) = Z] d[k]
k=m—w,—A;—J;
f(k,m—wy — A, 0555, 99;)
X : ,
fkym—wy — Ay, Ls — 15a;4,90,)
(35)

where f(-) in Eqs. (34) and (35) has been defined in Eq.
(13).
Define a vector of size N, Ls X 1 as

fl.j,q(o'mf
Pijq =
' 8ijq(Om-1

The observation vector z,,_; in Eq. (33) can be written as

(36)

hi0,0
Zm—1 = [P1,0,0s s PONg ~ 1 Ngo—1] : +n
A hoNg,—1.Nps—1
—
— Ah 1. 37)

Imposing the sparsity constraint, the solution is obtained via
the following optimization problem:

min||h||,, subjectto]z, | — Ah|* <e, (38)

where |[h||, denotes the zero norm of vector h and € is a
threshold.

We adopt the OMP algorithm to solve the optimization
problem in Eq. (38), which is a suboptimal greedy algorithm
based on matching and pursuit. Identifying the significant
paths one at a time, the OMP algorithm solves a constrained
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least-squares (LS) problem at each iteration to measure the
fitting error. The residual fitting error is compared with a
threshold proportional to the noise power to determine the
termination of the algorithm. The obtained channel estimate
h is used for metric computation, where there are only a lim-
ited number of nonzero entries out of its Zlel N; N>
elements.

b. Metric computation. The branch metric computation
at the mth symbol interval is based on the samples in y,,. For
the state 6,,_1,

Ni1—1N;,—1

Xi(am—laam - Z Z hz/,q
J=

f(ka m — Aia Oa ai,j7q51')

Z dlk

k=m—J;—A;

f(kam - AiaLé - l;ai,/vqét)

(39)
where {d [k]}km;,j_ J,_a, are obtained by looking up the survi-

vor path associated with state a,,_1, and hence Xi(Om—1,6m)
only depends on a,,_;. Define

Nyj—1Njp—1 m
Xomvom) = D D huga 3 A
k=m—J,

f(k7 m, 0; ai, 6151)
; (40)

f(k7maL5 - 1;a1J7q51)

where {d[k ]}k =y, and d[m] are decided by the state &,
and its transition to a,,. The branch metric between the states
6,,—1 and 6, 18

0 2

§ O'm 1 Gm

(41)

V(Gn1—1;6m) ‘ y O'm lyam )

which is used in Eq. (30) for metrics update.

c. Template approximation. The computation of the
dictionary entries f1;,(6,-1) or giq(0m-1) can be simpli-
fied if the Doppler search range on a cluster (N0, or

N;1d,) is small. In such a case, the waveform compression/

dilation on the pulse shaping filter can be simplified as
g((1 +aij)t) = g((1 + a;)tr), where a; is the middle Doppler
scale for the ith cluster. Hence, fik, m, [; a, t) in Eq. (13) can be
approximated as

Flk,m, Ly, v) = o(k; (14 a@;)((m — 1)Ls + DT;
—r— kTJ)e/'me,']f(»((mf1>L5+1)T(5. (42)
The dictionary entries fy;4(6,-1) and giq(0m-1) can be
obtained by plugging f(k,m,l;a,7) ~ f(k,m,l;a,7) into

Egs. (34) and (35).
In the special case with @; = 0, we have

Kuai etal. 1633



Fkym, L, 7) = o (k; ((m = 1)L + DT
—r— kTS)e/'Zi'ca,-jﬂ((l'rlfl)L(rH)T(;7 (43)

where the Doppler effect is only modeled through the fre-
quency shifts and the compression/dilation effect on the
waveform is ignored. This template generation is consider-
ably simplified, which corresponds to the narrowband
assumption as discussed in Ref. 1.

2. Backward recursion

Consider the metric update from the state a,, to the state
6,1 in the backward recursion, where the channel estima-
tion is carried out on the samples in the duration
[(m +wy — 1)T, (m +w,)Ty). We can collect these signal
samples into a vector z,, with size Ny;,Ls X 1 as

ym+w1
= | (44)
ym+w2

which can be represented as Eq. (33) but with the following
changes.

o fy Jjq(6m) denotes the received signal vector associated
with the symbols on the backward survivor path at state
o, from the first cluster, which depends on the symbols
{dim+wy —Ji],...,d[m +ws|}, as the dashed-dotted
lines shown in Fig. 5;

* 8 ,(0m) denotes the interference signal vector on the ith
cluster, where the involved symbols are {d[m +w — A
—Ji],...,d[m+w, — Aj]}. The symbols {d[m+1—J,
...,dlm 4wy — A;]} are obtained from the survivor path
of state @, from the backward recursion, while the missing
symbols {d[m +w — A =T, ..., dm —Jl]} are bor-
rowed from the survivor path of state 4, from the forward
recursion.

The OMP algorithm is adopted for the channel estima-
tion of different clusters. For the branch metric computation
in Eq. (41), x(6m-1,06,) is constructed by Eq. (39), where
the interference symbols are obtained by looking up the for-
ward recursion survivor path at state a,,, and X(Gm—1,6m) is
constructed from Eq. (40). After obtaining the branch metric
V(Gm—1,0m)s the accumulated metrics can be updated based
on Eq. (31).

(g G )d 1
7/(* m—l:7 m ). _[’le__]»\

\

o v -
° @ . \
N\ b 8 /q‘ A
X x \ 7 \
\).(( \y/ /
Ve /N ’
Vi \\\ / N\ //
V4 \Y 7/ \
° ¢ 4% '3
P
”*
° e————Poe————
()
6rn—] Gm Gm+1 m+w; =1
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3. Soft-output information

The /th bit taken by the mth symbol is denoted as b,,[/],
where

bulll € {0,1}, 1=1,..., log,| Al (45)

To obtain the soft-output information, we need to find the
LLR of the /th bit defined as LLR(b,,[I]),

S P (bl = 11y, 1)
dim]e A

S (bl = ol 1)

dimje A

(46)

Here, the max-log approximation In(e* 4 ¢”) =~ max(x, y) is
adopted to obtain®®

LLR(b,,[1]) max [fx(am,l) +9(6m-1,6m)

o'm—lso'm:hm[l]:l
+ m - m—
Blom)] = =~ max = [a(Gn-1)
+ ’V(o-mfl ) o'm) + ﬁ(o'm)] . (47)

Substitute the updated metrics %(Gm-1)s V(Cm—1,0m)s and
p (o) into Eq. (47), LLR(D,[1]) is computed.

The soft information is de-interleaved and passed to the
channel decoding. The decoded bits are encoded and modu-
lated to form the tentatively decoded data for the PSP detec-
tion on other branches.

B. Multi-cluster combining

On the ith branch, the trellis is constructed based on
the signal from the ith cluster with | A|” states. The process-
ing is similar to that on the first branch with the following
differences.

e The search grid on the delay is shifted so that the delays
for the ith cluster start at zero. Define A;;=A; — A;. The
search grid for the jth cluster starts at AT, = (A; — A)T.
Note that A;; could be positive or negative.

* The interference symbols due to the other (Q — 1) clusters
are assumed available based on the tentatively decoded
data, instead of looking into the survivor paths.

Finally, the LLRs from all branches are combined as

L]
‘ S,
° °
Si
FIG. 5. (Color online) PSP trellis
structure at state o, for backward
recursion.
° ° S]A\"‘—Z
° ° S‘ e
Gm+w2
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0
LLR comy (bn[l]) = > LLR; (b, [1]), (48)
i=1

which is then de-interleaved and passed to the channel
decoder.

C. Implementation issues
1. Identification of channel clusters

The proposed receiver needs to set up the search grid on
the delay and Doppler plane as illustrated in Fig. 2.
Identifying the channel clusters is done prior to data decod-
ing. Here it is done based on the training signal prior to data
as illustrated in Fig. 1. Cluster identification is not unique to
this paper, and a description is provided here for complete-
ness of the receiver design.

Denote x,(¢) as the transmitted training waveform in
baseband before the data and T, as the time duration of the
training signal. Taking x.1(¢) as a local template, a correlator
is used to calculate the inner product between the training
signal template and the received waveform for joint delay
and Doppler scale estimation

To o
r(a,t) = J x5 (U + a)t)y(t + t)e 2 g, (49)
0

after which its squared modulus is taken as
z(a,7) =|r(a, 7)), 1€T, aeD (50)

where 7 is a time arrival in which the training signal is
expected to arrive and D is the search range of the
Doppler scale. The step sizes for the Doppler scale and
the delay can have the same or smaller values as those
used in the channel estimation. The following processing
is used to obtain an estimate of the delay and Doppler
scale of each path and then classify the channel paths
into different clusters.

The algorithm starts by estimating the delay and
Doppler scale associated to the strongest path as follows:

(a1,%1) = arg max z(d,T), (51)

where 7; and a; represent the estimated delay and Doppler
scale of the strongest path, respectively. After identifying the
path, it is convenient that a window of length 2T, centered
at the correlation peak is selected to include a few side-
lobes,31 e.g., the parameter T, is chosen around 0.2 ms for
our experiment setting. Define the interval around estimated
delay as Z; = (11 — Teorr, T1 + Teorr)-

Continue this process to the pth step and denote 7, as a
set of subintervals of 7 around the values of delay already
identified through the (p — 1)th step

I,={Z/UZ,U---UZ, }. (52)
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The delay and Doppler scale associated to the pth path is
identified by looking for the other local maxima of z(a, 1),
using the following iterative approach:

{dp,7)} = arg max
aeD;teT

T &1,

z(a, 1), (53)

where 7, is excluded from the search. Finally, the search is
stopped when the peak is less than the pre-specified thresh-
old (e.g., —10dB relative to the strongest path) and the paths
are orderly identified along with their delays.

Next, the path delays and Doppler scales are assumed to
be only slowly varying during a data burst, and hence they
can be used for cluster formation. Set the first path as the ini-
tial delay of the first cluster, denoted as 7, . The first cluster
Q, then contains all paths that have a delay

%17 < %1,0 + Tclus[era (54)

where T user 18 chosen to ensure that the number of states in
the trellis for each cluster is moderate; when dealing with
the experimental data sets, we set Tjuger = 37 S0 that J; <3.
Excluding the paths in the first cluster, the same procedure is
applied to find the second cluster. Continue this process until
all the paths are used. We consider the Doppler scale of the
path with maximum correlation peak within Q; as the main
Doppler scale of ith cluster, denoted as a;.

2. Multiple-resampling front end

The center Doppler scales for different clusters could be
quite different as illustrated in Fig. 2. This motivates the use
of a multiple-resampling front end as used in Refs. 32 and
33. Specifically, a separate resampling operation is per-
formed on the incoming signal y(¢) before further process-
ing. On the ith branch, the resampling factor is a; and the
resampled signal is

ot
50=3 (177 53)

The signal y,(¢) is being shifted to the baseband and its base-
band samples are processed for data demodulation. Clearly,
on the ith branch, the search on the Doppler scale for the ith
cluster is now centered around zero. With a moderate
Doppler spread, the narrowband assumption can then be
adopted to simplify the template calculation along the trellis
paths for the desired signal, as shown in Eq. (43). For the jth
cluster on the ith branch, the search grid on the Doppler scale
is now centered at (a, —a,)/(1 +a,) = a, — a,.

We reiterate that the proposed receiver is functional
without the multiple-resampling front end. The multiple-
resampling front end can be incorporated to speed up the
template construction in both channel estimation and branch
metric computation.

3. Reducing the number of channel updates

On the ith branch, the PSP receiver has |A|" states.
When w; = 1, the OMP algorithm will be called |A|" times
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at each symbol time. To reduce the complexity, we choose
wy > 1. The survivor paths for different states might be identi-
cal during the channel estimation window [m — wp,m — wy],
and hence the number of channel estimations will be reduced
by avoiding the duplicative effort. Further, the receiver can
update the channel estimation every N, symbols to reduce the
complexity. Combining the above two methods, the channel
parameters are viewed approximately constant in the duration
(Nywin + Nyp +wT. The complexity reduction comes at the
cost of reduced accuracy in tracking the channel variations.

4. PSP receiver without interference cancellation

The receiver presented so far explicitly incorporates
interference cancellation. One variation is to ignore the inter-
ference from other clusters. On the ith branch, the channel

estimation complexity now reduces from O((32 | Ni1N;,)?)
to O((N;, 1N,»,2)3). For the whole receiver with Q branches, the
channel estimation complexity reduces from O((32, |A")
X (32, NiiNi2)’) to OS2, |A["(N;,1N;2)*). This com-
plexity reduction will lead to a considerable performance loss
to be illustrated in the numerical results.

V. SIMULATION RESULTS

The DSSS system parameters are listed as Table II, and
are used in the field experiment as described in Sec. VI: cen-
ter frequency f,. = 13 kHz, bandwidth B =4.883 kHz, spread-
ing factor L.=4, chip interval T.,=1/B=0.2ms, and
symbol interval Ty=L.T.=0.8 ms. The raised-cosine filter
with a roll-off factor 0.4 is used for pulse shaping. For each
frame, 486 symbols are used, where we set Ny = 100 train-
ing symbols before the data are used to the initial channel
estimation for forward recursion and N, = 50 training sym-
bols after the data are used to the initial estimation for the
backward recursion. Ny=336 data symbols are encoded
with a rate-3/4 convolution code and modulated with binary
phase-shift keying (BPSK).

The channel estimation window has the following
parameters: Ny, =50, w; =12, w, =Ny, +w; — 1, and
Nyp=20. For all the simulation results, at least ten frame
errors are collected for each SNR level. The bit error rate
(BER) after Viterbi decoding will be used as the perfor-
mance metric.

In the sequel, we first illustrate the performance and
complexity tradeoff by comparing the proposed receiver
with the existing receiver in Ref. 1 using a baseband channel.
Then, the performance of the proposed receiver is

TABLE II. The system parameters.

Center frequency I 13 kHz
Bandwidth B 4.883kHz
Spreading factor L. 4
Symbol duration T, 0.8 ms
Number of data symbols N, 336
Number of training sequencel Nyt 100
Number of training sequence2 N> 50
Convolution code rate r 3/4
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investigated in time-invariant and -varying multipath chan-
nels with two clusters, where the data frames are generated
in the passband. Finally, the performance of the proposed
receiver is studied in channels with three clusters, where the
last cluster is considerably weaker than the first two clusters.

A. Performance and complexity tradeoff using
a baseband channel

The system parameters are the same in Table II except
that the transmitted and the received sequences are directly
generated at the baseband without oversampling (Ts=T,).
The discrete-time channel is time-invariant and has 24 taps.
For simplicity, all the channel taps are independent and iden-
tically distributed following the complex Gaussian distribu-
tion. We consider three scenarios.

« For the existing receiver' treating the channel as having
24 taps, each symbol will introduce interference to the
next Jo = [(24 — 1)T./T,] = 6 symbols. The number of
states in the trellis is 2/° = 64.

For the proposed receiver treating the channel as having
two clusters of 12 consecutive taps, we have
Ji =J,=[(12 - 1)T./Ts] = 3, and the total number of
states on the two branches is 21 + 272 = 16.

For the proposed receiver treating the channel as having
three clusters of eight consecutive taps, we have
Ji=J,=J3=[(8 = 1)T./T] = 2. The total number of
states on the three branches is 2/ + 272 +2/s = 12.

Figure 6 shows the BER performance of the receivers
dividing the channel into different numbers of clusters. At the
BER of 107, the performance of the proposed receiver with 2
clusters is about 0.8 dB worse than the existing receiver hav-
ing 1 cluster, while reducing the total number of states from
64 to 16. The performance of the proposed receiver having 3
clusters is about 0.6 dB worse than the receiver having 2 clus-
ters, while reducing the total number of states from 16 to 12.
Note that this is a favorable setting for the existing receiver
keeping all the channel taps in one cluster because there is no
gap between adjacent clusters. This example is provided to

T
—%— Three clusters
—<— Two clusters
—&— One cluster
107 E
o
T
04
14
i
=
107 1
10‘4 L L L L
=2 -15 =1 -0.5 0 0.5 1

SNR (dB)

FIG. 6. (Color online) BER performance of the receivers dividing the chan-
nel taps into different numbers of clusters.
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illustrate the performance and complexity tradeoff by viewing
a long channel as having several virtual clusters.

B. Time-invariant channels with two clusters

The simulated data frames are now generated in the
passband, according to the mathematical descriptions in Eqgs.
(1) and (7). We assume that the channel has two clusters and
each cluster consists of five discrete paths. Within each clus-
ter, the delays are randomly generated with a uniform distri-
bution. Amplitudes of the paths are Rayleigh distributed. We
assume that each cluster has a maximum delay spread
Tmax =2ms and hence J; =J, = [tma/Ts| = 3. The num-
ber of states is |A|"" = | A|”> = 8 with BPSK signaling. We
set the average power ratio of the signals arriving along the
first cluster to those arriving along the second cluster as
3 dB. The inter-arrival time of the two clusters follows a uni-
form distribution with A, ~ U[4, 6].

To examine the performance of the proposed receivers
in a time-invariant clustered channel, the Doppler rate of
each path is set to zero. Chip level sampling with =1 is
used. The search grid on the delay-Doppler plane has
Nij=1landN;,=J,.L.=12,i=12, where ,=T.. We com-
pare the BER performance of different receivers:

(1) PSP based receiver with interference cancellation.

(2) PSP based receiver without interference cancellation, as
described in Sec. IV C4.

(3) The RAKE receiver: It combines four strongest paths
with the maximum ratio combining (MRC) processing.

Two benchmark receivers are added:

(1) Benchmark receiver interference symbols known: PSP
based receiver with interference cancellation is carried
on the received signal, where the interference symbols
are known to the receiver but the channel parameters of
interference signal are estimated.

(2) Benchmark receiver interference signal known: PSP
based receiver without interference cancellation is car-
ried on the received signal, where the interference signal
is known to the receiver and it is subtracted from the
received signal before PSP detection. This is not a realis-
tic receiver, but its performance is included here as a
performance bound.

Figure 7 depicts the performance of the proposed PSP
based receivers, the RAKE receiver, and the benchmark
receivers. From Fig. 7, one can observe that:

» Both of the PSP based receivers have significant perfor-
mance improvements compared with the RAKE receiver.
The proposed PSP based receiver with interference mitiga-
tion outperforms the receiver without interference
cancellation.

* Compared with the benchmark receiver where the interfer-
ence symbols are known, the proposed receiver with inter-
ference mitigation suffers from around 0.5 dB performance
loss at the BER level of 1074, Meanwhile, the performance
gap is about 1dB compared with the benchmark receiver
where the interference signal is known.

J. Acoust. Soc. Am. 141 (3), March 2017
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PSP based receiver without interference cancellation
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FIG. 7. (Color online) BER performance of different receivers in time-
invariant channels.

C. Time-varying channels with two clusters

The path delays are generated as in Sec. V B but each
path has a different Doppler scale. We generate five paths
with distinct Doppler speeds v = ac for each cluster, where
in the first cluster the Doppler speed is drawn from a uni-
form distribution with a positive mean v; = 1 m/s and the
second cluster has a negative mean v, = —1 m/s. The stan-
dard deviation is 0,=0.12m/s. Figure 8 shows one esti-
mated channel scattering function. The multiple resampling
front end is adopted. We compare the BER performance of
different receivers in this scenario. The RAKE receiver
combines the paths that are recognized by OMP algorithm
using MRC processing. The symbols for channel estimation
are assumed known in each update, which might not be
achieved in a practical scenario with decision-directed
training. The benchmark receiver with interference symbols
known is provided to compare with the proposed PSP based
receivers. All the receivers use the approximate templates
generated by Eq. (42). The oversampling factor is 4 =2,
and the search grid on the delay-Doppler plane has N;; =5
and N;,=AL.=24, i=1,2, with 6,=0.1/1500 and
0. =T./2.

v (m/s)
o

_3 1 L L L
0 5 10 15 20 25

T (ms)

FIG. 8. (Color online) The estimated scattering function of the simulated
time-varying channels.
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FIG. 9. (Color online) BER performance of different receivers in time-
varying channels.

Figure 9 shows the performance of different receivers
with/without interference mitigation. One can again observe
that both of the PSP based receivers outperform the RAKE
receiver. Meanwhile, our proposed receiver with interference
mitigation has better performance than the receiver without
interference mitigation. There is about 1dB performance
gap between the benchmark receiver and the proposed
receiver with interference cancellation.

D. Time invariance channels with three clusters

We now investigate the BER performance of the pro-
posed receiver in channels with three clusters, but the third
cluster is considerably weaker than the first two clusters. For
simplicity, the channels are time invariant, and the path
delays and amplitudes in each cluster are generated as
described in Sec. V B. The inter-arrival time of inter-cluster
follows a uniform distribution with A, ~[4,6] and
Az ~ U8, 12]. Let P;,P,,P5 denote the average power of the
signals arriving along the first, second, and third clusters,
respectively. We set P; =P, and vary the power ratio P/
(Py+P>).

Figure 10 shows the BER performance of the proposed
receivers combining two or three clusters with a varying
power ratio. At SNR=—-0.5dB, the performance of the
receiver combining two clusters outperforms that combining
three clusters when P3 is —9.5 dB less than (P + P»).

At SNR =0dB, the performance of the receiver com-
bining two clusters outperforms that combining three
clusters when P53 is —10.1dB less than (P; 4+ P,). Hence,
when one cluster is considerably weaker than the rest,
it does not contribute positively to the receiver perfor-
mance, and the corresponding branch can be turned off.
The cutoff threshold, however, may not be available
analytically.

VI. EXPERIMENTAL RESULTS

We will use some data sets collected from the mobile
acoustic communication experiment (MACE10), which was
carried out off the coast of Martha’s Vineyard, MA, June
2010. Some specific descriptions about the experimental
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FIG. 10. (Color online) BER performance as a function of the power ratio
P3/(Py+ Py).

environment can be found in Ref. 34, including the sound
speed profile and the SNR variations with the range. For our
signals, the bandwidth was B =4.883kHz, the carrier fre-
quency was 13 kHz, and the sampling frequency was
39062.5 Hz. The receiving array was stationary, while the
transmitter was towed slowly away from the receiver and
then towed back, at a speed around 1 m/s. The relative dis-
tance of transmitter and receiver changed from 500m to
4.5km. In this paper, we consider the data collected in the
first tow. Figure 11 shows the estimated relative speed within
the duration of this tow, which reflects the experimental set-
tings. There were 31 transmissions with 3 blocks in each
transmission. The signal was transmitted from a depth of
about 80 m and received by a 12-element array. A total of
1116 blocks were received.

An m-sequence block of length 1023 was transmitted, with
the chip rate 4.883 kHz. We use this data set as a coded BPSK
transmission with time-varying spreading sequences. We set
L.=4, and hence there are a total of 255 symbols, where we
set Ny = 100, Ny =55, and Ny= 100. Corresponding to each
cluster, the trellis has 23—8 states. The convolutional code
with rate 3/4 was used, and the data rate is

1.5 ; T " .

Average Velocity [m/s]

o 20 40 60 80 100 120
Time [min]

FIG. 11. (Color online) The estimated moving speed in tow 1 from the
MACEI10 experiment.
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FIG. 12. (Color online) The estimated scattering function of the channels in the experiment where (a) one-cluster channels; (b) two-cluster channels:
ay, >0, @ >0,and [ — B2 < 0.2m/s; (c) two-cluster channels: @, < 0, @, < 0, and |o; — d2] < 0.2m/s; (d) two-cluster channels: [ — §,| > 0.2m/s;

(e) three-cluster channels.

3 Nslog, 0

R ==
4 TN!rl + TNer + TN?

~ 367.65 bps. (56)

If we just consider the data sequence interval, the data rate
would be

3N; log, O

R =
4 Ty,

~ 937.5 bps. (57)

Now we classify the received blocks based on the num-
ber of clusters and the Doppler scale of each cluster. The
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receiver carries out the channel classification method in Sec.
IV C on the received signal block. For multipath clustering
of each block, we can obtain the number of clusters Q and
Doppler scale value a; of each cluster. Then the relative
speed is estimated as i; = @;c, using a normal sound speed
of ¢ =1500m/s. Based on the estimated parameters, the 802
good received blocks are separated as the following groups:

(1) The channel has one cluster;
(2) The channel has two clusters, where a@; >0, d@, > 0,
and |0 — 2] < 0.2m/s;
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(3) The channel has two clusters, where @, < 0, i) < 0,
and |0; — 2] < 0.2m/s;

(4) The channel has two clusters, where |0 — U,| > 0.2m/s;

(5) The channel has three clusters.

There are 133, 186, 226, 180, 77 blocks for each group,
respectively. Figures 12(a)-12(e) show the estimated chan-
nel scattering function for each group situation.

In the sequel, the decoding performance of different
receivers will be tested with the grouped blocks in three dif-
ferent cases. The SNR of the original received blocks is
larger than 15 dB; we do not consider the ambient noise and
add artificially generated Gaussian noise to the real data set
to have a variable SNR. All the receivers compensate the
main Doppler effect by a resampling operation for each
block and adopt approximate correlation templates as Eq.
(42). For the sparse channel estimation, the step size for the
delay estimation is d,=1/(2B), and the step size for the
Doppler scale estimation is d, = 0.1/1500.

A. Test case 1

In this test case, we consider receivers to decode the
412 received blocks where the multipath channel is divided
into 2 clusters and the difference of the estimated Doppler
speed between 2 clusters is less than 0.2 m/s. After resam-
pling on the received blocks, we assume the Doppler scal-
ing effect on both clusters is ignored, i.e., a; = @, = 0, and
the search grid has N; ; =1 and N;, =24. Figure 13 shows
the BER performance for the PSP based receiver with inter-
ference cancellation, the PSP based receiver without inter-
ference cancellation, and the RAKE receiver. The
performance of decoding 133 received blocks with 1-
cluster channels is also included as a benchmark. One can
observe that: (i) The proposed PSP based receivers outper-
form the RAKE receiver considerably. (ii) The proposed
PSP based receiver with interference cancellation has better
performance than the receiver without interference cancel-
lation. (iii) Comparing the benchmark receiver with the
proposed receiver with interference cancellation, the per-
formance gap is about 1 dB.

RAKE receiver

— PSP based receiver without interference cancellation

Bit Error Rate

PSP based receiver with interference cancellation

Benchmark receiver for one—cluster channels ~

10' 1 L 1 1 L
0 1 3
SNR (dB)

FIG. 13. (Color online) BER performance of different receivers in two-
cluster channels where |0 — 0| < 0.2.
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FIG. 14. (Color online) BER performance of different receivers in two-
cluster channels where |0 — 02| > 0.2m/s.

B. Test case 2

In this test case, we consider receivers to decode the 180
received blocks where the multipath channel is divided into
2 clusters and the difference of the estimated Doppler speed
between 2 clusters is large or equal to 0.2 m/s. The multiple-
resampling front end is used, and the search grid has N; | =7
and N;, =24, i = 1,2. Figure 14 shows the BER performance
of different receivers. From Fig. 14, one can again observe
that the proposed PSP based receivers outperform the RAKE
receiver. Moreover, the proposed receiver with interference
cancellation has better performance than the receiver without
interference cancellation. There is also a performance gap
between the proposed receiver and the benchmark receiver
about 1 dB.

C. Test case 3

In this test case, we test the performance of different
receivers on the blocks with three clusters. The multiple-
resampling front end is used and the search grid has N, ; =7
and N;, =24, i=1,2,3. Figure 15 shows the BER perfor-
mance of different receivers corresponding to different
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FIG. 15. (Color online) BER performance of different receivers in three-
cluster channels.
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settings: (i) Treating the channel as having three clusters,
and (ii) considering the first and second clusters as useful
channels and treating the third cluster as additive noise, and
(iii) considering the first cluster as the useful channel, while
treating the second and third clusters as additive noise. From
Fig. 15, one can see:

* If we just consider the first cluster and treat the other clus-
ters as additive noise [scheme (iii)], the proposed receiver
does not work well;

» The performance of the proposed receiver with interfer-
ence cancellation is improved obviously when the first and
second clusters are considered as the useful channel
[scheme (ii)];

* When the channels are further divided into three clusters
[scheme (i)], the performance of the proposed receiver
combing three clusters has no improvement over, and
actually is slightly worse than, the performance of that
combining the first two clusters. This is because the third
cluster appears to be much weaker than the first two clus-
ters. For the 77 blocks used, we treat the data as known
and obtain the channel profile via cross correlation, based
on which we estimate the power ratio of the third cluster
relative to the first 2 clusters. The power ratio varies
around —9.1 dB with a standard deviation of 2.5 dB.

e The performance of the proposed receivers with/without
interference cancellation outperform the RAKE receiver
in three-cluster channels.

Vil. CONCLUSIONS

In this paper, we proposed a PSP based receiver for
underwater acoustic DSSS systems with a small spreading
factor (e.g., a single digit). Exploiting the clustering property
of the propagation paths, the proposed receiver consists of
multiple branches, where on each branch a trellis was estab-
lished on the symbol level corresponding to the signal from
one cluster, and the signals from other clusters were treated
as structured interference. Joint channel estimation and inter-
ference mitigation were carried on each branch, and the bit
LLRs from all branches were combined for channel decod-
ing. Simulation and experimental data sets were used to vali-
date the performance of the proposed receiver. The results
have shown that the proposed receiver has satisfactory per-
formance in channels with different numbers of clusters,
which considerably outperforms the conventional RAKE
receiver.
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