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ABSTRACT

While society continues to be transformed by big data, the increas-
ing rate at which this data is gathered is making processing in
private clusters obsolete. A vast amount of big data already re-
sides in the cloud, and cloud infrastructures provide a scalable plat-
form for both the computational and I/O needs of big data process-
ing applications. Virtualization is used as a base technology in the
cloud; however, existing virtual machine placement techniques do
not consider data replication and I/O bottlenecks of the infrastruc-
ture, yielding sub-optimal data retrieval times. This paper targets
efficient big data processing in the cloud and proposes novel vir-
tual machine placement techniques, which minimize data retrieval
time by considering data replication, storage performance, and net-
work bandwidth. We first present an integer-programming based
optimal virtual machine placement algorithm and then propose
two low cost data- and energy-aware virtual machine placement
heuristics. Our proposed heuristics are compared with optimal and
existing algorithms through extensive evaluation. Experimental re-
sults provide strong indications for the superiority of our proposed
solutions in both performance and energy, and clearly outline the
importance of big data aware virtual machine placement for effi-
cient processing of large datasets in the cloud.

KEYWORDS

virtualization; big data; cloud computing; storage systems

1 INTRODUCTION

Massive amounts of data are generated everyday by various sources
including sensors, Internet transactions, social networks, Internet
of Things (IoT) devices, video surveillance systems, and scientific
applications. Many organizations and researchers store such data
to enable breakthrough discoveries in science, engineering, and
commerce. Today’s most critical applications, including genome
analysis, climate simulations, drug discovery, space observation &
imaging, and numerical simulations in computational chemistry
and high energy physics, are examples of data intensive applica-
tions dealing with large datasets commonly referred to as big data.
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Big data is generally stored in clusters of computers using dis-
tributed file systems [1, 2]. First, the dataset is divided into equal
size disjoint chunks (~128 MB), chunks are replicated (~3 repli-
cas), and distributed across nodes of the cluster to ensure scala-
bility, availability, and reliability. Since the data to be processed
is very large, an initial approach in efficient big data processing
was to send the computation to the data and to retrieve data lo-
cally. However, existing high speed networking interconnects can
provide transfer bandwidth higher than the storage throughput of
even new generation NVMe devices, and can make the storage sub-
system the cause of the bottleneck [3, 4]. The completion time of
distributed big data processing applications is highly affected by
the data retrieval times of individual nodes, and the data access
bottleneck can lie both in storage and networking subsystems.

Cloud computing offers scalable big data storage and processing
opportunities for academia and industry [5, 6]. Various scientific
applications dealing with big data have already been deployed in
the cloud recently [7]. For increased computer resource utilization,
efficiency, and scalability, virtualization is used as a base technol-
ogy by the cloud providers, and the data chunks of big data appli-
cations running in the cloud are retrieved and processed by virtual
machines. An important scheduling decision in virtualized cloud
data centers involves efficient mapping of the virtual machines
(VM) having computer resource requirements to the physical ma-
chines (PM) with available resources. Various VM placement algo-
rithms with different objectives were previously proposed, such
as energy consumption minimization, network transfer minimiza-
tion, economic cost minimization, performance maximization, and
resource utilization maximization [8]. However, none of these tech-
niques were designed considering applications processing big data,
where data chunks are large, replicated, and both storage device
and the network bandwidth can be the cause of the bottleneck in
data retrieval. In order to perform efficient big data processing in
the cloud, VM placement should be carefully performed by consid-
ering the data retrieval times of the virtual machines.

This paper deals with efficient big data processing in the cloud
and proposes big data aware VM placement. Given a set of vir-
tual machines with computer resource and data requirements, our
aim is to determine the VM placement by minimizing the maxi-
mum data retrieval time of the VMs. Our proposed VM placement
scheme considers data replication of the distributed file system,
performance of the storage devices, and the network bandwidth.

2 PRELIMINARIES AND RELATED WORK

Big data aware virtual machine placement is closely related to two
sub-problems: Replicated Data Retrieval Problem (RDRP) and Vir-
tual Machine Placement Problem (VMPP).
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2.1 Replicated Data Retrieval Problem (RDRP)

In a distributed system composed of N physical machines PMy,
PMay,...,PMy, a virtual machine VM residing in one of the physi-
cal machines requests Q data chunks D;, D, . .. ,Dgp tobe retrieved.
Each data chunk is previously replicated r times and distributed
across the physical machines using a distributed file system, such
as Hadoop Distributed File System (HDFES) [2]. In the replicated
data retrieval problem (RDRP), the aim is to decide which physical
machine (replica) should serve each data chunk. The solution is
called performance-optimal if the specified retrieval decision re-
sults in the minimum total retrieval time. In order to minimize
the total retrieval time of all chunks, the maximum retrieval time
for each physical machine used in retrieval should be minimized
since the retrieval operation is performed in parallel. Performance-
optimal RDRP can be expressed in linear form as follows:

Minimize: R

Subject to: Z Bij=1; i=1,...
JEP;
R-Rj>0; j=1,..,N

.Q

Bij is a binary variable which is set to 1 if chunk i is retrieved
from physical machine PM;, and set to 0 otherwise. Therefore, B;;
represents the final retrieval schedule (replica selection). The first
constraint (Zj e, Bij = 1) ensures that every chunk i is retrieved
from a single physical machine j, where P; denotes the set of PMs
holding a replica of chunk i. R; in the second constraint represents
the cost of retrieval from PM; and it can be calculated as R; = S;-Lj,
where S; denotes the single chunk retrieval cost from PM; and L; =

Zinl Bij holds the number of chunks retrieved from PM;. Finally,
minimizing R guarantees that the maximum of R; is minimized due
to our second constraint (R — Rj > 0).

2.2 Virtual Machine Placement Problem (VMPP)

In virtualized cloud data centers, virtual machines (VM) with re-
source requirements such as CPU and memory are mapped to phys-
ical machines (PM) with available resources by satisfying single
or multiple objectives. According to a recent survey [8], the most
popular objective function aims to minimize the energy consump-
tion of the data center, where 50% of the surveyed work focused
on energy consumption minimization. A popular way to reduce
energy consumption in virtualized cloud data centers is by power-
ing down idle physical machines that are not holding any virtual
machines. Therefore, we present the Virtual Machine Placement
Problem (VMPP) with the objective of minimizing the number of
physical machines used in the placement as follows.

Given a set of virtual machines VM1, VMo, ..., VM with re-
source demands (CPU cores, memory, etc.) and a set of physical ma-
chines PM1,PM3,...,PMN with resource capacities, VMPP aims
to map VMs to PMs by satisfying the resource demands of the VMs,
by respecting the resource constraints of the PMs, and by minimiz-
ing the number of PMs used in the mapping. By respecting the
resource constraints, a single PM can hold multiple VMs. Based on
this definition, VMPP can be formulated in linear form as:
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N
Minimize: Z I;
Jj=1

N

Subject to: inj:l? i=1,....M
Jj=1
UijCjk; j=1,...,N; k=

1,...,T

Xij is a binary variable which is set to 1 if the VM; is mapped
to the physical machine PM;, and set to 0 otherwise. Therefore,
Xij represents the final mapping. The first constraint (Zjl\i 1 Xij =
1) ensures that every virtual machine is only mapped to a sin-
gle physical machine. Cj represents the capacity of PM; for the
resource type k, and Uj, represents the resource usage of PM;
for the resource type k. Ujr can simply be calculated as Uy, =
Zf‘il (Xij - Djg), where D;j indicates the resource demand of the
VM, for the resource type k. Therefore, our second constraint (U <
Cj) guarantees that for each physical machine and resource type,
resource usage does not exceed the resource capacity. Finally, our
objective function makes sure that the number of physical ma-
chines used in the placement is minimized. This is guaranteed us-
ing a binary indicator variable I;, which is set to 0 if Z?il Xij =0,
and set to 1 if Z{Z 1 Xij > 0. Therefore, I; indicates whether PM;
is used in the placement or not, and ij\i 1 I; calculates the number
of physical machines used in the placement. The mapping repre-
sented by the X;; values is guaranteed to use the minimum number
of physical machines satisfying the specified resource constraints.

THEOREM 2.1. VMPP is NP-hard.

Proor. VMPP is equivalent to the d-dimensional Vector Bin Pack-
ing problem [9, 10], where VMs represent objects, PMs represent
bins, and resources represent dimensions. Since d-dimensional VBM
is NP-hard, so is VMPP. O

2.3 Related Work

In this section, we first provide the related work on replicated data
retrieval and virtual machine placement problems, and then present
the existing literature on data-aware virtual machine placement.

2.3.1 Replicated Data Retrieval. Replicated Data Retrieval Prob-
lem (RDRP) was first formulated in the work of Chen et al. [11]
as a flow network optimization and solved in polynomial time us-
ing max-flow techniques [12]. This initial work assumed that the
storage devices and the physical machine loads are homogeneous.
Next, the problem was generalized to consider storage system het-
erogeneity (SSD/HDD), network delay, and physical machine loads,
where a polynomial time max-flow solution was proposed for the
generalized version [13]. This solution was further improved using
parallelization and adaptive retrieval techniques [14-16].

In addition to the optimal solution, various heuristic based replica
selection techniques were also proposed in literature and imple-
mented in real settings without guaranteeing the optimal retrieval
time. For example, static replica selection always retrieves chunks
from a predefined replica [17]. HDES [2] employs a network-aware
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heuristic retrieving the chunks from the nearest replica based on
the network topology. MongoDB [18] provides both options, where
a static replica selection is employed by default, but an optional
network-aware heuristic that uses the round-trip network delay is
also provided. Finally, load-aware heuristics such as the shortest-
queue-first algorithm [19] were commonly implemented in multi-
media servers [20, 21]. These heuristics are generally used in ho-
mogeneous, centralized, or low-latency network settings where de-
vice queue lengths are compared and the device with the shortest
queue length (fewest number of requests in its queue) is selected
for data retrieval.

2.3.2 VM Placement. Virtualization is a proven resource shar-
ing technology utilized in cloud data centers, and virtual machine
placement is the heart of virtualization for the effective allocation
of cloud resources. Therefore, various virtual machine placement
techniques were proposed in recent literature [22-32]. Among these,
energy efficiency is the most heavily investigated objective func-
tion for virtualized data centers [22-25]. In addition to energy con-
sumption minimization, network traffic minimization [26-28], eco-
nomical cost optimization [29], resource utilization maximization
[30], performance maximization [31], and availability maximiza-
tion [32] techniques were other popular objective functions stud-
ied for efficient virtual machine placement. Readers are directed to
the literature review by Pires et al. [8] for an in-depth comparison
and analysis of these virtual machine placement techniques.

2.3.3 Data-aware VM Placement. For efficient big data process-
ing in the cloud, virtual machine placement should be carefully de-
signed to consider the data retrieval times of the virtual machines.
To the best of our knowledge, only a few works so far have dealt
with data-aware virtual machine placement [33-36]. Among these,
Piao et al. [33] and Zamanifar et el. [34] focused on minimizing
data access latencies of the virtual machines and proposed heuris-
tics that place them on the physical machines with better network
bandwidth to the data. Alicherry et al. [35] also focused on data
processing in the cloud and provided the optimal formulation for
minimum data access using linear programming techniques; how-
ever, in order to simplify their formulation, they discarded resource
requirements (CPU, memory, etc.) of the virtual machines and re-
source capacities of the physical machines. They reduced this sim-
plified formulation to the linear assignment problem and solved
it using the Hungarian algorithm [37]. In addition, they further
added inter-VM distance constraints to their formulation, and pro-
vided heuristics for the resulting NP-hard problem. Kuo et al. [36]
further improved their heuristic by providing a 2-approximation
heuristic bounding the maximum access latency assuming that ac-
cess latencies between the nodes satisfy the triangle inequality.

We note that none of these works consider data replication. They
all assume that either a single replica exists for each data chunk or
that replica selection is performed before or after virtual machine
placement, affecting the optimality of the data transfer. In addi-
tion, Alicherry et al. [35] and Kuo et al. [36] simplify the problem
further by discarding virtual machine resource requirements and
physical machine resource capacities, which makes the entire vir-
tual machine placement problem unrealistic. Finally, these works
assume small data chunks and calculate data transfer cost by only
considering the available network bandwidth or latency between
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the nodes, without considering the capabilities of the storage sub-
system. Big data transfer cost is highly dependent on bottlenecks
in the infrastructure, which can lie in the storage subsystem as well
as in network bandwidth. Our proposed VM placement techniques
consider VM resource requirements and PM resource capacities,
data replication of the distributed file system, performance of the
storage subsystem, and the available network bandwidth between
the PMs.

3 BIG DATA AWARE VM PLACEMENT

The Replicated Data Retrieval Problem (RDRP) performs replica se-
lection for only a single VM given the pre-placement of this VM
on a specific PM, therefore it does not deal with the VM place-
ment issue. On the other hand, Virtual Machine Placement Prob-
lem (VMPP) performs the VM placement without considering the
data retrieval costs of the VMs and thus does not decide a retrieval
schedule (replica selection). In order to perform efficient big data
processing in the cloud, where virtual machines retrieve and pro-
cess very large datasets, the VM placement should be aware of data
retrieval costs. This paper proposes big data aware VM placement,
which performs both VM placement and replica selection by con-
sidering data replica locations, storage retrieval performance, and
network transfer performance to minimize data retrieval time.

3.1 Problem Formulation

We are given a set of virtual machines VM1, VMa,. .., VM with
resource demands (CPU cores, memory, etc.) and a set of physi-
cal machines PM1,PMy,...,PM with resource capacities. In ad-
dition, every virtual machine j requires a set of data chunk D1, D,
...»Dg; to be retrieved from the physical machines, where every
chunk is replicated on r physical machines.

In the Big Data aware virtual machine Placement (BDP) prob-
lem, our aim is to place the virtual machines into the physical ma-
chines by minimizing the retrieval time of all data chunks of all vir-
tual machines. The solution should also specify the retrieval sched-
ule for each data chunk of every virtual machine by specifying the
physical machine (replica) to be used, and it should also respect the
resource constraints of physical machines since a single physical
machine can contain multiple virtual machines.

In order to minimize the retrieval time of all chunks, we need
to minimize the maximum retrieval time of the physical machine
used in retrieval (as in RDRP) since the physical machines perform
retrieval in parallel. Using the notation described in Table 1, BDP
can be formulated as follows:

Minimize: R

N
Subjectto: » > By =1; i=1,...,0;5 j=1....M

keP;; I=1

Qj

D Bk =0Qi Ly j=1,...,M; I=1,...,N
i=1 kePy;

U; <Cp; I=1,...,N; t=1,...,T

R-R>0; k=1,...,N
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Table 1: Notation
Not. | Description |

M Number of virtual machines: VMq, VMo, . . ., VM
N Number of physical machines: PM;, PMy, . . ., PMN
T Number of resource types
Bijjki| 1if chunk i of VM; is transfered from PM to PMy,
0 otherwise
Qj Number of chunks required by VM;: {D1, Dy, . . ., DQJ. }
(0] Total data requirement (in chunks) for all VMs; Q = Z}‘il Onm
r Replication factor for the chunks
P;j | Set of PMs holding a replica for chunk i of VM;; |P;;| =r
I 1 when VM; is placed in PM;, 0 otherwise;
Zi’l Zkepij Bijk1 = Qj - Ijn
Dj; | Resource demand of the virtual machine j for the resource
type ¢
Cy; | Capacity of the physical machine I for the resource type ¢
U;; | Usage of the physical machine [ for the resource type ¢;
Uy = Zj\il (Djt 'Ij )
Sk1 | Single chunk transfer time from PMy to PM;
Ly | Number of chunks (load) transfered from PMy to PMy;
Ly =3 Z?:jl Bijki
Ry | Time to transfer all chunks from PMy; Ry = Zfil Ski1 - Lri
R Optimal retrieval time of all data chunks of all VMs

Bjji is a binary variable which is set to 1 if chunk i of VM;
is transfered from PM} to PMj, and set to 0 otherwise. Therefore,
Bjjki represents the final retrieval schedule (replica selection). The

first constraint (%, _p Zﬁl Bjjk1 = 1) ensures that every chunk i
ij =

of every VM is only transfered from a single PM to a single PM,
where P;; denotes the set of PMs holding a replica for chunk i of
VM;. The second constraint (Zlell ZkePij Bjjk1 = Qj - Ij;) makes
sure that all the chunks of a VM; are transferred to a single PM;,
where [;; is a binary variable which is set to 1 if VM; is placed
on PM;, and set to 0 otherwise. As in VMPP, C;; represents the
capacity of PM; for resource type t, and Uj; represents the re-
source usage of PM; for resource type t. Uj; can simply be cal-
culated as Uj; = Zj‘il (Dje -
demand of VM; for resource type t. Therefore, our third constraint
(U;y < Cy;) guarantees that for each physical machine and re-
source type, resource usage does not exceed the resource capacity.
Ry in the last constraint holds the time to transfer all requested
chunks from PM}. and it can be calculated as R = Zfil Sk1 Lkl

where Si; denotes the single chunk transfer time from PMy. to PM;
Zﬁl ZiQ=il Bjjk1 denotes the total number of chunks
(load) retrieved from PMy to PM;. Finally, minimizing R guaran-
tees that the maximum of all Ry values are minimized due to our
last constraint (R — Ry > 0).

This formulation uses NQr Bk variables, NM I variables,
and an R variable. All variables except R are binary and the total
number of unique variables is NQr + NM + 1. In addition, it uses
a total of Q + N(M + T + 1) constraints. This is a mixed integer
programming formulation, which is classified as NP-hard [38].

I;;), where Dj; indicates the resource

and Ly =

4 LOW-COST HEURISTICS FOR BDP

In addition to the optimal solution, we also propose low-cost heuris-
tics bdp and ff-data, which do not guarantee the optimality of the
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result, but are expected to achieve a solution close to optimal by
performing greedy replica selection and greedy VM placement.

Algorithm 1 Best-Data VM Placement (bdp)

In: N, M, T,Q[ ], P[1[ 1, S[ ][ ], availability[ ][ ], demand[ ][ ], load[ ]
Out: placement[ ], retrieval[ ][ ], R

1: retrieval_time « 0
2: sorted_vms < VMs sorted (asc.) by number of chunks required
3: for all vm in sorted_vms do
4 best_cost < oo
5: best_pm « nil
6 for pm « 1to N do
7 if IsCoMPATIBLE(vm, pm, availability, demand, T)
8 max_cost < retrieval_time
9 for k — 1to N do
10: | this_load[k] « load[k]
11: for ¢ — 1to Q[um] do
12: selected_pm < GR(P[c][vm], pm, S, this_load)
13: this_load[selected_pm] += S[selected_pm][pm]
14: this_retrieval[c] « selected_pm
15: if this_load[selected_pm] > max_cost
16: | max_cost « this_load[selected_pm)
17: if max_cost < best_cost
18: best_cost < max_cost
19: best_pm «— pm
20: for k — 1to N do
21: | best_load[k] « this_load[K]
22: for ¢ — 1to Q[um] do
23: | best_retrieval[c] « this_retrieval[c]
24: if best _cost > retrieval time
25: | retrieval_time < best_cost
26: placement[vm] « best_pm
27: for resource < 1to T do
28: | availability[ best_pm][resource] —= demand[vm][resource]
29: for ¢ — 1to Q[um] do
30: | retrieval[vm][c] < best_retrieval[c]
31 for k — 1to N do
32: | load[K] < best_load[k]

Function 1 IsCoMPATIBLE()

In: vm, pm, availability[ ][ ], demand[ ][ ], T
1: for resource < 1to T do
2: | if availability[pm][resource] < demand[vm][resource]
3: | | return false
4: return true

4.1 Best-Data VM Placement (bdp)

The proposed Best-Data VM Placement (bdp) heuristic is shown
in Algorithm 1, which aims to place VMs on the PMs in a greedy
fashion depending on which PM yields the best retrieval time con-
sidering the previously placed VMs and their requests, as well as
network and storage bottlenecks. Algorithm 1 first sorts the VMs
(line 2) in ascending order of the number of chunks required by
the VM. Ascending order allows the heuristic to balance the load
of data retrieval across the PMs. Otherwise, if a VM with a large
number of chunks were to be placed first, then a VM with a smaller
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number of chunks would have more opportunity to be placed in an
unbalanced way in terms of storage and networking performance.
We also observed this behavior experimentally. The motivation be-
hind this choice is to achieve a better retrieval performance; how-
ever, as every other VM placement technique, bdp might not be
able to place all VMs due to resource contention, and sorting by
the number of chunks does not help it much. If bdp cannot place all
VMs, then the algorithm can be executed one more time by sorting
by VM resource requirements in decreasing order. Such sorting is
expected to achieve a tighter fitness (as performed in Algorithm 2);
however, it is also expected to increase the chance of uneven load
and network/storage bottlenecks on tightly fitted PMs.

For every VM in line 3, the heuristic iterates through every PM
in line 6 and checks its compatibility based on VM resource re-
quirements in line 7 through Function 1. If the PM is compatible, it
hypothetically places the VM on that PM in lines 8-16, and also se-
lects replicas using a greedy retrieval technique, as shown in Func-
tion 2. The idea is to consider a data retrieval cost (R) as in the LP
formulation, but to update the PM loads (L) in a greedy manner.
Lines 17-23 maintain the minimum maximum retrieval time and
its associated VM placement and replica selection. Lines 24-25 up-
date the retrieval time of the entire data set. The hypothetical place-
ment that yields the minimum data retrieval cost is then selected
for placement (line 26) and PM resource availability is updated
(lines 27-28). The associated replica selection is used in lines 29-30.
After each placement, the loads of the PMs are updated (lines 31—
32) so that they can influence the next VM placement. The worst-
case time complexity of bdp is O(N?MT + NTQr + MlogM).

4.2 First Fit Data (ff-data)

Algorithm 2 presents the First Fit Data (ff-data) heuristic. The moti-
vation behind proposing ff-data is to achieve a better fitness in VM
placement that reduces the total number of PMs used, thus yielding
a reduced energy consumption. In addition, our aim is to propose
an alternative heuristic to bdp and evaluate their performance in
both energy consumption and data retrieval.

As with bdp, ff-data also starts by sorting VMs in line 1; how-
ever, the sorting is performed here in decreasing order by resource
requirements of the VMs. In order to convert multi-dimensional
resource requirements of the VMs to a scalar, it uses the FFDAvg-
Sum technique proposed by Panigrahy et al. [39], which calcu-
lates the VM weights using w(j) = Zthl arDj; for a VM; where
ar = ﬁ Zj‘il Dj; represents the average demand for resource
type t. The sorting is performed in decreasing order so that the
VMs with the largest resource requirements are placed first, as
there may be a limited number of compatible PMs. In bin packing
theory, FFD-based algorithms are known to be effective in practice,
and guarantee to find an allocation with at most %OPT + 1 bins
in the one dimensional case [40].

For every VM in line 2, the first compatible PM (always starting
with PM ID 1) is determined in lines 3-4. The placement is per-
formed in line 5 and the resources are updated in lines 6-7. Once the
placement is performed for a particular VM, replicas are selected
in lines 9-11 using the greedy retrieval technique (Function 2). Fi-
nally, line 12 updates the PM loads so that they can influence the
next VM placement. The worst-case time complexity of ff-data is
O(NMT +Qr+MlogM). Clearly, this is an improvement over bdp’s
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time complexity of O(N2MT + NTQr +MlogM) with a possible loss
in data retrieval performance.

Algorithm 2 First Fit Data (ff-data)

In: N, M, T,Q[ ], P[1[ 1, S[ ][ ], availability[ ][ ], demand[ ][ ], load[ ]
Out: placement[ ], retrieval[ ][ ]

1: sorted_vms < VMs sorted (desc.) by resource requirements

2: for all vm in sorted_vms do

3 for pm « 1to N do

4 if IsSCOMPATIBLE(vm, pm, availability, demand, T)

5: | placement{vm] « pm

6 | for resource < 1to T do

7 | | availability[pm][resource] —= demand[vm][resource]
8 | break

9 for ¢ « 1 to Q[vm] do

10: selected_pm «— GR(P[c][vm], placement[vm], S, load)
11: retrieval[vm][c] « selected_pm
12: load[selected_pm] += S[selected_pm][host_pm]

Function 2 GR() — Greedy Retrieval

In: replica_pms, host_pm, S[ ][ ], load[ ]

Out: selected_pm

1 min_cost <~ oo

: selected_pm « nil

: for all candidate_pm in replica_pms do

: | cost « load[candidate_pm] + S[candidate_pm][host_pm]
| if cost < min_cost

| | selected_pm « candidate_pm
: return selected_pm

min_cost < cost

[ B Y

5 BOTTLENECK ANALYSIS FOR RETRIEVAL

A critical component of our proposed algorithms is being able to
estimate the Sy; values representing the single chunk transfer time
from PMj to PM;. Assuming a well engineered network and large
data chunks (64 MB to 256 MB), as commonly used in big data
analysis platforms, Sg; values are expected to be governed by the
bottleneck of two important properties of the distributed system:
(i) local storage system throughput for PMy, and (ii) network band-
width between PM}. and PM;. Existing techniques generally disre-
gard the storage system capabilities and only focus on the network,
which is susceptible to yield incorrect results in big data analysis
platforms especially with today’s high speed networking intercon-
nects and heterogeneous storage architectures composed of flash
and spinning disks. In order to validate the importance of bottle-
neck analysis in the estimation of Si; values, we performed a set of
experiments with various storage and networking configurations.
Our experiments ran on Linux physical machines (Ubuntu 16.04
LTS, kernel version 4.4.0) with four different storage architectures:

Single HDD (Toshiba MGO3ACA100 1 TB SATA 3)

Single SSD (Intel S3510 800 GB SATA 3)

4 HDDs (4 X Toshiba MG03ACA100 1 TB SATA 3) as an
mdadm [41] software RAID-10 array

4 SSDs (4 X Intel S3510 800 GB SATA 3) as an mdadm software
RAID-10 array
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Using these storage configurations, we calculated the transfer
times of 1, 2, 4, and 8 chunks of 128 MB each, in three different
scenarios: (i) local read, (ii) remote read via 1Gbps network, and (iii)
remote read via 100Mbps network. For the local read experiments,
chunks were read from the storage system using dd [42] once the
page cache, directory entries, and the inodes were cleared from the
memory using sync && echo 3 > /proc/sys/vm/drop_caches.
For the remote read experiments, nc (netcat) [43] was utilized first
to set up a TCP connection and next dd was used to pipe data to nc
after clearing the memory cache as shown above. Table 2 displays
the average results over 10 runs.

Table 2: Local/Remote Chunk (128 MB) Retrieval Times

Storage System Local Read Times
1chunk | 2chunks | 4 chunks | 8 chunks
4 SSDs, RAID-10 155ms 287ms 566ms 1.13s
4 HDDs, RAID-10 431ms 848ms 1.68s 3.27s
1SSD 394ms 779ms 1.54s 3.09s
1 HDD 825ms 1.62s 3.24s 6.41s
Storage System Remote Read Times via 1 Gbps Network
1 chunk | 2 chunks | 4 chunks | 8 chunks
4 SSDs, RAID-10 1.37s 2.61s 5.20s 10.2s
4 HDDs, RAID-10 1.35s 2.63s 5.42s 10.2s
1SSD 1.37s 2.60s 5.15s 10.2s
1 HDD 1.35s 2.61s 5.16s 10.2s
Storage System Remote Read Times via 100 Mbps Network
1chunk | 2chunks | 4 chunks | 8 chunks
4 SSDs, RAID-10 11.5s 22.9s 46.1s 91.3s
4 HDDs, RAID-10 11.5s 22.9s 46.1s 91.3s
1SSD 11.5s 22.9s 46.1s 91.3s
1 HDD 11.5s 22.9s 46.1s 91.3s

As expected, retrieval times are directly proportional with the
number of chunks to be transfered in all scenarios, for both SSD
and HDD based storage systems since the chunk sizes are large
(128 MB). In local reads, the SSD array achieves the fastest retrieval
time by providing around 1 GB/s throughput, and the single HDD
achieves the slowest retrieval time by providing around 165 MB/s.
However, in both remote read scenarios, network transfer becomes
the bottleneck since the 1 Gbps network can only provide 128 MB/s
transfer rate and the 100 Mbps network can only provide 12.8 MB/s
transfer rate. If the network bandwidth is the bottleneck, then the
storage throughput does not affect transfer time as it can be seen
from these remote read experiments since all four storage config-
urations provide a faster throughput. However, since high speed
networking interconnects providing 10/40/100 Gbps are common
in today’s clusters, even SSD arrays that provide a few GB/s trans-
fer rate can end up being the cause of the bottleneck.

In summary, these experiments emphasize the importance of
bottleneck analysis in big data transfer, where both storage through-
put and network bandwidth play an important role. We also mea-
sured the effect of switch delay and found that an extra switch
adds ~12 ms per 128 MB chunk, which seems to be insignificant
compared to the total transfer time of large chunks. We use these
experimental results in our evaluation to estimate the S values
representing the single chunk transfer time from PM;. to PM;.

6 EVALUATION

In this section, we evaluate the performance of the proposed heuris-
tics by comparing their data retrieval and energy-efficiency with
the existing techniques and the optimal retrieval values.
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6.1 Experimental Setup

We performed simulations supported by real world transfer time
calculations as discussed in Section 5. An in-house simulator, vm-
sim, was designed to aid in this endeavor. Realistic workloads vary
widely across organizations, making it difficult to generalize from
any given set of real workloads. Following the works of Alicherry
etal. [35] and Kuo et al. [36], we ran our algorithms on synthetic in-
stances with a variety of different configurations to examine the be-
havior of our heuristics. Except the cases where heuristics are com-
pared with the optimal performance values obtained using IBM’s
CPLEX LP solver [44], we repeated each of our experiments 100
times and averaged the results. Due to space limitations, we only
share our experimental results for a selected subset of VM (M) and
PM (N) values (M = N = 32,128, and 512), and the remaining cases
were observed to be consistent with the presented arguments.

6.1.1  Network and Storage Configuration. In our evaluation, we
used a similar set of storage and network configurations presented
in Table 2 and discussed in Section 5. In order to observe situations
in which storage is always the bottleneck, we replaced the 100
Mbps network configuration with a 10 Gbps network configura-
tion since 1 Gbps and 100 Mbps cases were both bottlenecked at the
network, generating similar scenarios. In addition, we eliminated
the 4-HDD setup since it provided a comparable performance with
the 1-SSD case. Finally, we also introduced heterogeneous storage
and network configurations to further challenge the evaluated al-
gorithms. As a result, we used three different network configura-
tions: (i) 1 Gbps homogeneous, (ii) 10 Gbps homogeneous, and (iii)
1/10 Gbps heterogeneous (mixed). In homogeneous networks, all
links have the same transfer rate, but in heterogeneous networks,
the link rates are randomly selected between 1 Gbps and 10 Gbps.
In addition, we used four storage configurations: (i) 1-HDD homo-
geneous, (ii) 1-SSD homogeneous, (iii) 4-SSDs homogeneous, and
(iv) heterogeneous (mixed). In the homogeneous storage scenarios,
all PMs have the same storage system; however in the heteroge-
neous scenario, storage systems of the PMs are randomly selected
from the 1-HDD, 1-SSD, and 4-SSDs cases.

The bottleneck experiments performed in Section 5 allowed us
to use real data transfer times in our experiments. In our simula-
tor, we recorded the Si; values between every PM} to every PM;
in a matrix, which can easily be used and updated periodically in
real settings based on observed transfer rates and the exponential
averaging techniques. As in Section 5, we assumed a chunk size
of 128 MB and simulated different network topologies by adding
a random number of switches between nodes (1 to 5 switches) us-
ing the observed switch delay of 12 ms. For the 10 Gbps network
configuration, we determined the transfer time between two PMs
based on the storage throughput of the source PM and the addi-
tional switch delay observed during the data transfer, since all our
storage configurations are slower than the 10 Gbps network. We
ran our experiments on the cross product of our network and stor-
age configurations. For comparison with the optimal data retrieval
values, we ran our LP formulation for a limited subset of our ex-
periments (M = N = 16 and 32, 10 Gbps network) due to its long
execution time.

6.1.2 Data Placement, Replication, and VM Data Requirements.
Similar to relational databases, we used a two-dimensional grid to
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represent the data placement scheme. Each cell in the grid repre-
sented a 128 MB chunk; and the value in a cell denoted the physical
machine a chunk is stored in. The number of rows and columns in
the grid was set to be equal to the number of physical machines.
We used a replication factor of three in our experiments, and there-
fore needed three separate grids to represent every replica for each
chunk. Data placement was accomplished using a periodic data al-
location technique [45] similar to RAID-0 striping in two dimen-
sions. Once the first replica of a chunk is placed on the physical
machine, the second and third replicas are placed by shifting the lo-
cation of the first replica, where a shift value of one is chosen in our
experiments. For example, if chunk 0 is placed on physical machine
0, chunks 1 and 2 are placed on machines 1 and 2, respectively.
We also experimented with random allocation in which replicas
were randomly allocated to physical machines. Since the two allo-
cation schemes yielded similar behaviors across experiments, we
only share our experimental results for the periodic allocation and
shifted periodic replication scheme due to space limitations.
Representing data placement as a grid was useful for determin-
ing virtual machine data requirements based on commonly used
relational database query types. We used range queries due to their
popularity. The size of the grid and the number of chunks required
by each VM were varied based on the number of physical machines

used in the system. The expected number of chunks to be pro-
3N

cessed by the VMs were set to %3, where N is equal to the total
number of physical machines used in the experiment [13].

6.1.3 VM Resource Requirements and PM Capacities. Physical
machines possess a limited number of computer resources, and vir-
tual machines require a portion of these resources. We used two re-
source types in our evaluation, CPU cores and memory, and used
the following Amazon EC2 instances [46] to determine our VM
resource requirements: (i) t2.small (1 CPU Core, 2 GB Memory),
(ii) t2.medium (2 CPU Cores, 4 GB Memory), (iii) t2.large (2 CPU
Cores, 8 GB Memory), and (iv) t2.xlarge (4 CPU Cores, 16 GB Mem-
ory). Virtual machines were randomly selected from this pool of
instances. Since physical machine resource capacities vary depend-
ing on the virtual machines that they host at any snapshot of the
system, we randomly selected the PM capacities from 1 to 8 cores
and 1 to 32 GB of memory. This random selection in every run and
averaging the results over 100 runs allowed us to simulate physical
machines with various pre-existing loads.

6.1.4  Algorithms. We implemented the following algorithms:

e random places VMs on randomly selected PMs. Local replicas
are selected if available; otherwise, replicas are also selected
randomly. The worst-case time complexity is O(NMT).

o ff-net uses a first-fit decreasing strategy to place VMs on PMs
[39], and it follows an HDFS-like network-aware replica selec-
tion strategy [2], where if a local replica exists, the data is re-
trieved locally; otherwise, it selects a replica from the physical
machine with the smallest network transfer time to the host
machine. If a tie occurs for the nearest replica, then the tie is
broken randomly. The worst-case time complexity of ff-net is
O(NMT + Qr + MlogM).

o ff-data also uses a first-fit decreasing strategy to place VMs
on PMs as shown in Algorithm 2; however, it uses a greedy
replica selection that considers the retrieval cost of selecting
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the replica from each source PM as in Function 2. The source
chosen is the one with the lowest retrieval cost considering the
machine load and transfer time. The worst-case time complex-
ity of ff~data is O(NMT + Qr + MlogM).

o bdp uses a greedy strategy for placing VMs on PMs as shown
in Algorithm 1. All PMs that satisfy VM requirements are con-
sidered for placement. Greedy replica selection is performed
for each PM candidate and the PM placement that leads to
the minimum total data retrieval time out of all PMs is chosen.
The worst-case time complexity of bdp is O(N?MT + NTQr +
MlogM).

e optimalimplements the LP formulation from Section 3.1 using
IBM CPLEX [44]. CPLEX’s MIP engine uses the branch and
bound technique, which is classified as NP-hard [38].

6.2 Experimental Results

6.2.1 Data Retrieval Performance. Figures 1, 2, and 3 present
the data retrieval performance of the algorithms for various homo-
geneous and heterogeneous network and storage configurations
for 32, 128, and 512 machines, respectively, where the x-axis repre-
sents the storage type and the y-axis represents the data retrieval
time in seconds. In the homogeneous 1 Gbps network configura-
tion case shown in Figures 1(a), 2(a), and 3(a), since network band-
width (being slower than the throughput of all storage configura-
tions) is the cause of the bottleneck, ff-net yields the worst per-
formance and requires over 140 seconds more than the random
algorithm to retrieve the same dataset for 512 machines. The rea-
son for this lies in the tight fitness of the VMs over the PMs and
poor replica selection performed by the ff-net algorithm, which
prefers nearest replicas and generates bottlenecks in the PMs hold-
ing these replicas. random consistently performs better than ff-net
since it yields a more uniform distribution over the PMs for both
VM placement and replica selection. Both bdp and ff-data consis-
tently perform better than the others since they balance the load
on the PMs better. We also observed that bdp performs better than
[ff~data by up to 9 seconds.

For the 10 Gbps homogeneous network configuration case as
shown in Figures 1(b), 2(b), and 3(b), network is not the cause of
the bottleneck but all storage systems generate lower data through-
put than the available network bandwidth and become the cause
of the bottleneck in data transfers. Therefore, the gap between ran-
dom and ff-net narrows in this case; nevertheless, random still per-
forms better due to the same reason as in the 1 Gbps case. It is
possible to observe the storage bottleneck that ff-net experiences
by paying attention to the performance improvement of ff-net as
the storage system gets faster, especially for the 4-SSD case. For the
faster storage system, the performance gap between random and
[ff~net is the smallest. The proposed ff-data and bdp heuristics again
outperform the others since they are aware of storage bottlenecks
in this case and they are able to retrieve replicas accordingly.

For the 1/10 Gbps heterogeneous network, shown in Figures
1(c), 2(c), and 3(c), ff-net passes random in performance, especially
when the storage is faster since ff-net is network-aware and able to
select better network links in retrieval compared to random. The
proposed ff-data and bdp heuristics still outperform both random
and ff-net, and the performance difference between bdp and ff-data
becomes even larger (up to 36 sec.) in this heterogeneous case.
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These results show that performing the VM placement together
with a storage and network-aware replica selection technique clearly
yields better data retrieval times, reaching up to 371 seconds better
than the existing ff~net heuristic, and 429 seconds better than the
random heuristic. This performance improvement is mainly due to
accurate bottleneck estimation and load balancing of the proposed
heuristics on the PMs.

6.2.2  Energy Efficiency. We also evaluate the energy efficiency
of the proposed algorithms by comparing the number of PMs used
in the placement in Figures 4, 5, and 6 for 32, 128, and 512 machines,
respectively, where the x-axis represents the storage type again but
the y-axis represents the number of PMs used in the placement in
this case. In terms of energy efficiency, random achieves the worst
performance by using the most number of PMs in the placement in
all cases. This is not surprising since random is expected to achieve
a uniform distribution of VMs over PMs. First-fit based VM place-
ment heuristics ff-net and ff-data both achieve the same energy
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efficiency as expected since they use the same VM placement strat-
egy, and their energy-efficiency performance is slightly better than
bdp for the 1 Gbps homogeneous network and 1/10 Gbps hetero-
geneous network cases as shown in Figures 4(a), 5(a), 6(a), and Fig-
ures 4(c), 5(c), 6(c), respectively. However, bdp achieves the best
energy efficiency in the 10 Gbps homogeneous network case, as
shown in Figures 4(b), 5(b), and 6(b), where the storage system is
the cause of the bottleneck. This is mainly due to the fact that bdp
places VMs over PMs that are closest to each other and therefore
achieves a tight fit.

As also discussed by Ananthanarayanan et al. [3], with the avail-
ability of 40 and 100 Gbps network bandwidths in today’s clusters,
the storage system becomes the main source of the bottleneck in
data transfers and even new generation NVMe solutions provid-
ing a few GB/sec storage throughput [4] cannot keep up with the
available network bandwidth. Therefore, being aware of the stor-
age subsystem bottlenecks and performing VM placement accord-
ingly becomes crucial for efficient big data processing in private
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clusters and the cloud. Our 10 Gbps network configuration is a
good representation of this case, where all storage types provide
a lower throughput than the available network bandwidth. In this
case, the proposed bdp algorithm consistently achieves the best
performance in both data retrieval and energy efficiency, as can be
observed from Figures 1(b), 2(b), 3(b), and Figures 4(b), 5(b), 6(b)

for retrieval time and energy efficiency, respectively.

6.2.3 Optimal Retrieval Performance. Finally, we compare the
data retrieval performance of the heuristics with the optimal al-
gorithm that guarantees the minimum data retrieval time. Figure 7
shows this comparison for the 10 Gbps homogeneous network case,
with 16 (Figure 7(a)) and 32 (Figure 7(b)) physical machines. In
three storage configurations (1-HDD, 1-SSD, and 4-SSDs) out of
eight, the proposed heuristics achieved the optimal data retrieval
value, and in the other five storage configurations, their perfor-
mance was within 5% of optimal. These results, being close to op-
timal values, clearly indicate the superior quality of the data re-
trieval schedules determined by the proposed heuristics.

v=ZZz2 random ExXxxX ff-data
ff-net xR bd

(b) 10 Gbps Homogeneous Network
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7 CONCLUSION

In this paper, we formally defined and formulated Big Data aware
virtual machine Placement (BDP) problem and solved it using lin-
ear programming techniques. In addition, two low-cost heuristics
were proposed for efficient big data processing in the cloud that
consider both the data retrieval time of large datasets and energy
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consumption of the cloud infrastructures. In our evaluation, the
proposed heuristics achieved a data retrieval performance within
5% of the optimal value. Furthermore, the energy efficiency of the
proposed heuristics also outperformed popular energy-aware VM
placement heuristics in the cases where the storage subsystem was
the cause of the bottleneck in data transfer. As high-speed net-
working interconnects of 10/40/100 Gbps become more common
in private clusters and cloud infrastructures, even new high per-
formance NVMe storage solutions cannot keep up with the avail-
able network bandwidth. Therefore, we believe that the proposed
heuristics can provide a tremendous value for big data processing
in the cloud by reducing both data analysis times and energy con-
sumption.
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