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Abstract

Tests of conditional independence (CI) of ran-
dom variables play an important role in ma-
chine learning and causal inference. Of partic-
ular interest are kernel-based CI tests which
allow us to test for independence among ran-
dom variables with complex distribution func-
tions. The efficacy of a CI test is measured
in terms of its power and its calibratedness.
We show that the Kernel CI Permutation Test
(KCIPT) suffers from a loss of calibratedness
as its power is increased by increasing the
number of bootstraps. To address this limita-
tion, we propose a novel CI test, called Self-
Discrepancy Conditional Independence Test
(SDCIT). SDCIT uses a test statistic that is a
modified unbiased estimate of maximum mean
discrepancy (MMD), the largest difference in
the means of features of the given sample and
its permuted counterpart in the kernel-induced
Hilbert space. We present results of experi-
ments that demonstrate SDCIT is, relative to
the other methods: (i) competitive in terms
of its power and calibratedness, outperforming
other methods when the number of condition-
ing variables is large; (ii) more robust with re-
spect to the choice of the kernel function; and
(iii) competitive in run time.

1 INTRODUCTION

Random variables X and Y are said to be condition-
ally independent given Z, denoted by X ?? Y | Z,
if a joint probability distribution P

xyz

= P
xz

P
y|xz

can be expressed as P
xz

P
y|z . Tests of conditional inde-

pendence (CI) play a central role in statistics (Dawid,
1979), machine learning including dimensionality reduc-

tion (Fukumizu et al., 2004, 2009), independent com-
ponent analysis (Bach and Jordan, 2002), probabilis-
tic graphical models (Koller and Friedman, 2009) and
causal inference (Pearl, 2000; Spirtes et al., 2000).

In principle, testing for conditional independence is quite
straightforward: Obtain a sample S of i.i.d. observations
drawn from a distribution P

xyz

, and evenly split into two
subsamples S1 and S2 of equal size. Leaving S1 is intact,
permute S2 so as to simulate a sample from P

xz

P
y|z (i.e.,

X ?? Y | Z); Apply a two-sample test to determine if
S1 and S2 are different. Based on the results of the test if
the null hypothesis P

xyz

= P
xz

P
y|z cannot be rejected,

we conclude that X is independent of Y given Z. This
procedure can be repeated multiple times (i.e., bootstrap
Efron, 1979) to improve the power of the test.

In order for the preceding approach to CI testing is fea-
sible, we need an effective two-sample test to determine
if S1 and S2 are different. Gretton et al. (2012) intro-
duced a framework for designing such tests using a well-
behaved (e.g., smooth) function, which is large on the
points drawn from one distribution and small on the
points from the other distribution. The framework uses
as test statistic, MMD, the largest difference between the
mean function values on the two samples; when MMD is
large, the samples are likely from different distributions.
In order for MMD to be effective in practice, the class
of functions used to define it should be (i) rich enough
to ensure that the MMD vanishes if and only if the two
distributions being compared are identical; and (ii) suffi-
ciently restricted so as to ensure that the empirical esti-
mate of MMD converges quickly to its expected value as
the sample size is increased. As shown by Gretton et al.
(2012), these requirements are met by unit balls in repro-
ducing kernel Hilbert spaces (RKHS).

Doran et al. (2014) introduced the Kernel Conditional In-
dependence Permutation Test (KCIPT), using MMD in a
kernel-induced feature space as the test statistic for de-
termining whether X ?? Y | Z. Doran et al. (2014)



evaluated several kernel-based independence tests based
on how well a test correctly rejects the null hypothe-
sis P

xyz

= P
xz

P
y|z by estimating the power of the test

(as measured by the Area Under the Power Curve) and
the calibratedness of the test, i.e., the extent to which
it accurately estimates the probability distribution of the
test statistic under the null hypothesis (as measured by a
Kolmogorov-Smirnov divergence of the observed distri-
bution of p-values from the uniform distribution). Using
the preceding procedure, with the number of bootstraps
B set equal to 25, Doran et al. (2014) asserted that KCIPT
“has power competitive with existing kernel-based ap-
proaches” and that it is well-calibrated compared to other
kernel independence tests such as KCIT (Zhang et al.,
2011) and CHSIC (Fukumizu et al., 2008).

Because increasing the number of bootstraps always im-
proves its power, it is natural to ask: How does the power
and calibratedness of KCIPT change as a function of B?
We present results that show that as B increases, the
calibratedness of KCIPT degrades. This suggests that in-
crease in the power of KCIPT comes at the expense of its
calibratedness. Based on our analysis of the limitations
of KCIPT, we propose a new CI test, which we call the
Self-Discrepancy CI Test (SDCIT). SDCIT is based on a
modified unbiased estimate of MMD and its distribution
under the null hypothesis based on half-sampling with-
out replacement. We present results of experiments that
demonstrate several advantages of SDCIT over the exist-
ing kernel-based CI tests.

2 PRELIMINARIES

We mostly follow notational conventions of (Doran et al.,
2014): We use upper case letters, e.g., X , to denote ran-
dom variables, and the corresponding lowercase letters
x 2 X to denote an instantiation of X in its domain X.
We use a bold lowercase letters to denote sets (or vec-
tors) of instantiations, e.g., x = (x

i

)

n

i=1. We denote by
x ⇠ x the fact that x is an observation of a random vari-
able sampled from the empirical distribution constructed
from the finite sample x. We denote by

�
x

`

�
a set of all

`-sized subsets of x. Let ⇡ (n) be a group of all possi-
ble permutations of (1, 2, . . . , n) with an additional con-
straint that every permutation ⇡ 2 ⇡ (n) satisfies that
8n
i=1⇡ (i) 6= i. We denote the application of a permu-

tation ⇡ to a sequence y by ⇡y := (y
⇡(i))

n

i=1. We use
µ, the average function, to denote the average of a given
parameter, e.g., a vector, set, or matrix.

2.1 KERNEL TWO-SAMPLE TEST

Let k
x

be a kernel function k
x

: X ⇥ X ! R. Let H
k

be a reproducing kernel Hilbert space induced by a ker-

nel k. For instance, k
x

(x0, x00
) = h�

x

(x0
) ,�

x

(x00
)iH

k

x

where �
x

is a feature mapping from X to H
k

x

. We use
K to denote a Gram matrix (i.e., kernel matrix) corre-
sponding to a kernel function k. Thus, K

x

(x,x0
)

ij

:=

k
x

�
x
i

, x0
j

�
. We use k

xy

to denote the product of ker-
nels k

x

and k
y

and define it as k
xy

((x
i

, y
i

) , (x
j

, y
j

)) :=

k
x

(x
i

, x
j

) k
y

(y
i

, y
j

). Kernel mean embedding (KME)
allows us to represent a probability distribution as
a point in the kernel-induced Hilbert space (Berlinet
and Thomas-Agnan, 2004; Smola et al., 2007; Sripe-
rumbudur et al., 2010), µP :=

R
k (·, x) P(dx) 2

H
k

. Maximum mean discrepancy (MMD) is an in-
tegral probability metric that provides a measure of
distance between the two probability distributions P
and Q: MMD2

[F, P,Q] :=

⇥
sup

f2F(Ex⇠Pf (x) �
E

x⇠Qf (x))
⇤2

= kµP � µQk2H
k

x

where F is a unit ball
in H

k

x

. Given a characteristic kernel, MMD (P,Q) is
0 if and only if distributions P = Q (Sriperumbudur
et al., 2010). Given two independent samples of the
same size, x(1)

= {x(1)
i

}m
i=1 and x

(2)
= {x(2)

i

}m
i=1, let

u
i

:= (x
(1)
i

, x
(2)
i

). Then, an empirical unbiased estimate
of squared MMD

MMD2
u

(x

(1),x(2)
) :=

1
m(m�1)

P
m

i 6=j=1 h(ui

, u
j

) (1)

is a one-sample unbiased statistic (U-statistic) where

h (u
i

, u
j

) : = k(x
(1)
i

, x
(1)
j

) + k(x
(2)
i

, x
(2)
j

)

� k(x
(1)
i

, x
(2)
j

)� k(x
(1)
j

, x
(2)
i

).

A kernel two-sample test (Gretton et al., 2007, 2009,
2012) uses MMD as the test statistic and its distribu-
tion under the null hypothesis to test for homogeneity.
The distribution of MMD can be estimated in a number
of ways including moment-based approximation (Gret-
ton et al., 2012), Gram matrix spectrum (Gretton et al.,
2009), and resampling procedure. For instance, KCIPT
uses a bootstrap procedure to repeatedly measure the
MMD between two equal-sized random subsamples of
the union of the two given samples.

3 KCIPT

We now proceed to describe KCIPT and discuss its lim-
itations that motivate our proposal for SDCIT. Suppose
we are given a sample ⌦ = {(x

i

, y
i

, z
i

)}n
i=1 = (x,y, z)

of n observations drawn i.i.d. from P
xyz

. We split ⌦

randomly into two subsamples of equal size: ⌦

(1)
=

(x

(1),y(1), z(1)) and ⌦

(2)
= (x

(2),y(2), z(2)). The sec-
ond split sample ⌦

(2) is permuted so as to simulate sam-
ple from P

xz

P
y|z .1 Such permutation ⇡ 2 ⇡(n/2) must

1One can either permute X or Y . For consistency, we will
stick with permuting Y as in (Doran et al., 2014).



Algorithm 1 KCIPT (Doran et al., 2014) with an unbi-
ased estimator of MMD.
Input: B: the number of bootstraps, b: the size of sample for
a null distribution per bootstrap, M : the size of sample for a
bootstrap null distribution, Ω: a sample (x,y, z) of size n

1: for i ∈ 1 · · · B do
2: Ω

(1)
i ,Ω

(2)
i ←randomly split Ω evenly

3: π ← learn a permutation given δ and z(2)

4: Ω
(2)
i,π ← apply π to Y values of Ω

(2)
i

5: Ti ← MMD2
u(Ω

(1)
i ,Ω

(2)
i,π)

6: for j ∈ 1 · · · b do
7: Ω′,Ω′′ ←randomly split Ω

(1)
i ∪ Ω

(2)
i,π evenly

8: (N)ij ← MMD2
u(Ω

′,Ω′′)

9: T ←average of {Ti}Bi=1

10: N ← {average of {sij}Bi=1 | ∀B
i=1sij ∼ Ni}Mj=1

11: return a p-value of T from N

satisfy that z
(2)
i = z

(2)
π(i) to preserve the relationship be-

tween Y and Z while breaking ties between X and Y .

In many interesting cases, including Z = R, z often con-

sists of unique values and such a permutation may not ex-

ist. Hence, under the assumption P (Y | z) ≈ P (Y | z′)
if z ≈ z′, we relax the requirement to learn a permuta-

tion π ∈ π (n/2) by minimizing δ(z(2), πz(2)) where δ
is a user-defined distortion measure. A common choice

for δ is the sum of distances between permuted z val-

ues,
∑n/2

i=1 dz(z
(2)
i , z

(2)
π(i)) where dz is induced by kz , i.e.,

d2z (z
′, z′′) := kz (z

′, z′) + kz (z
′′, z′′) − 2kz (z

′, z′′)
or a regression-based distance dz (z

′, z′′) := ‖f (z′) −
f (z′′)‖2 where f is a function relating Z and Y that can

be learned, for instance, using a Gaussian process regres-

sion (GPR) (Zhang et al., 2011; Doran et al., 2014).

We apply the learned permutation π to y(2) in Ω(2) to ob-

tain Ω
(2)
π := (x(2), πy(2), z(2)). We then perform a two-

sample test between Ω(1) and Ω
(2)
π where we compute

a p-value using MMD2
u(Ω

(1),Ω
(2)
π ) as the test statistic.

We obtain the empirical distribution of the p-value un-

der the null hypothesis by repeatedly measuring MMD2
u

between the split samples Ω(1) and Ω
(2)
π (see line 6–8).

We can repeat the test to increase the power of KCIPT.

Suppose we bootstrap the aforementioned two-sample

test B times. Let Ti and Ni be the ith MMD2
u esti-

mate and a corresponding null distribution (called the

‘inner’ null distribution). The bootstrapped test statistic

is simply the average of test statistics over each of the

splits, i.e., μ({Ti}Bi=1). The null distribution of the boot-

strapped test statistic is obtained using a Monte Carlo

simulation by averaging together the draws from each

individual statistic’s null distribution, {μ({sij}Bi=1) |
∀Bi=1sij ∼ Ni}Mj=1, where M is the number of points

drawn from each of the B null distributions.
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Figure 1: The distribution of test statistics of KCIPT with

B = 5000 on 300 samples generated under the null hy-

pothesis and a corresponding p-value distribution where

B around 2000 is a good choice to balance between

power and calibratedness (see Section 5.4)

Doran et al. (2014) evaluated three kernel-based CI tests,

KCIT, CHSIC, and KCIPT, based on how well a test cor-

rectly rejects the null hypothesis (power) and how similar

are the distribution of p-values under the null hypothe-

sis and the uniform distribution between 0 and 1 (cal-

ibratedness). Doran et al. (2014) concluded that KCIPT

“has power competitive with existing kernel-based ap-

proaches” and that it is well-calibrated.

3.1 LIMITATIONS OF KCIPT

Clearly, the larger the number B of bootstraps, the larger

the power of KCIPT. However, we observe that the in-

crease in the power of KCIPT comes at the expense of

its calibratedness. Consider for example, the case where

the expected test statistic is a small positive number. As

B increases, the test statistic converges to its expected

value (which is close to 0) and the null distribution of

the test statistic will be degenerate at 0. Consequently,

KCIPT with a sufficiently large B will reject the null hy-

pothesis more often than it should. See Figure 1, where

KCIPT with B = 5000 results around 10% of type I error

given α = 0.05. We will examine this phenomenon more

closely later in Section 5.

Further, different runs of KCIPT with different random

seeds will yield different random splits of a given sam-

ple (line 2, Algorithm 1) and, hence, potentially different

p-values. If the given sample exhibits strong conditional

dependence, the differences in random splits have little

impact on the resulting p-values. However, if the sam-

ple is generated under the null hypothesis, the p-values

follow a distribution close to the uniform distribution be-

tween 0 and 1 (unless B is so large that KCIPT simply

loses its calibratedness). This problem makes it difficult

to interpret or reproduce the p-values returned by KCIPT.

This calls into question the conclusion of Doran et al.

(2014) that KCIPT is well-calibrated.

In summary, KCIPT, in the absence of clear guidance on

how to determine the optimal number of bootstraps, fails



Algorithm 2 MMSD

Input K
xz

, K
y

: Gram matrices for {(x
i

, z
i

)}n
i=1 and {y

i

}n
i=1;

D: a pairwise distance matrix for z
1: ⇡  find ⇡ 2 ⇡(n) minimizing � given D
2: I {(i, j) | 1  i 6= j  n, i 6= ⇡ (j) , j 6= ⇡(i)}
3: K1,K2,K3  K

xz

�K
y

,K
xz

�K
y

[⇡,⇡],K
xz

�K
y

[:,⇡]
4: T  |I|�1 ·

P
i,j2I(K1 + K2 � K3 � K>

3 )i,j
5: return T , ⇡, I

to provide informative p-values when it is either under-
powered (small B) or not well calibrated (large B).

4 SELF-DISCREPANCY CI TEST

We proceed to introduce Self-Discrepancy Conditional
Independence Test (SDCIT), a new permutation and
kernel-based CI test, using a new test statistic MMSD,
which is based on an unbiased squared MMD estimate.
We specify the empirical distribution of the MMSD and
that under the null hypothesis. We further establish the
asymptotic consistency of MMSD as a test statistic for
CI (its convergence in probability to zero if and only if
the null hypothesis holds).

4.1 MAXIMUM MEAN SELF-DISCREPANCY

One way to get around the limitations of KCIPT noted
above is to ensure that the test statistic is determined
by the given sample ⌦, and not the any particular ran-
dom splits of ⌦, and thereby eliminate the dependence
of the result of KCIPT on the choice of the random seed
(line 2, Algorithm 1). We proceed to show how this
can be achieved by replacing MMD2

u

estimated from
the samples obtained by randomly splitting ⌦ into two
parts where one part is left intact and the other is per-
muted to break the ties that violate conditional indepen-
dence by a variant of MMD2

u

between the given sam-
ple ⌦ and its permuted counterpart. We learn a permu-
tation ⇡ of ⌦ by minimizing distortion measure � on z.
Let ⌦

⇡

be a sample where the permutation ⇡ is applied
to y of ⌦. However, because ⌦

⇡

is not obtained inde-
pendently from ⌦ (see Equation 1), we cannot naively
measure MMD2

u

between ⌦ and ⌦

⇡

. Hence, we intro-
duce a new test statistic, which we call Maximum Mean
Self-Discrepancy (MMSD), which estimates the discrep-
ancy between a sample ⌦ and its conditionally indepen-
dent counterpart ⌦

⇡

by removing spurious correlations
between elements of ⌦ and ⌦

⇡

arising from the depen-
dence of ⌦

⇡

on ⌦. Let

h (i, j) : = k
xyz

((⌦)

i

, (⌦)
j

) + k
xyz

((⌦

⇡

)

i

, (⌦
⇡

)

j

)

� k
xyz

((⌦)

i

, (⌦
⇡

)

j

)� k
xyz

((⌦)

j

, (⌦
⇡

)

i

)

where (·)
i

represents the ith observation of the argument.
We count h (i, j) only if two triples from the two ob-
servations in each of four terms are independently ob-
tained. For example, we exclude the case i = j since
(x

i

, y
i

, z
i

) 6?? (x
j

, y
j

, z
j

) if i = j based on the first
term. Similarly, we exclude the case i = ⇡ (j) since
(x

i

, y
i

, z
i

) 6?? (x
j

, y
⇡(j), zj) based on the third term.

Now, given a permutation ⇡, we denote by

I : = {(i, j) | i 6= ⇡ (j) , j 6= ⇡ (i)}n
i 6=j=1

a set of pairs of indices of independent observations con-
ditioning on ⇡. Based on the extent to which the permu-
tation is reciprocal (i.e., i = (⇡ � ⇡) (i)), the size of I

ranges from n2 � 3n to n2 � 2n. We proceed to estimate
MMSD as follows:

T :=

1
|I|
P

i,j2I h (i, j) . (2)

MMSD is closely related to the expectation of the test
statistic of KCIPT. However, MMSD depends only on a
single learned permutation ⇡ and eliminates the need for
bootstrapping. We now proceed to prove the asymptotic
consistency of MMSD by extending a theorem in (Doran
et al., 2014).
Theorem 1. Let the kernel k

xyz

be univer-
sal and the sample space be compact. Given
max⌦

i

2(X,Y,Z)k�xyz

(⌦

i

)k  C for some constant
C, the test statistic MMSD is asymptotically consistent
if the distortion measure based on RKHS distance,
1
n

P
n

i=1k� (z
i

)� �
�
z
⇡(i)

�
k, converges in probability to

zero as n ! 1.

Proof. Based on Theorem 1 (Doran et al., 2014), the em-
bedding of permuted sample ⌦

⇡

converges to the em-
bedding of P

xz

P
y|z . Thus, MMD2

u

(⌦,⌦
⇡

)

P! 0 under
the null hypothesis. Since h (i, j)  4C2 and there are
at most 2n excluded values in I except the diagonal el-
ements,

��MMD2
u

(⌦,⌦
⇡

)� MMSD (⌦)

��  2n·4C2

n(n�1) =

8C2

n�1 . Hence, MMSD (⌦)

P! 0.

Note that C is equal to 1 if a Gaussian kernel is used. We
describe the pseudocode for MMSD estimate in Algo-
rithm 2 where M [a,b] denotes a submatrix of M where
its rows and columns are selected and ordered by a and
b, respectively, that is, (M[a,b])

i,j

= M
a

i

,b

j

. A colon
‘:’ represents entire rows or columns. An operator � de-
notes a Hadamard product (i.e., element-wise multiplica-
tion).

4.2 EMPIRICAL DISTRIBUTION OF MMSD

We now turn our attention to obtaining the empirical dis-
tribution of MMSD, the test statistic used by SDCIT. Al-
though the distribution of MMD2

u

has been thoroughly



Algorithm 3 EMPMMSD

Input K
xz

, K
y

: Gram matrices for {(x
i

, z
i

)}n
i=1 and {y

i

}n
i=1;

D: a pairwise distance matrix for z; b: a number of samples to
be generated.
1: T

0  initialize a vector of size b.
2: for b times do
3: i randomly choose n

2 unique integers from (1, . . . , n)
4: T

0
i

, ·, · MMSD(K
xz

[i, i] ,K
y

[i, i] ,D[i, i])

5: return 1
2 · (T0 � µ (T0)) + µ (T0)

analyzed (Gretton et al., 2012), it is not at all immedi-
ately obvious how the analysis of MMD2

u

, which is based
on two independent distributions, is applicable to the
case of MMSD, which is defined with respect to two de-
pendent distributions. Unlike other point estimates such
as mean, MMSD on a bootstrap sample can be problem-
atic: it is possible that pairs of the repeated observations
in a bootstrap sample are permuted to each other thereby
violating the conditional independence desired in the per-
muted sample. The resulting test statistic from such boot-
strap sample will be closer to 0 than it should be.

Hence, we consider an alternative approach to estimat-
ing MMSD using sampling without replacement. We ex-
ploit the observation that half-sampling without replace-
ment yields a very similar result to bootstrapping (Buja
and Stuetzle, 2006; Friedman and Hall, 2007). Let ⌦0 be
b half-samples via sampling without replacement proce-
dure, ⌦0

:= {⌦0
i

| ⌦0
i

⇠
� ⌦
n/2

�
}b
i=1. We compute the test

statistic on each of randomly chosen half-samples. Since
the estimate is based on the average of less than n2/4 val-
ues, the expected distribution will be about twice as wide
as the empirical distribution of test statistic, which is the
average of fewer than n2 values. Hence, the empirical
distribution of MMSD is obtained by shrinking the width
of the distribution by half: T :=

1
2 (T

0�µ(T0
))+µ(T0

)

where T

0
:= {MMSD (⌦

0,D) | ⌦0 2 ⌦

0}. A pseudocode
is given in Algorithm 3. Now, we provide an approximate
null distribution based on the analysis in this section.

4.3 APPROXIMATE NULL DISTRIBUTION OF
MMSD

An approximate null distribution of test statistic can of-
ten be obtained by applying the statistic on many sam-
ples generated under the null hypothesis (P

xz

P
y|z in

this case). Since we do have access to neither P
xz

P
y|z

nor the model for the distribution, we will apply half-
sampling without replacement on the permuted sample
⌦

⇡

to approximate the null distribution of MMSD. As
described in the previous section, we generate ⌦

0
⇡ , b

half-samples of ⌦

⇡

via sampling without replacement.
However, we need to be careful in obtaining the test
statistic from the resulting half samples. Let a half-

Algorithm 4 SDCIT

Input K
xz

, K
y

: Gram matrices for {(x
i

, z
i

)}n
i=1 and {y

i

}n
i=1;

D: a pairwise distance matrix for z; b: the size of empirical null
distribution.
1: T,⇡, I MMSD(K

xz

,K
y

,D)
2: DI  D with D

i,j

=1 for every (i, j) 2 I
3: ·,⇡2, I2  MMSD(K

xz

,K
y

,DI)
4: DI2  D with D

i,j

=1 for every (i, j) 2 I2
5: N EMPMMSD (K

xz

,K
y

[⇡2,⇡2] ,DI2 , b)
6: return a p-value with T and N� µ (N).

sample ⌦

0
⇡

= {(x0
c

, y0
c

, z0
c

)}n/2
c=1 2 ⌦

0
⇡ , where ⌦

0
⇡

⇢ ⌦

⇡

,
contain the following two observations at its ath and
bth indices, (x0

a

, y0
a

, z0
a

) =

�
x
i

, y
⇡(i), zi

�
= (x

i

, y
j

, z
i

)

and (x0
b

, y0
b

, z0
b

) =

�
x
k

, y
⇡(k), zk

�
= (x

k

, y
i

, z
k

) where
indices i, j, and k are originally from ⌦. We can in-
fer that z

j

⇡ z
i

⇡ z
k

. Hence, a permutation ⇡0 to be
learned for ⌦

0
⇡

will likely permute y’s in the two ob-
servations. If that is the case (i.e., ⇡0

(a) = b), then the
permuted half-sample (x

0,⇡0
y

0, z0) will contain the ob-
servation (x0

a

, y0
⇡

0(a), z
0
a

) = (x
i

, y0
b

, z
i

) = (x
i

, y
i

, z
i

).
That is, applying the permutation ⇡0 recovers an origi-
nal observation in ⌦ failing to simulate conditional in-
dependence in ⌦

0
⇡⇡

0 . Hence, the following constraints
should be imposed in computing a permutation for ⌦0

⇡

,
81cn

2
(f�1 � ⇡ � f � ⇡0

) (c) 6= c where f is a map-
ping between the index of an observation in a subsam-
ple to that in ⌦

⇡

. In the preceding example, ⇡0
(a) = b,

f (b) = k, ⇡(k) = i, and f�1
(i) = a. In other words,

simply disallow permutations that associate y
i

back to
(x

i

, ·, z
i

). In addition to constraints on the allowed per-
mutations, identifying independent observation pairs is
more complicated by the need for additional bookkeep-
ing for tracking the composition of every observation in
the half-samples of ⌦

⇡

.

Hence, we consider an alternative approach to using the
permuted sample ⌦

⇡

in MMSD by modifying the dis-
tance on z. If we have a pre-computed pairwise distance
matrix from the previous step, setting the entries of the
matrix at index pairs that appear in I to infinity will do
the trick. We denote by DI a distance matrix D with
values at each (i, j) 2 I replaced with infinity. Then,
EMPMMSD (K

xz

,K
y

[⇡,⇡] ,DI, b) is a b sample approx-
imation to the distribution of test statistics under the null
hypothesis. We additionally correct the biases by ensur-
ing the average of the distribution is 0. Consequently, the
approximate null distribution is given by N :=

1
2 (N

0 �
µ(N0

)) where N

0
:=

�
MMSD (⌦

0
⇡

,DI) | ⌦0
⇡

2 ⌦

0
⇡

 
.

4.4 ALGORITHM

We combine the new test statistic MMSD and its em-
pirical null distribution to compute a p-value for testing



X ?? Y | Z given a sample ⌦ in the form of Gram ma-
trices K

xz

= K
x

� K
z

and K
y

(see Algorithm 4). We
introduce a simple heuristic to improve the quality of ap-
proximate null distribution. We say a permutation ⇡ for
⌦ is of good quality if ⌦

⇡

closely approximates to the
factorized distribution P

xz

P
y|z . Consider a permutation

⇡0 to be learned from ⌦

0
⇡

= (x

0,y0, z0), a half-sample of
⌦

⇡

, with the penalized distance matrix DI (as shown in
the previous section). Since the size of sample is half the
size of the original sample, z0 is less dense than z, and the
quality of ⇡0 becomes worse than that of ⇡. Furthermore,
since penalized distance is used, two originally close z
values, say z0

i

and z0
j

in ⌦

0
⇡

, will not be considered in
computing ⇡0 if the pair is permuted in ⌦

⇡

. For these rea-
sons, permutations to be learned for half-samples will not
be of as high quality as that of ⇡, which is learned from a
full sample without any restrictions. We can rectify this
situation using a simple trick. In line 3, permutation ⇡2

is learned from ⌦ with a penalized matrix DI. Although
⌦

⇡2 will not be as good as ⌦
⇡

in approximating P
xz

P
y|z ,

permutations to be learned for half-samples of ⌦
⇡2 will

be better than those of ⌦
⇡

. We empirically observed that
the resulting null distributions are more consistent when
we used this trick. In Appendix, a further adjustment to
the test statistic and null distribution is provided. The key
differences between SDCIT and KCIPT are also summa-
rized in Table 2 in Appendix.

5 EXPERIMENTS

We compare the performance of SDCIT with that of
other kernel-based CI tests, including KCIT, CHSIC, and
KCIPT, with respect to the following two criteria: (i) Area
Under Power Curve (AUPC) which estimates how pow-
erful the test is by measuring the area under the cumu-
lative density function (CDF) of p, a set of p-values
produced by running a test on a set of samples; and
(ii) Kolmogorov-Smirnov (KS) statistic (a measure of
the largest discrepancy between cumulative density func-
tions of the two distributions), applied to p and a uniform
distribution to assess the degree to which the p-values
produced by the test given samples under the null hy-
pothesis are distributed uniformly in the interval [0,1].
We also compare the different tests with respect to their
type I error rates (given a significance level ↵ = 0.05)
and their run time. We examine the robustness of the dif-
ferent tests with respect to the choice of the kernel func-
tion. We contrast SDCIT with KCIPT when the latter uses
a large number of bootstraps.

We implemented SDCIT and KCIPT.2 Unlike the origi-
nal implementation of KCIPT which employs a simplex

2The code is available online at https://github.

com/sanghack81/SDCIT

algorithm to learn permutations, all permutations are ap-
proximately learned using minimum cost perfect match-
ing algorithm (BLOSSOM-V, Kolmogorov, 2009) with
heuristics for local improvement where three 2-cycles
are transformed to two 3-cycles and a 2-cycle and a 3-
cycle are transformed to a 5-cycle. Gaussian RBF kernel
k (v, w) := exp(�kv�wk22/(2�2

)) is used across all ex-
periments where � is determined by the median heuristic
(Gretton et al., 2005). SDCIT uses empirical null distri-
butions of size 10

3. We used the recommended settings
for KCIPT (i.e., B = 25 and b,M = 10

4) and for CHSIC.
For KCIT, we used both the original implementation, in
which variables are normalized to unit variance and ker-
nel parameters are set empirically (Zhang et al., 2011),
and a modified implementation, where the variables are
not normalized and the kernel parameters are set by me-
dian heuristic. For both implementations, GPR is used to
optimize the regularization parameter.

5.1 EXPERIMENTAL SETTING

Following previous work (Fukumizu et al., 2008; Zhang
et al., 2011; Doran et al., 2014), we conducted experi-
ments on two synthetic datasets, post-nonlinear noise and
chaotic time series identical to those used in Doran et al.
(2014), where each data has two modes, i.e., X ?? Y | Z
and X 6?? Y | Z.

Post-nonlinear noise data is generated using the model
described by Zhang and Hyvärinen (2009); Zhang et al.
(2011). X and Y are constructed from functions of the
form G

X

(F
X

(Z1) + E) and G
Y

(F
Y

(Z1) + E), re-
spectively, where G· and F· are smooth nonlinear func-
tions, E is a Gaussian error, and Z1 is a random variable
in an m dimension conditioning variable Z := {Z

i

}m
i=1.

The conditioning variable Z satisfies that 8m
i=2Zi

??
{X,Y, Z1} for some m making only Z1 relevant to X
and Y . Since X ?? Y | Z1 by construction, we also
generate samples under the alternative, X 6?? Y | Z, by
adding identical Gaussian noise to both X and Y .

Chaotic time series is based on the coupled Hénon map.
Each X

t

and Y
t

is four-dimensional, X
t

= (X
i,t

)

4
i=1 and

Y
t

= (Y
i,t

)

4
i=1 where

X1,t := 1.4�X2
1,t�1 + 0.3X2,t�1

Y1,t := 1.4��X1,t�1Y1,t�1+(1��)Y 2
1,t�1+0.3Y2,t�1

and X2,t and Y2,t inherits X1,t�1 and Y1,t�1, respec-
tively. The third and fourth dimensions of X

t

and Y
t

cor-
respond to Gaussian noise N

�
0, 0.52

�
to make the data

more challenging. The parameter � controls dependence.
Regardless of �, X

t+1 ?? Y
t

| X
t

holds and given � > 0,
Y
t+1 6?? X

t

| Y
t

.

Following Doran et al. (2014), a set of 300 samples are

https://github.com/sanghack81/SDCIT
https://github.com/sanghack81/SDCIT
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Figure 2: AUPC and KS statistics for (Top) Chaotic
time series (Middle) Post-nonlinear noise data (Bottom)
High-dimensional conditioning variables on post-
nonlinear noise dataset. Dotted and solid lines are for
the samples of size 200 and 400, respectively. For
high-dimensional setting, CHSIC is excluded.

generated for post-nonlinear noise data per each condi-
tion based on the combination of: two variants (X ??
Y | Z and X 6?? Y | Z), different dimensions m 2{1,
2, 3, 4, 5, 10, 20, 50}, and different sizes (200 and 400).
Similarly, we generated sets of 300 samples of chaotic
time series data for two variants, two sample sizes, and
� ranging from 0 to 0.5 by 0.1. Datasets under the null
hypothesis are used to report KS statistic and datasets un-
der the alternative hypothesis are used to report AUPCs.
SDCIT and KCIPT used RKHS distance for chaotic time
series data and, for post-nonlinear noise data, regression-
based distance is used where functions are learned based
on GPR with automatic relevance determination.

5.2 COMPARISONS AMONG KERNEL-BASED
CI TESTS

Figure 2 illustrates the performance of the four tests on
the two datasets under various conditions. Note that the
original implementation of KCIT with recommended set-
ting is labeled as KCIT (org.) in the figure. Plots in the left
column represent AUPCs and those in the right column
show KS statistic which measures the degree to which
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Figure 3: Type I error rates with ↵ = 0.05 (Left) chaotic
time series data (Right) post-nonlinear noise data

the distribution of p-values under the null hypothesis de-
viates from the uniform distribution. Note that the plots
for the different tests may differ in the range of values
plotted on the y-axis and the values on the y-axis for plots
of KS statistic are in descending order.

With respect to power, SDCIT is ranked right below KCIT
for both data although SDCIT is more powerful than the
implementation of KCIT used in the experiments reported
by Doran et al. (2014) for chaotic time series. On post-
nonlinear noise data, all tests except CHSIC showed com-
parable power although the permutation-based methods
(SDCIT and KCIPT) show a slight loss in power when
n = 200. When the number of conditioning variables
increases (m = 50), SDCIT slightly loses its power
(AUPC=0.9944). In the case of KCIPT, we observed a
far smaller loss in power (AUPC=0.9703) compared to
that reported (around 0.79, Doran et al., 2014). We con-
clude that SDCIT achieves better power that is compara-
ble to or better than that of all other CI tests except KCIT.
We conjecture that the observed difference in power of
KCIT relative to SDCIT may be due to the differences
in the respective hypotheses, P

xyz

= P
x|zP

y|zP
z

versus
P
xy|z = P

x|zP
y|z .

Next, we compare the tests based on their calibratedness.
For both datasets, SDCIT and KCIPT have very consistent
null distributions with the KS statistics generally below
0.1. Also the results vary little with sample size. KCIT
demonstrates difficulty obtaining accurate null distribu-
tions for CI tests with high-dimensional conditional vari-
ables. We also report the type I error rates on the two
datasets in Figure 3. All tests except CHSIC and the KCIT
(org.) reject around 5% of samples under the null hypoth-
esis given a significance level ↵ set to 0.05.

We report the run time of SDCIT and KCIT in Table 1.
Based on a set of 300 samples of chaotic time series
data, we measured the running time on an iMac with
Core i7 3.5Ghz CPU allowing only a single thread. In
the case of SDCIT, we expect the learning of permuta-
tions will dominate the run time since BLOSSOM-V has
O (nm log n) time complexity where m =

n(n�1)
2 is the

number of edges. However, we see that the run time of



n SDCIT
b = 500

SDCIT
b = 1000

KCIT

200 0.50±0.02 0.96±0.02 1.17±0.19
400 2.41±0.07 4.60±0.07 4.68±0.75

Table 1: Running time in seconds averaged over 300
samples of chaotic time series data (including time for
kernel and distance matrices computation)
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Figure 4: Changes of performance of KCIT and SDCIT
with different choice of kernel parameters (relative to the
default median heuristic). Solid and dotted lines repre-
sent n = 400 and 200, respectively.

SDCIT increased by a factor less than 5 when the size
of data is doubled. The run time is proportional to b, the
size of empirical null distribution. Since SDCIT is triv-
ially parallelizable, the run time can be significantly re-
duced making the use of modern processors. Note that
KCIPT is about 10 times slower even when B = 25 due
to B (b+ 1) MMD computations.

5.3 ROBUSTNESS WITH RESPECT TO
KERNEL CHOICE

The median heuristic to determine the kernel param-
eter for an RBF kernel works well for both SDCIT
and KCIT in previous experiments. However, the ker-
nel choice is entirely at the user’s discretion. A well-
designed kernel-based test should be robust with respect
to the choice of kernel parameters and should have a con-
sistent null distribution. Consider a parametrized RBF
kernel, k(C)

(x, x0
) = exp

�
�Ckx� x0k2/2�2

�
, where

�2 is chosen based on the median heuristic. We explore
how KCIT and SDCIT behave as C varies from 10

�2 to
10

2. We report AUPC and KS statistics based on a set
of 300 chaotic time series datasets with ‘dependent’ and
‘independent’ modes, respectively, both with � = 0.3.

The original implementation of KCIT uses GPR to learn
a regularization parameter only with a real vector Z.
Hence, we also provide a result where empirical kernel
map for Z is approximately inferred from K

Z

(labeled as

KCIT-K
Z

in Figure 4). Our results demonstrate that SD-
CIT is robust with respect to the choice of kernel without
sacrificing well-calibratedness whereas KCIT degrades in
calibratedness as C increases.

5.4 COMPARISON OF SDCIT AND KCIPT
WITH INCREASING NUMBER OF
BOOTSTRAPS

Unlike other tests, the power of KCIPT can be adjusted
by controlling B. Hence, we compare the performance
of KCIPT with that of SDCIT as we increase the number
of bootstraps used by KCIPT. For computational reasons,
we replace the bootstrap procedure for the null distribu-
tion of KCIPT by an analytic one to cope with a large
number of bootstraps (e.g., B � 1000). Since the in-
ner null distributions are very similar to each other, we
aggregated inner null distributions {N

i

}B
i=1 where each

distribution consists of a relatively small number of ob-
servations (100). We approximate the null distribution by
N(0,Var(

S
B

i=1 Ni

)/B), which is nearly identical to the
bootstrap-based null distribution (line 10 in Alg. 1).

We used 300 samples of chaotic time series data of
n = 400 and � = 0. We inferred the appropriate value
of B to be 2145 for KCIPT to obtain power comparable
to that of SDCIT by matching the variance of null dis-
tribution of KCIPT to that of SDCIT based on the first of
the 300 samples. The rationale behind the matching is
that 1) given a sample, the test statistic of SDCIT and ex-
pected test statistic of KCIPT (i.e., B = 1) are close to
each other since both are based on the RKHS distance
to measure the effect of applying permutation(s), and 2)
similar null distributions mean similar critical values for
rejecting the null hypothesis. Note, however, that the ap-
propriate B may vary by a given sample.

With the first sample, we compared empirical null distri-
butions of SDCIT and KCIPT together with a test statistic
for SDCIT and a distribution of test statistics for KCIPT
through repeated trials with varying random seeds on
the sample (recall p-value inconsistency of KCIPT) (see
top of Figure 5). The null distribution of SDCIT are
positively-skewed (0.80), which is similar to the null dis-
tribution of MMD2

u

in a two-sample test setting (Gretton
et al., 2012) whereas KCIPT demonstrates normality be-
cause of large B. Since KCIPT test statistic is stochastic,
the p-value is also stochastic. In this example, p-value is
nearly uniformly distributed between 0 and 1. For other
samples, we observed distributions of either negative or
positive skew, shaped like staircases.

In bottom of Figure 5, we plot test statistics of KCIPT
and SDCIT on 300 samples. We observe that the p-values
of SDCIT are fairly uniformly distributed, ensuring that it
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Figure 5: Empirical distributions and p-value distribu-

tions of SDCIT and KCIPT with B = 2145 based on the

first sample (Top) and all 300 samples (Bottom) with

γ = 0.0 and n = 400.
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Figure 6: Null distributions of SDCIT and KCIPT, and

an empirical distribution of test statistics of KCIPT with

B = 20000 under the null hypothesis.

is well-calibrated. However, KCIPT starts to lose its cal-

ibratedness as the number of bootstraps is increased, re-

sulting in more p-values concentrated around the two ex-

tremes, 0 and 1. The analysis presented in Section 3.1 of-

fers an explanation of the loss of calibratedness of KCIPT

that is different from that conjectured by Doran et al.

(2014), namely, an approximation error in representing

PxzPy|z due to imperfect permutations.

In Figure 6, with the 300 samples, we illustrate the null

distribution of KCIPT and an empirical distribution of

its statistics with B = 20000. Given a very large B,

each test statistic quite accurately reflects conditional

(in)dependence of the given sample. That is, the em-

pirical distribution will not shrink as B increases un-

like a null distribution will. On the right side, we plot

two p-value distributions of KCIPT against null distribu-

tions from KCIPT and SDCIT. The dome-shaped p-value

distribution is similar to what we have observed, in an-

other simulation, with SDCIT using a bagged statistic

of MMSD (i.e., the average of empirical distribution of

MMSD) as a test statistic without modifying the null dis-

tribution.

Our results suggest that SDCIT is not simply equivalent to

KCIPT with some unknown but sufficiently large number

of bootstraps B with respect to its power and calibrated-

ness. Further, the run time of SDCIT is generally smaller

than that of KCIPT because KCIPT requires a large, data-

dependent number (say greater than 1000) to achieve

power that is comparable to that of SDCIT even if we fac-

tor in the savings achieved in run time by replacing the

empirical null distribution by an analytic approximation.

6 SUMMARY AND DISCUSSION

Doran et al. (2014) introduced KCIPT, which has the ad-

vantage of relying on a single learned permutation to re-

duce the conditional independence (CI) test to an easier

two-sample test. Based on their experimental compari-

son of KCIPT with other kernel-based CI tests (CHSIC

and KCIT), they concluded that KCIPT has power com-

petitive with that of KCIT and is well-calibrated com-

pared to other alternatives. We observed the previously

unobserved behavior of KCIPT when the number of boot-

straps is increased: KCIPT suffers from a loss of calibrat-

edness as its power increases with increase in the number

of bootstraps. Careful analysis of the behavior of KCIPT

leads us to propose SDCIT, a novel kernel-based CI test

with a new test statistic based on modified MMD esti-

mate, called Maximum Mean Self-Discrepancy. The re-

sulting test statistic is parameter-free for a given choice

of kernel and distortion measure whereas KCIPT requires

the user to specify the number of bootstraps. The re-

sults of our experiments with two benchmark datasets

demonstrate several advantages of SDCIT over other ex-

isting kernel-based CI tests. The main drawback of SD-

CIT is the absence of analytic method to approximate the

null distribution. In addition, when there are many per-

mutations minimizing given distortion measure, our test

statistic can become non-deterministic. In particular, SD-

CIT when used to test unconditional independence might

yield inconsistent p-values under the null hypothesis de-

spite maintaining its calibratedness.
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