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Multifractal Analysis of Image
Profiles for the Characterization
and Detection of Defects in
Additive Manufacturing
Metal-based powder-bed-fusion additive manufacturing (PBF-AM) is gaining increasing
attention in modern industries, and is a promising direct manufacturing technology.
Additive manufacturing (AM) does not require the tooling cost of conventional subtrac-
tive manufacturing processes, and is flexible to produce parts with complex geometries.
Quality and repeatability of AM parts remain a challenging issue that persistently ham-
pers wide applications of AM technology. Rapid advancements in sensing technology,
especially imaging sensing systems, provide an opportunity to overcome such challenges.
However, little has been done to fully utilize the image profiles acquired in the AM pro-
cess and study the fractal patterns for the purpose of process monitoring, quality assess-
ment, and control. This paper presents a new multifractal methodology for the
characterization and detection of defects in PBF-AM parts. Both simulation and real-
world case studies show that the proposed approach effectively detects and characterizes
various defect patterns in AM images and has strong potential for quality control of AM
processes. [DOI: 10.1115/1.4037891]

1 Introduction

Additive manufacturing (AM), also known as three-
dimensional (3D) printing, is a process to produce a 3D part with
complex geometries layer by layer from the computer-aided
design (CAD) models. Metal-based powder-bed-fusion additive
manufacturing (PBF-AM) provides an opportunity for modern
industries to produce arbitrarily complex, engineered geometries,
such as intricate internal features, lattice structures, and honey-
comb structures, directly from a 3D CAD model [1]. Moreover, it
also shows many other capabilities such as reduced material
waste, part consolidation, and exemption of expensive part-
specific tooling cost, which cannot be achieved otherwise with tra-
ditional manufacturing techniques.

However, many technical challenges still hamper the wide-
spread adoption of AM. Quality and repeatability remain to be
challenging in the implementation of AM technology, which has
not yet been fully addressed to meet the industrial requirements.
Processing parameters such as laser power, scan velocity, and
hatch spacing will impact the quality of final builds. Note that AM
decomposes the 3D CAD model into a series of two-dimensional
(2D) cross layers, and then materials are added layer by layer to
build the physical part. Defects often occur in the build compo-
nent due to the discontinuity of the printing process and other
extraneous factors in the process. There are different types of
defects/discontinuities encountered in AM. For example,
Tammas-Williams et al. [2] showed that pore defects generally
originate from trapped gas in the selective-electron-beam-melting
process due to partially unmelted powders under an inefficient
melting regime with a low-power laser. The “balling” defect is
due to a laser with high power environment, where the powder

material fused together excessively driven by surface tension to
form spheres that exceed the layer thickness. Li et al. [3] showed
that similar phenomenon of balling happened in stainless steel
powders in a lower power environment. Crack is the third type of
typical defects in AM processes, which occurs due to the variation
of gradient of internal thermal stress produced through the process
[4]. As the material is heating and cooling layer by layer, the gra-
dient of thermal stresses varies rapidly, leading to the AM part
cracking near the substrate interface or other areas of high residual
stress.

Rapid advancements in sensing technology provide an opportu-
nity to realize high levels of quality control of AM parts. There is
an urgent need to extract useful information from rich sensing
data and then correlate them with quality characteristics of AM
build, e.g., geometric accuracy, surface finish, and mechanical
properties. This is conducive to improve the quality and repeat-
ability of AM products. Rao et al. [5] analyzed the heterogeneous
sensor data captured by thermocouples, accelerometers, and infra-
red temperature sensor to identify failure modes and detect the
onset of process anomalies in AM processes. Chivel and Smurov
[6] integrated industrial selective-laser-sintering/melting machines
with optical systems to acquire images of the distribution and
maximum value of surface temperature of each layer to control
thermal effects in AM processes. The center for innovative mate-
rial processing through direct digital deposition (CIMP-3D) at the
Pennsylvania State University developed an optical layer-wise
imaging technique to monitor the power-bed-fusion AM process
using a consumer-grade 36.3 megapixel digital single-lens reflex
camera [7]. Among these various sensing modalities and systems,
image sensing gains special attention for process monitoring and
control of AM processes due to rich process information and low
implementation cost. However, realizing the full potentials of rich
imaging data depends to a great extent on the information process-
ing for AM quality control. Few, if any, previous works have
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considered the characterization of fractal patterns in image pro-
files for the monitoring and control of AM processes.

This paper presents a novel multifractal methodology to charac-
terize and model image profiles for quality control in AM proc-
esses. First, we introduce the fractal dimension to characterize and
quantify irregular patterns and behaviors of AM image profiles.
Second, we show that a single exponent (fractal dimension) is lim-
ited and further extract the new multifractal spectrum to describe
complex fractal behaviors of image profiles in AM processes.
Third, we extract the Hotelling T2 statistics from multifractal fea-
tures for defect characterization and detection in AM image pro-
files, and further correlate the Hotelling T2 statistics with process
parameters (i.e., hatch spacing, scan velocity, and laser power)
using multivariate regression analysis. Case studies on both simu-
lation and real-world AM processes show that the proposed
approach effectively characterizes and detects various defect pat-
terns in AM images and has strong potential for quality control in
real PBF-AM applications.

This paper is organized as follows: Sec. 2 presents the state of
the art in imaging sensing and image-based quality control in
additive manufacturing. Section 3 introduces the multifractal
methodology. Section 4 and 5 present the experimental design and
results, and Sec. 6 concludes this presented research.

2 Research Background

2.1 Image Sensing of Additive Manufacturing. Additive
manufacturing techniques, often referred as rapid prototyping and
rapid manufacturing, offer the capability of manufacturing 3D
devices and products with complex geometry directly from CAD
models, without extensive machining. Image sensing of AM proc-
esses plays an important role in the quality control of small and
highly complex AM parts.

The quality of final AM parts is highly dependent on the precise
control of process variables such as laser power, scan velocity,
and hatch spacing. Sensing systems have been widely used to
monitor and control machine variables in AM processes. Kleszc-
zynski et al. [8] used a high-resolution charge-coupled device
camera to detect errors in process stability (e.g., insufficient pow-
der, poor supports, or coater damage) and improve part quality. Bi
et al. [9] used a photodiode to monitor the reflected laser light
from the protective glass and detect possible damages in the pro-
tective cover lens that often causes distorting and attenuation of
the laser beam. Reutzel and Nassar [10] built an imaging system
with a filtered camera to inspect powder delivery and flow charac-
teristics for the detection of damaged or clogged nozzles that
introduces inconsistencies in the quality of AM products.

In addition, various thermal and optical devices are used to
monitor in-process temperature distribution and layer-by-layer fin-
ishes for quality control of final AM builds. The infrared camera
is used to capture temperature distribution of 3D printed parts,
which contains invaluable information related to residual stress
and microstructures of fabricated products, and can be further
implemented to monitor and control AM processes. Krauss et al.
[11] monitored the temperature distribution of 3D printing layers
in the selective laser melting process using an infrared camera,
and detected material discontinuities and process deviations
caused by random process errors or drifts in process parameters.
Rodriguez et al. [12] acquired the absolute temperature of melted
or solid surfaces layer by layer in PBF-AM processes using in situ
thermography, and further used the infrared images to identify
absolute thermal nonuniformity of the part’s layer surface for the
quality control of AM processes.

High-speed and high-resolution cameras with visible wavelength
have also been implemented for directly imaging defects in AM
layers to detect process errors and material discontinuities.
Jacobsm€uhlen et al. [13] built a high-resolution imaging device to
inspect laser-beam-melting systems. Their imaging system was
formed by a monochrome 29 megapixel charge-coupled device

camera, and was able to identify topological flows and control the
quality of 3D layers. Foster et al. [7] collected in-process images of
layer-by-layer finishes of AM parts both after laser exposure and
after recoating using a high-definition 36.3 megapixel digital single-
lens reflex camera (Nikon D800E) with multiple flash modules.
Grasso et al. [14] monitored the selective-laser-melting process
using a high-speed camera, i.e., an Olympus I-speed 3 camera, and
showed that this imaging system was able to provide AM images to
detect and localize defects caused by overheating phenomena.

Industrial computed tomography (CT) scanning is also widely
implemented to inspect the quality of final AM builds. The X-rays
in a CT scanner are directed at the parts to capture images related
to the internal and external structures of AM builds. There are sev-
eral hundreds to thousands of 2D X-ray images to reconstruct the
3D structure of AM parts. For example, Pavan et al. [15] proposed
an X-ray CT-based quality control approach to analyze porosity
and shape deviation in polymers AM process using laser sintering.
Dewulf et al. [16] proposed to use X-ray CT-scan to investigate
the impact of laser-sintering scanning parameters on the distribu-
tion of pores in the polyamide-12 parts.

Layer-wise image profiles produced in 3D printing processes
contain rich information related to structures of AM products. It is
imperative to extract useful information from image profiles to
identify internal defects, i.e., balling, pores, and cracks, in AM
parts, which is critical for the optimal design of AM processes and
effective control of process parameters such as laser power, scan
velocity, and hatch spacing.

2.2 Image-Based Quality Control. The methods of image-
based quality control involve a sequence of steps, i.e., image
acquisition, image preprocessing, feature extraction, and process
monitoring and control. First, image profiles are preprocessed
before extracting useful information, e.g., background separation,
de-noising, and image compression. Next, quality-related features
and characteristics are extracted to represent input images.
Finally, the extracted features are further reduced into a smaller
set of quality statistics (or variables) for process monitoring and
control. A thorough review on different methods of image-based
quality control can be referred to Ref. [17]. Some commonly used
image-based methods are introduced as follows.

Univariate control charts are usually designed for monitoring
image profiles. For example, Nembhard and Kao [18] developed a
forecasting algorithm to monitor color transitions in plastic extru-
sion processes. The exponentially weighted moving average con-
trol charts were integrated with the forecasting system to identify
the end of the color transition stage. Liang and Chiou [19] used
X-bar control charts with 3r limits to automatically monitor the
tool wear of coated drills. However, univariate control charts only
monitor one characteristic at a time, which disregards significant
information contained in the images. In order to address the limi-
tations in univariate control charts, multivariate control charts are
used to monitor more than one quality characteristic simultane-
ously. Graham et al. [20] used principal component analysis to
measure the ladle eye phenomenon in metallurgy, and then
applied Hotelling T2 control charts to monitor the validity of their
ladle eye area predictions. Although multivariate charts consider
multiple characteristics of the image data, they do not specifically
consider the spatial information of image profiles.

Furthermore, spatial control charts have also been proposed to
detect the location of defects in the images. For example, Jiang
et al. [21] combined analysis of variance with spatial control
charts, i.e., exponentially weighted moving average charts, to
inspect the uniformity of high-grade liquid crystal display moni-
tors and detect the type, size, and location of defects. Kam et al.
[22] proposed to assess the spatial uniformity of particle distribu-
tions based on scanning electron microscope images to conduct
quality control in manufacturing processes. The images were first
preprocessed into binary images with black particles representing
the original morphology. Then, the spatial uniformity of these
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images was assessed according to the global Shannon entropy
measure. Yan et al. [23] developed an image-based process moni-
toring approach by assessing the spatial and color information of
image data using low-rank tensor decomposition. Kan and Yang
[24,25] proposed a dynamic network scheme to represent, model,
and control time-varying image profiles. A new network-
generalized likelihood ratio chart was developed to detect the
change point in the underlying dynamics of complex processes.
However, these methods do not account for nonlinear and fractal
patterns in real-world images. Very little has been done to charac-
terize multifractal patterns in image profiles for quality monitor-
ing and control of AM processes.

2.3 Fractal Patterns of AM Images. It is well known that
the natural world surrounding us typically consists of complex,
rough, and ragged surfaces, which are often referred as fractal
surfaces. Various physical objects demonstrate fractal behaviors.
For example, mountain terrains and natural soil structures gener-
ally exhibit self-similarity across spatial scales. The human heart
is formed of a fractal network of myocardium cells. Fine surface
textures in manufacturing demonstrate fractal behaviors over a
range of scales [26]. Posadas et al. [27] investigated the fractal
patterns in soil images to quantify the soil properties and charac-
terize different soil pore systems. Yang and Chen proposed the
fractal approach to analyzing irregular patterns in physiological
signals for real-time monitoring of patient conditions [28] and fur-
ther develop simulation models of reaction–diffusion dynamics on
fractal surfaces, which is implemented to model the propagation
and conduction of electrical waves in the human heart [29]. In
addition, Kan et al. and Chen et al. investigated the fractal patterns
in the vibration signals to predict the quality of surface finishes in
ultraprecision machining processes [30,31].

Although many of the AM parts appear to have smooth surfaces
with visual inspection, nonlinearity and irregularity are inherent to
the structure of AM parts. Imaging sensing systems capture pro-
cess dynamics of every layer in AM builds in the form of 2D
image profiles. Each layer of AM processes is rough and, under
oblique lighting conditions, appears irregular under high-
resolution cameras. In order to demonstrate the roughness and
nonlinear patterns of layer surfaces in AM processes, we have
simulated three different types of surfaces, i.e., rough, sinusoidal,
and random variations, as shown in Figs. 1(a)–1(c), where the
value of z-coordinate represents the surface roughness. Note that
the pixel intensity of 2D images in Figs. 1(d)–1(f) is proportional
to the surface roughness. Later, we will show that fractal analysis

effectively quantifies the nonlinear patterns in these image profiles
and is able to differentiate different types of anomalies.

It may be noted that a single fractal dimension was used to
investigate the scale effects in surface metrology, and experimen-
tal results showed that scale-invariant parameters may not be the
best means for surface characterization in the traditional manufac-
ture [26,32]. However, very little has been done to study the mul-
tifractal spectrum in manufacturing metrology. Notably,
multifractal analysis focuses on the nonlinear patterns (i.e., irregu-
larity, singularity) in the image profiles, rather than a single fractal
dimension for scale-invariant characterization of engineered
surfaces. In addition, there are few, if any, other investigations of
image-based process monitoring in additive manufacturing that
monitor and assess fractal patterns or multifractal behaviors of
AM image profiles. Therefore, we propose to investigate the mul-
tifractal spectrum of image profiles for the process monitoring and
quality control in PBF-AM processes.

3 Multifractal Analysis of Imaging Profiles

As shown in Fig. 2, this paper presents a novel multifractal
methodology to characterize and model AM images for quality
control in 3D printing processes. First, the concept of “fractal
dimension” is introduced to describe the average behaviors of
image profiles. Second, we characterize local variations of image
data using the multifractal spectrum. Third, the Hotelling T2 statis-
tics are extracted from the multifractal spectrum for the identifica-
tion and characterization of defects in AM images.

3.1 Fractal Dimension. Fractals are irregular geometric
objects that cannot be sufficiently specified using topological
dimensions. Fractal objects are self-similar, i.e., if one zooms in or
out the fractal set, its geometric shape has a similar appearance.
Hence, fractal dimension is introduced to describe such “infinitely
complex” fractal objects (or shape). Fractal sets have theoretical
dimensions that exceed their topological dimensions and can be
noninteger values. Fractal dimension specifies the complexity of a
fractal object by measuring the changes of coverings relative to the
scaling factor. It also characterizes the space-filling capacity of a
fractal object with respect to its scaling properties in the space. In
practice, the relationship between scaling and covering is often dif-
ficult to be determined. Generally, the variation of the number of
coverings, N(�), with respect to the scaling factor �, is expressed as

Nð�Þ / ��D (1)

Fig. 1 Three different types of surfaces—(a) rough, (b) sinusoidal, (c) random, and their 2D images (d)–(f)
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where D is the fractal dimension. Equation (1) is a scaling (or
power) law that has been shown to describe the size distribution
of many objects in nature. The so-called box-counting method is
widely used to estimate the fractal dimension of an irregular
object. The basic idea is to cover a fractal set with measure ele-
ments (e.g., box) at different sizes and examine how the number
of boxes changes with respect to the size [33,34]. If N(a) is the
number of boxes that are needed to cover a fractal object with the
size a, then the box-counting dimension DB is defined as

DB :¼ lim
a!0

lnN að Þ
ln 1=að Þ (2)

However, the monofractal analysis (i.e., a single fractal dimen-
sion) is limited in the ability to fully characterize complex scaling
behaviors of many irregular objects in the real world [27]. The
fractal dimension D characterizes the average behaviors of the
image profiles via the scaling law, and profiles with different lev-
els of roughness may have the same fractal dimension [35]. There-
fore, monofractal analysis is limited in the ability to provide
useful information on local fractal behaviors of the images.

3.2 Multifractal Spectrum. The multifractal analysis utilizes
a spectrum of singularity exponents to provide a detailed and local
description of complex scaling behaviors. In order to quantify
local densities of the fractal set, we estimate the mass probability
in the box centered at xi of the image as

PiðaÞ ¼ NiðaÞ=N (3)

where Ni(a) is the number of mass or pixels in the ith box of size
a, N is the total mass of the set. It may be noted that the scaling of
mass probability Pi(a) with box size a of a multifractal set also
follows the power law; it varies as:

PiðaÞ / aai (4)

where ai is the singularity exponent characterizing the local scal-
ing in the ith box. In other words, these exponents represent local

fractal behaviors of the mass probability Pi(a) around the center xi
of a box with size a, and it can be estimated from Eq. (4) as

ai ¼ a xið Þ ¼ lim
a!0þ

lnPi að Þ
ln a

(5)

The multifractal spectrum f(a) is the fractal dimension of the set
of locations x’s such that a(x)¼ a

f ðaÞ ¼ DFðfx : aðxÞ ¼ agÞ (6)

where DF is the fractal dimension. The multifractal spectrum f(a)
provides a statistical distribution of singularity exponents ai.
Moreover, the number of boxes N(a) where the mass probability
Pi(a) has singular exponent value between a and aþDa also fol-
lows the power law with size a and multifractal spectrum f(a), i.e.,

NðaÞ / a�f ðaÞ (7)

Equation (7) is the generalized form of Eq. (1) for the multifractal
sets. In addition, the multifractal spectrum is estimated from
Eq. (7) as

f að Þ ¼ lim
a!0

lnN að Þ
ln 1=að Þ (8)

Traditionally, f(a) is estimated via the Legendre transformation
[36] as

f ðaÞ ¼ qa� sðqÞ
aðqÞ ¼ dsðqÞ=dq (9)

where q is the moment and s(q) is the mass exponent of the qth
order moment. Moreover, the multifractal measures can be char-
acterized by the scaling of the qth moments of Pi(a) as

XNðaÞ
i¼1

P
qðaÞ
i / asðqÞ ¼ aðq�1ÞDq (10)

where Dq ¼ sðqÞ=ðq� 1Þ is the generalized fractal dimension. It
may be noted that when q¼ 0, Eq. (10) becomes NðaÞ / a�D0 ,

Fig. 2 Flowchart of research methodology
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which is similar to Eq. (1). In other words, the generalized fractal
dimension Dq is the same as box-counting dimension DB when
q¼ 0. Moreover, when q¼ 1 and q¼ 2, the generalized fractal
dimensions D1 and D2 are known as the entropy dimension and
the correlation dimension, respectively. The entropy dimension
characterizes the change of information entropy with the size of
boxes, and the correlation dimension quantifies the correlation of
measures in the boxes.

However, in order to determine the multifractal spectrum f(a)
through Legendre transformation, one needs to first smooth the Dq

curve and then use the Legendre transformation. The smoothing
procedure not only causes additional errors to the estimation of
f(a) but also misses phase transitions when it exhibits discontinu-
ities. Therefore, we estimate the multifractal spectrum f(a) using a
direct method [37]. A normalized measure li(q, a) is defined as
qth moments of mass probability Pi(a)

li q; að Þ ¼ Pq
i að Þ

XN að Þ

i¼1

Pq
i að Þ

(11)

Then, the multifractal spectrum f(a) can be directly computed as

f a qð Þð Þ ¼ lim
a!0

XN að Þ

i¼1

li q; að Þ ln li q; að Þð Þ
ln a

(12)

In addition, the average value of the singularity exponent a(q) can
be computed with respect to li(q, a) according to Eq. (5) as

a qð Þ ¼ lim
a!0

XN að Þ

i¼1

li q; að Þ ln Pq
i að Þ� �

ln a
(13)

Therefore, the multifractal spectrum f(a) and singularity exponent
a(q) are implicit functions of the moments q. In other words, for each
value of q, f(q) and a(q) are obtained from the slope of numerators of
Eqs. (12) and (13) versus ln a. Figure 3(a) shows the estimated a(q)
and f(q) of the image shown in Fig. 1(d). Note that the two curves are
tangent to each other at q¼ 1, which is true according to Eqs.
(11)–(13). Figure 3(b) shows the corresponding multifractal spec-
trum, where the maximum value of f(q) is found at q¼ 0. Figure 3(c)
shows the comparison of multifractal spectra of the images in Figs.
1(d)–1(f). It is worth noting that the spectrum is not symmetric with
a long tail when q is negative. This is due to the fact that the variation
of f(a(q)) and a(q) with respect to q is more sensitive when q< 0
because of the probability Pi(a) that is between 0 and 1.

3.3 Characterization of Multifractal Spectrum Using
Hotelling T2 Statistics. Furthermore, we propose to extract the
Hotelling T2 statistics from multifractal spectrum of image

profiles to determine whether there is a significant shift or change

in the AM process. Let Fm�p ¼ ½f 1; f 2;…; fm�T, and

Am�p ¼ ½a1; a2;…; am�T, where f i ¼ ½f ðq1Þ; f ðq2Þ;…; f ðqpÞ�T;
ai ¼ ½aðq1Þ; aðq2Þ;…; aðqpÞ�T, m is the number of sample images,
p is the length of q-vector, and qi 2 [–1, 1]. Then, the Hotelling T2

statistics of f and a for sample i are defined as T2
f ¼

ðf i � �f ÞTR�1
f ðf i � �f Þ and T2

a ¼ ðai � �aÞTR�1
a ðai � �aÞ, respec-

tively. Here, �f and �a denote the sample mean of f-feature and a-
feature; Rf and Ra denote the sample covariance matrix of f-
feature and a-feature, respectively. The upper control limit

of Hotelling T2 statistic is: UCL ¼ pðmþ 1Þðm� 1Þ=m2

�mpFa;p;m�p, where Fa;p;m�p is the upper 100a% of F distribution
with degrees-of-freedom of p and m – p.

However, the dimensionality of feature vectors is large and
thereby potentially leads to the issue of “curse of dimensionality.”
In order to reduce the dimensionality, the feature matrix F or A is
projected into its eigenspace using the singular value decomposi-
tion, and a set of linearly independent principal components is
used to represent the original feature space. Specifically, taking
the F matrix as an example, F is first centered by subtracting the

sample mean as Fc ¼ ½f 1 � �f ; f 2 � �f ;…; f p � �f �T. Then, Fc is

decomposed as Fc ¼ UkVT, where U and V are m�m and p� p
orthonormal matrices, respectively. k is a matrix with nonzero ele-
ments in the diagonal, with k11 � k22 � … � kpp � 0, which are
the eigenvalues of Fc. The corresponding principal components

are defined as Z ¼ Fc � V ¼ UkVTV ¼ Uk. Moreover, the origi-

nal feature matrix can be reconstructed as Fc ¼ ZV�1 ¼ ZVT.
Then, the sample covariance matrix can be reformulated as

R ¼ FT
cFc

m� 1
¼ VZTZVT

m� 1
¼ VkTkVT

m� 1
¼ diag k2ð Þ

m� 1
(14)

where diag(k2) is a diagonal matrix whose elements are
kii; i ¼ 1; 2;…; p. Then, the T2 statistic can be calculated as

T2
i ¼ ZiV

TR�1VZT
i ¼ m� 1ð ÞZiV

Tdiag k�2ð ÞVZT
i

¼ m� 1ð Þ
Xp
k¼1

Z2
ik

k2kk
(15)

Accounting for the first s (s< p) principal components, the Hotel-
ling T2 statistic becomes

T2
s ið Þ ¼ m� 1ð Þ

Xq
k¼1

Z2
ik

k2kk
(16)

The Hotelling statistics T2 is then utilized to characterize the
differences in multifractal spectra f(q) and a(q) of AM image pro-
files. The proposed approach of multifractal analysis will be eval-
uated and validated in experimental studies detailed in Sec. 4.

Fig. 3 (a) Illustration of f(q) and a(q) estimated in the range of q values from –3 to 3, (b) Illustration of f(a) spectrum, and (c)
Multifractal spectra for the images of rough surface, sinusoidal surface, and random surface in Fig. 1
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4 Materials and Experimental Design

In this investigation, we evaluate and validate the proposed
methodology with both simulation study and real-world applica-
tion. Materials and experimental details are described in Secs. 4.1
and 4.2

4.1 Simulation Study. In order to evaluate the monitoring
performance of multifractal analysis for image profiles, three
types of patterns are simulated, i.e., single-cluster, matern-cluster,
and line patterns. For each type of pattern, we also simulated four
levels of dispersion, i.e., L4, L3, L2, and L1. Note that, 100 real-
izations are generated for each dispersion level of each pattern.
Examples of the generated patterns are shown in Fig. 4, and the
detailed procedure is illustrated as follows:

(1) Single-cluster patterns: These patterns are divided into two
parts. One is r% of points, following a Poisson distribution,
generated within a circle at the center of the study region.
And another is the remaining (100 – r)% of points, also fol-
lowing a Poisson distribution, generated within the entire
region. Four levels of r are considered in the simulation
studies, i.e., 80(L4), 70(L3), 60(L2), and 50(L1),
respectively.

(2) Matern-cluster patterns: These patterns are generated by
two steps. First, ten parent points are generated with a Pois-
son distribution. Second, each parent point is replaced by
ten random points within a circle of radius rm. Four levels

of radius rm are considered as follows: 0.05(L4), 0.1(L3),
0.2(L2), and 0.3(L1), respectively.

(3) Line patterns: These patterns also follow two steps: we first
generate points following Poisson’s distribution on two
cross lines. Then, each point is randomly moved within a
circle of radius rl centered at its original location. Four lev-
els of radius rl are as follows: 0.02(L4), 0.05(L3), 0.1(L2),
and 0.15(L1), respectively.

4.2 Real-World Application in Additive Manufacturing.
In the present investigation, the proposed multifractal analysis is
further implemented to analyze image data from a PBF-AM build
fabricated at the CIMP-3D of the Pennsylvania State University.
The AM build in Fig. 5(a) is fabricated in a direct metal laser sin-
tering process that is carried out inside the EOS M280 system and
parts are coated with an epoxy layer to prevent outgassing from
the high-vacuum environment.

The CT scans of the studied AM build in Fig. 5(a) were col-
lected with a GE vTomex M300 microfocus X-ray CT scanner,
and are processed using the Volume Graphic software to extract
the 2D image profiles of every layer in the 3D AM builds, as
shown in Figs. 5(b) and 5(c). These images are 817� 812 pixels
with a pixel size of 176.25lm. We studied three types of simu-
lated defects, designated here as balling, crack, and pore, that
were included as modifications to the AM image profiles in order
to evaluate the performance of multifractal spectrum for the detec-
tion and characterization of AM defects. In addition, we

Fig. 4 Examples of simulated patterns with varying degrees of dispersion
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investigate the effect of PBF printing conditions, i.e., hatch spac-
ing (H), scan velocity (V), and laser power (P), on the multifractal
characteristics of defect patterns in AM image profiles using the
multivariate regression analysis.

5 Experimental Results

5.1 Simulation Study. Three types of simulated patterns are
studied in the present investigation, i.e., single-cluster patterns
with one single cluster in the center, matern-cluster patterns with
ten clusters, and line patterns with two-line-cross-shape clusters.
Four levels of dispersion for each type of patterns are considered
in the present investigation.

Figure 6(b) shows the multifractal spectra of the three simulated
patterns, i.e., single-cluster, matern-cluster, and line patterns at
dispersion level L2 as shown in Figs. 6(b)–6(d), together with the
pattern that is completely random as shown in Fig. 6(a). Each
spectrum is an average of 100 samples of each pattern. It may be
noted that each pattern demonstrates different spectrum shape,
which indicates that multifractal spectrum is able to differentiate
the pattern of different images. Note that the single fractal dimen-
sions D0, i.e., the maximum value of f(a) and the spectrum range
are significantly different from each other in this simulation study.

Figure 7 illustrates the variation of D0 with respect to dispersion
levels for the three simulated patterns. Notably, the single fractal
dimension D0 decreases monotonically as the degrees of disper-
sion increase for all simulated patterns, i.e., single-cluster,
matern-cluster, and line patterns. Such results agree very well

with the definition of D0 in Eq. (2). According to Eq. (2), when
the scale of the counting box a is small enough, the numbers of
boxes covering the simulated images under different dispersions
will be the same. When the scale a increases, the numbers of cov-
ering box will decrease for all the simulated images. However, the
more dispersed images require more counting boxes to cover the
entire area than the less dispersed images, which leads to a smaller
slope of ln N(a) with ln (1/a), i.e., a smaller D0. It is worth noting

Fig. 5 (a) Actual build components from the AM process, (b) 3D visualization of CT scan, and (c) sliced CT-scan
image

Fig. 6 (a) Four different types of simulated images: 1-random pattern, 2-single cluster, 3-matern cluster, and 4-
line pattern (Note: the graphs of 2, 3, and 4 are with dispersion level of L2) and (b) multifractal spectra of the four
different graphs

Fig. 7 The variation of single fractal dimension D0 with respect
to the dispersion level
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Fig. 8 (a) AM image profiles. (Note: 1 — with no defect; 2 — with balling defect; 3 — with crack defect; 4 — with
pore defect.) and (b) multifractal spectrum of each image in (a).

Table 1 T2 statistic and multifractal dimensions of AM images with no defect and with balling, crack, and pore defects

Type T2
a T2

f a(–1) a(0) a(1) f(–1) f(0) a(–1) – a(1) D1 – f(–1)

No defect 4.9 4.9 2.09969 2.09821 2.09708 2.09685 2.09763 2.61� 10�3 2.4� 10�4

Balling 5.932E4 5.936E4 2.10066 2.09843 2.09689 2.09643 2.09763 3.77� 10�3 4.6� 10�4

Crack 6.287E3 6.344E3 2.10014 2.09829 2.09702 2.09663 2.09763 3.12� 10�3 3.9� 10�4

Pore 1.036E3 1.037E3 2.10004 2.09828 2.09703 2.09669 2.09763 3.01� 10�3 3.4� 10�4

Fig. 9 Spectra of images with different sizes of pore defects
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that the single fractal dimension of matern-cluster and line pattern
are greater compared to that of single-cluster, which is also due to
the fact that single-cluster pattern is more dispersed than matern-
cluster and line patterns. The experimental results show that the
single fractal dimensions extracted from the simulated image data
are significant indicators of the degree of dispersion and the multi-
fractal spectrum has strong potentials to fully differentiate differ-
ent patterns in AM images and can be further implemented to
characterize the defect patterns in AM build component.

5.2 AM Applications—Defect Characterization
and Detection

5.2.1 Multifractal Analysis of Different Types of Defects. As
shown in Fig. 8(a), we studied three types of simulated defects
designed to represent possible results from balling, cracking, or
porosity that were added to individual images extracted from the
post-build CT-scan of real parts. Note that 100 images of each
type of defect and 100 images with no defects are analyzed.
Figure 8(b) shows the corresponding multifractal spectra. Notably,

the multifractal analysis of the image with no defect shows a
shorter right tail compared with the ones with defects, which is
consistent with the fact that the AM CT-scan image with defects
is more heterogeneous than the one with no defect. It is worth not-
ing that the spectrum of the balling defect has the longest right
tail, and the one with pore defect has a relatively shorter tail in the
spectrum. It may be also noted that the value of D0 (i.e., f(a0)) is
around 2.09763 for all the cases. This is due to the fact that D0 ¼
lima!0 lnNðaÞ=lnð1=aÞ when q¼ 0, and all the post-build CT-
scan images share the same image size. This suggests that the
dimension of single fractal, i.e., D0, is not sufficient to character-
ize the defects in real-world CT-scan images.

The heterogeneity of the images can be assessed by the magni-
tude of differences in the values of D1 and f(–1) or in the values of
a–1 and a1. The difference D1 – f(–1) in the f(a) axis and a–1 – a1
in the a axis indicate the heterogeneity of an image, which can be
further used to differentiate the type and size of defects in image
profiles. Table 1 shows the T2 statistics of f-feature and a-feature
and multifractal dimensions of four different kinds of images (i.e.,
with no defect, with balling, crack, and pore defects). The 5%

Table 2 T 2 statistics and multifractal dimensions of AM images with pore defect of different size and different number

T2
a T2

f a(–1) a(0) a(1) f(–1) f(0) a(–1)–a(1) D1–f(–1)

Number N1 1.593E3 1.586E3 2.10023 2.09836 2.09694 2.09664 2.09763 3.29� 10�3 3.0� 10�4

N2 6.189E3 6.164E3 2.10042 2.09840 2.09691 2.09655 2.09763 3.51� 10�3 3.6� 10�4

N3 1.368E4 1.364E4 2.10061 2.09843 2.09689 2.09646 2.09763 3.72E-3 4.3� 10�4

Size S1 278 279 2.10015 2.09835 2.09695 2.09668 2.09763 3.20� 10�3 2.7� 10�4

S2 2.80E3 2.79E3 2.10029 2.09837 2.09693 2.09661 2.09763 3.36� 10�3 3.2� 10�4

S3 5.93E4 5.94E4 2.10066 2.09843 2.09689 2.09643 2.09763 3.77� 10�3 4.6� 10�4

Fig. 10 Spectra of images with different number of pore defects
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UCLs for both the a and f features are 12.16. Both T2
f and T2

a of
the images with defects are significantly higher than the UCL,
indicating a significant inhomogeneity level. In addition, D1 –
f(–1) and a–1 – a1 are the smallest for the image with no defect,
and the post-build CT scan image with balling defects has the
highest values of D1 – f(–1) and a–1 – a1.

Furthermore, we conduct experiments to assess the effects of
the size and number of defects on the shape of the multifractal
spectrum. Figure 9(a) shows the multifractal spectra of images
with no defect and with pore defect of three different sizes, i.e.,
S1, S2, and S3 as shown in Fig. 9(b). Figure 10(a) shows the mul-
tifractal spectra of images with no defect and with pore defect of
three different numbers, i.e., N1¼ 4, N1¼ 8, and N1¼ 12 as
shown in Fig. 10(b). Notably, as the size of or the number of
defects increases, the shape of the multifractal spectrum becomes
more asymmetric. As shown in Table 2, when the size of defect
increases from S1 to S3 or when the number of defects increases
from N1¼ 4 to N2¼ 12, both D1 – f(–1) and a–1 – a1 increase
monotonically. In addition, the Hotelling T2 statistics increase
monotonically with the degree of defects in the image profiles.
Such experimental results show that Hotelling T2 statistic of the
multifractal spectrum is an effective characteristic that captures
the inhomogeneity of AM images. In Sec. 5.2.2, the Hoteling T2 is
further correlated with PBF-AM process parameters (i.e., hatch
spacing, scan velocity, and laser power) to quantify the effects of
different process conditions on the multifractal characteristics of
AM images.

5.2.2 Impact of Process Conditions on Multifractal Charac-
teristics of PBF-AM Images. Furthermore, we investigated the
effect of PBF-AM process parameters on the multifractal charac-
terization results of defect patterns in AM image profiles. The
parts analyzed were printed by varying the hatch spacing (H),
scan velocity (V), and laser power (P). Figure 11 outlines seven
groups of parts under different process conditions. The nominal
process condition is (H0, V0, P0)¼ (0.12mm, 1250mm/s, 340W).
The other six process conditions are: H25þ ¼ ðð1þ
25%ÞH0; V0; P0Þ; H50þ ¼ ðð1þ 50%ÞH0; V0; P0Þ; V25þ ¼
ðH0 ð1þ 25%Þ; V0; P0Þ; V50þ ¼ ðH0ð1þ 50%Þ; V0; P0Þ; P25�
¼ ðH0; V0ð1� 25%Þ; P0Þ, and P50� ¼ ðH0; V0ð1� 50%Þ; P0Þ.

In total, 120 CT-scan images are studied in the present
investigation.

Figure 12 shows the multifractal spectra of 120 images under
different printing conditions. It may be noted that the variations of
printing conditions lead to distinct multifractal spectra. Each
printing condition produces one group of multifractal spectra that
are different from each other (e.g., color, range in Fig. 12). The
50% decrease in power (i.e., P50–) yields the most significant
impact on multifractal characteristics (i.e., farthest from other
groups in top right corner of Fig. 12). This implies that higher het-
erogeneity exists in the layers of AM parts under this printing con-
dition. In addition, the increase in hatch spacing and velocity
leads to the multifractal spectra that are different from the nominal
condition (i.e., (H0, V0, P0)). Such experimental results show that
multifractal characteristics effectively reveal hidden features in
PBF-AM images that are strongly correlated with the variations of
printing conditions. This is conducive to the quality control of 3D
AM processes.

Further, we develop a regression model to investigate the
effects of process parameters on multifractal characteristics. In
other words, we aim to study the relationship between (H, V, P)
and Hotelling T2 statistics using multivariate regression analysis.
Here, the Hotelling T2 statistic is calculated based on the com-
bined features of f(q) and a(q). Before the regression analysis,
we use the power transformation to transform the response vari-
able y to improve variance stabilization and reduce the
heteroscedasticity

z ¼ f yð Þ ¼
yk � 1

k
k > 0

log y k ¼ 0

8><
>:

(17)

where y represents the Hotelling T2 statistic. The optimal value k*

is selected to be -0.0743181 that provides the most parsimonious
model with no unusual patterns in the residual plots. Based on the
transformed data z, the resulted model is as follows:

z ¼ �66:80741� 0:28893Pþ 0:09680V þ 359:13189H

þ 0:00049P2 þ 0:00003V2 � 853:08962H2 (18)

Fig. 11 Layout of the build setup. Note: The top left corner is the design of experiments to print seven groups
of parts under different process conditions, i.e., (H0; V0; P0); H251 5 ((1125%)H0; V0; P0); H501 5 ((1150%)
H0; V0; P0); V251 5 (H0(1125%); V0; P0); V501 5 (H0(1150%); V0; P0); P252 5 (H0; V0(1225%); P0), and P502

5 (H0; V0(1250%); P0).
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Regression results show that this model is with R2¼ 86.76%, and
P, V, P2, and V2 have p-value of zero, and H and H2 have p-values
of 0.002 and 0.024, respectively. All the parameters are significant
in confidence level of 95%. It may also be noted that the power
and velocity have more significant effects on the variation of
Hotelling T2 statistics than hatch spacing. Equation (18) shows
that if we decrease the laser power, increase the scan velocity, and
increase the hatch spacing from the nominal setting, Hotelling T2

statistics will be increased. In other words, the heterogeneity of
PBF-AM images is increased, which indicates an increasing level
of defects. The regression results are consistent with the distribu-
tion of multifractal spectra in Fig. 12. Figure 13 shows the resid-
ual plots that provide diagnosis results of the regression model.
There is no systematic pattern in the residual plots (i.e., Figs.
13(b) and 13(d)) and they show parallel bands centered around
zero. In addition, the normal probability plot in Fig. 13 (a) and the

Fig. 12 Multifractal spectra of the 120 CT-scan images

Fig. 13 Residual diagnosis of the regression model
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histogram plot in Fig. 13(c) show that the normality assumption is
validated.

6 Conclusions

Additive manufacturing techniques have been widely used to
produce 3D parts with complex geometries. Quality control is one
of the major bottlenecks in current AM practice. Realizing high
levels of quality and repeatability calls for sensor-based monitor-
ing and control of the AM process. Imaging sensing of 3D print-
ing processes provides engineers with AM images containing rich
information about both internal and external structures of AM
builds. It is imperative to characterize and model image profiles
for defect detection and quality control in AM processes. In tradi-
tional image-based methods, quality-related features, and charac-
teristics are extracted after preprocessing the image profiles. The
extracted features are further investigated for process monitoring
and quality control. However, little has been done to investigate
the nonlinear properties and fractal patterns inherent to the real-
world image profiles for the monitoring and quality control in AM
processes.

This paper proposes a novel approach of multifractal analysis
of image profiles for quality control in AM processes. Multifractal
analysis captures spatial variations inherent to AM images by
resolving local densities and irregularities, and provides the char-
acterization results in the form of multifractal spectrum. The
Hotelling T2 statistics of the multifractal spectrum represent the
heterogeneity of image profiles (i.e., large values indicate higher
heterogeneity), which can be further utilized to investigate the
type and size of defects induced in AM parts. The performance of
the proposed multifractal methodology is evaluated in both simu-
lation study and real-world AM applications. In addition, we
investigated the effect of PBF-AM process printing conditions
(i.e., laser power, scan velocity, and hatch spacing) on the multi-
fractal characterization results of defect patterns in AM image
profiles. Experimental results show that the proposed multifractal
approach effectively characterizes and detects the defects in layer-
wise AM image profiles. The laser power yields the most signifi-
cant impact on multifractal characteristics than the scan velocity
and hatch spacing. This work presents a new and effective
approach to efficiently monitor AM processes and shows strong
potential to help improve the levels of quality and repeatability of
AM parts.
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