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Abstract—Industrial automation has emerged as an important
application of wireless sensor-actuator networks (WSANs). To
meet stringent reliability requirements of industrial applications,
industrial standards such as WirelessHART adopt Time Slotted
Channel Hopping (TSCH) as its MAC protocol. Since every link
hops through all the channels used in TSCH, a straightforward
policy to ensure reliability is to retain a link in the network
topology only if it is reliable in all channels used. However, this
policy has surprising side effects. While using more channels may
enhance reliability due to channel diversity, more channels may
also reduce the number of links and route diversity in the network
topology. We empirically analyze the impact of channel selection
on network topology, routing, and scheduling on a 52-node
WSAN testbed. We observe inherent tradeoff between channel
diversity and route diversity in channel selection, where using
an excessive number of channels may negatively impact routing
and scheduling. We propose novel channel and link selection
strategies to improve route diversity and network schedulability.
Experimental results on two different testbeds show that our
algorithms can drastically improve routing and scheduling of
industrial WSANs.

I. INTRODUCTION

Wireless sensor-actuator networks (WSANs) have been

increasingly adopted as a communication infrastructure for

process industries such as oil refineries and chemical plants.

Wired networks are often costly to deploy and maintain in

industrial environments, and they are also difficult to recon-

figure to accommodate new production process requirements.

In contrast, WSANs make it easy to retrofit existing industrial

facilities without running cabling for communication and

power. IEEE 802.15.4 based WSANs are designed to operate

at low data rates and can be manufactured inexpensively,

which makes them ideal for industrial process applications

running on battery-powered embedded systems where en-

ergy consumption and costs are often important. Industrial

applications have critical demands for reliable and real-time

communication in harsh environments, which pose distinctive

challenges for WSANs in preserving the stability and control

performance of a plant. Failing to meet these demands can lead

to production inefficiency, safety threats, and financial loss.

These stringent requirements differentiate industrial WSANs

from traditional wireless sensor networks (WSNs), which

require only best effort service [1].

With almost a decade of real-world deployments, the Wire-

lessHART standard [2] has shown it can achieve reliable low-

power wireless communication in industrial environments and

has become a leading wireless standard for industrial process

applications. To support reliable and real-time communication

in harsh environments, WirelessHART incorporates a set of

specific design choices. For instance, WirelessHART adopts

a centralized network architecture. It employs a TSCH (Time

Slotted Channel Hopping) [3] at the MAC layer on top of

the IEEE 802.15.4 physical layer. It also supports channel

blacklisting to avoid poor channels, which is the focus of this

paper.

WirelessHART uses a network-wide channel blacklisting

approach in which all devices in the network blacklist the same

set of channels. The network operator performs by measuring

the wireless channel’s condition and then manually blacklist-

ing channels where a large number of external wireless signals

were observed during the measurement. Unfortunately, this

manual approach is labor intensive and error prone.

TSCH uses a channel hopping mechanism in which each

link in the network hops through all channels that are not

blacklisted, i.e., the channels used. To ensure reliability, a

straightforward approach is to use only links that are highly

reliable in all channels used for transmissions. Hence, channel

selection can significantly impact the network topology. As

a result, while using more channels can enhance reliability

due to channel diversity and can increase the number of

transmissions that may potentially be scheduled in a time slot,

more channels may also lower route diversity in the network

topology. Channel selection must therefore balance channel

diversity and route diversity in a WirelessHART network.

To our knowledge, this paper represents the first system-

atic study on channel selection for WirelessHART networks.

We believe our findings and designs are applicable to other

industrial WSAN standards based on TSCH networks. The

contributions of this work are three-fold:

• We empirically study the impact of channel selection

on network topology, routing, and real-time performance

based on the topology of a WSAN testbed. We find

the performance of a WirelessHART network does not

improve monotonically with an increasing number of

channels used, due to the tradeoff between channel and

route diversity.

• Based on the insights gathered from our studies, we

propose a channel selection algorithm and a link selection

strategy which can configure the network at deploy-

ment and/or runtime in response to operating dynamics.

Our algorithms take the guesswork out of the channel
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The output of CR is an ordered list of channels c1, c2, ...cn
sorted in decreasing order of score(i). A channel with a

higher rank potentially enhances route diversity compared to

a channel with a lower rank.

Finding the Maximum Number of Channels Used: Because

channel hopping enhances reliability through channel diversity,

our channel selection approach searches for the maximum

number of channels that allows routes to be successfully

generated and all flows to meet their deadlines. Given a ranked

list of n channels generated by the CR, we select the top

k (initialized to k = n) channels from the ranked list, and

then run routing and scheduling algorithms. If the route and

schedule generation fail, the algorithm decreases k by 1 and

reruns the routing and scheduling algorithms until it finds k
that can successfully generate routes and a schedule for the

flow set.

V. LINK SELECTION

To meet the reliability requirement of Industrial WSANs, we

blacklist links whose PRR is below a threshold in any of the

channels used. The choice of the threshold involves a tradeoff

between network reliability and route diversity. A higher

threshold may improve reliability at the cost of route diversity.

Figure 6 shows the impact of different PRR thresholds on

the success rate of route generation. In comparison to a 90%

PRR threshold, an 80% PRR threshold allows both source and

graph routes to achieve a higher route generation success rate.

Although a higher PRR threshold leads to a lower success rate,

employing a lower PRR threshold may degrade the overall

network reliability.

In contrast to traditional link selection based on a single

PRR threshold, we propose a novel Channel Pairing (CP)

strategy to maintain reliability while improving route diversity.

CP takes advantage of the redundant transmissions offered by

WirelessHART, which dictate that both the source and the

graph routing perform a second transmission (retransmission)

if the first attempt (transmission) fails when delivering a

packet. Therefore, instead of using a single PRR threshold to

ensure that selected links are reliable across all channels used,

CP divides the channels used into two sets and applies two

different PRR thresholds to these two sets of channels during

link selection. A high PRR threshold is applied to the first set

of channels that are dedicated to the first transmissions, while

a lower PRR threshold is applied to the other set of channels

used for retransmissions. Using more reliable channels for

transmissions can reduce the chance of retransmissions, while

allowing retransmissions to use less reliable channels helps

preserve links and route diversity. CP ensures overall reliability

by taking both transmissions into account.

A. Channel Pairing Algorithm (CP)

The input of CP is a ranked list of k channels obtained from

the channel selection algorithm, Cr, and Psuccess, which is the
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Fig. 6. Success rates of source and graph route generation with an 80% and
a 90% PRR threshold.

required probability of successfully sending a packet after a

transmission and a retransmission. In addition, CP allows two

PRR thresholds, PRR1t and PRR2t, for link selection on

channels used for transmissions and retransmission, respec-

tively, where PRR1t > PRR2t.
The outputs of CP are two sets of channels, C1 =

{c1,1, c1,2...c1,x} and C2 = {c2,1, c2,2...c2,x}, where |C1| =

|C2| = x and x =

⌊

k

2

⌋

. (If the number of channels used,

k, is odd, CP defines cback, which can be used by backup

transmissions of graph routing. cback is the middle channels

in Cr. Every link in the output set of links L must also

have a PRR no lower than PRR1t on cback.) CP schedules

the first transmission on more reliable channels in C1 and

retransmissions on channels in C2. CP also outputs a set of

links, L, selected for use in communication. For every link

l ∈ L, if its first transmission attempt is on channel c1,i, then

its retransmission must happen on channel c2,i. The PRR of a

link l on a channel c is defined as PRR(lc). Every link l ∈ L
must satisfy the following link quality constraints:

1) PRR(lc1,i) ≥ PRR1t, ∀c1,i ∈ C1
2) PRR(lc2,i) ≥ PRR2t, ∀c2,i ∈ C2
3) 1 − (1 − PRR(lc1,i))(1 − PRR(lc2,i)) ≥ Psuccess

∀c1,i ∈ C1 and c2,i ∈ C2 (The two transmissions are

independent due to channel hopping.)

Constraint (3) allows a communication over a link to meet

the reliability requirement (Psuccess) through the transmission

and its retransmissions. Constraint (1) ensures that the links

have a high PRR in the first transmission and hence reduces

the likelihood of the retransmission and saves energy con-

sumption by communication devices. Constraint (2) allows the

retransmission to utilize a lower quality link when allowed by

constraint (3).

CP works in three steps. It first splits the channels in Cr

into two sets. C1 contains the top x channels in Cr, and C2

has the remaining channels. CP considers a set of links L1, in

which each link l ∈ L1 meets constraint (1). It then computes

an average PRR of all links in L1 for each channel c1,i ∈ C1
and sorts the channels in C1 in increasing order of the average

PRRs.

In the second step, for each channel c1,i in a sorted C1, CP

pairs it with a channel c2,i in C2. The selected c2,i pairing

with c1,i must maximize the number of links meeting all three

link quality constraints. c2,i must also be at least h hops away

from c1,i. If no such channel exists, c2,i is the channel with



the maximum hopping distance from c1,i. Hopping to a nearby

channel may not be effective in improving reliability due to

the significant correlation between transmission failures among

adjacent channels [10].

Lastly, let the set of valid links of a pair of channels c1,i
and c2,i be L(c1,i,c2,i). Then, the final output is a set of links

L(c1,1,c2,1) ∩L(c1,2,c2,2), ...∩L(c1,x,c2,x), where every selected

link meets the link quality constraint in every channel pair.

B. Channel Scheduling for CP

In this section, we describe how to adjust a scheduler

to support channel pairing. In WirelessHART networks, the

network manager generates one or more superframes, where

each superframe comprises a transmission schedule that is

repeated in a cyclic fashion. To avoid interference, each time

slot can accommodate at most k concurrent transmissions,

where k is the number of channels used. At run-time, each

sender and receiver pair switches to the same channel to

communicate. The standard calculates the channel hopping

sequence based on the following formula:

LogicalChannel = (ASN + choffset)%k (2)

where ASN (Absolute Slot Number) denotes the cumulated

slot number since the network starts and k is the number of

channels used. The channel offset choffset is assigned by

the scheduler during transmission schedule computation (0 ≤
choffset ≤ k − 1). It guarantees that no transmissions in

the same slot use the same channel. The sender and receiver

then map a logical channel on to a physical channel using a

common mapping table stored in a node.

In a straightforward link selection policy, where a link must

be equally reliable on all channels used, a transmission can use

any of these channels. However, CP needs to guarantee that,

given two sets of channels C1 and C2, if the first transmission

attempt over a link uses c1,i ∈ C1, then its retransmission must

use c2,i ∈ C2. Therefore, we impose a channel assignment

constraint when scheduling a transmission. For transmissions

on a primary path, if the first transmission is assigned to a

slot number s1 and channel offset choffset1, then, for its

retransmission, the scheduler needs to find a slot s2 and a

channel offset choffset2 such that

(s1 + choffset1)%x = (s2 + choffset2)%x (3)

A channel offset in each slot is in the range [0, x− 1], where

x = |C1| = |C2|. The constraint ensures that a transmission

and its retransmission always use the logical channel pair c1,i
and c2,i, where 0 ≤ i ≤ x − 1. In addition, for the backup

transmissions of graph routing, they can use cback or any

available channel from C1 and C2 since CP relies on the two

transmission attempts on a primary path to achieve the desired

reliability. cback is preferable to a channel from C1 and C2

because it is not used by transmissions on the primary path.

VI. EVALUATION

We evaluate our approach in four aspects: (1) routing, (2)

scheduling, (3) execution time, and (4) network reliability. To

demonstrate the generality of our approach, we evaluate the

routing performance using three real network topologies of

different sizes and locations: (1) Full Testbed - a 52-node

WUSTL testbed deployed in two connected buildings; (2)

Half Testbed - part of the WUSTL testbed including only 32

nodes in one of the buildings; (3) Indriya - an open-access

testbed deployed on three floors at the National University

of Singapore [6], consisting of 86 nodes. We compare our

solutions CR alone and CR+CP against two baseline ap-

proaches: (1) ML, searching for the set of channels used that

maximizes the number of available links by computing all

channel combinations; (2) ML(Rank), ranking channels based

on the number of available links and then selecting the k
highest ranked channels as the channels to be used.

A. Success Rate of Route Generation

To evaluate the effectiveness of our algorithms in enhancing

route generation, we run experiments with 100 flow sets,

each of which contains eight flows that have different sources

and destinations. We generate routes based on the shortest

path algorithm. Because an industrial WSAN usually employs

reliable links, we set the PRR threshold to 90% for ML,

ML(Rank), and CR. Given a transmission and a retransmission

using a uniform PRR threshold of 90%, the overall reliability

of a link is 99%. We hence set the Psuccess = 99% for CP to

achieve the same level of reliability. PRR1t and PRR2t are

set to 90% and 70%, respectively.

Figure 7(b) and Figure 8(b) show the route generation

success rates under source and graph routing on the Full

Testbed. A more flexible link selection strategy allows CR+CP

to significantly outperform ML(Rank), CR, and ML, especially

under graph routing, which relies heavily on route diversity.

Figure 7(a) and Figure 8(a) show similar results in which

CR+CP again outperforms the two baselines on the smaller

but better connected Half Testbed. CR+CP on both testbeds

significantly improves the route generation success rate when

the number of channels used is high (between 6 - 10), thereby

allowing the network to maintain more channel diversity.

As Figure 7(c) and Figures 8(c) show, on the Indriya

testbed, CR+CP likewise achieves a higher success rate of

route generation than the two baselines for both source and

graph routings. CR+CP offers less improvement in the route

generation success rate on the Indriya testbed than on the other

two testbeds due to weaker network connectivity. It can also

be observed that CR outperforms ML(Rank) on all testbeds

for both source and graph routings, due to a more effective

ranking criteria. CR also achieves a route generation success

rate comparable to ML, but with less complexity. Although CR

adopts a better heuristic than ML, CR still has a drawback

when compared to ML that explores all combinations of

channels.

B. Algorithm Execution Time

We measure the execution time of our algorithms on a

MacBook Pro laptop with a 2.7 GHz Intel Core i7. The

channel selection process includes finding the best set of







Multi-channel communication and channel allocation have

been explored extensively in the wireless sensor network

literature. For instance, Kim et al. [13] developed a multi-

channel TDMA MAC protocol, and Raman et al. [14] de-

signed a TDMA-based approach that uses channel hopping to

improve network throughput. Wu et al. [15] and Vedantham

et al. [16] proposed channel assignment schemes that partition

a network into subgraphs and then assign channels to each

subgraph. Tang et al. [17] and Le et al. [18] developed a

multi-channel MAC protocol with dynamic channel allocation.

Doddavenkatappa et al. [19] developed a channel selection

and switching strategy that transforms intermediate quality

links into good ones. Mobashir et al. [20] proposed a channel

selection strategy in which only 3 channels far apart are used

for communication. Chowdhury et al. [21] designed a scheme

for packet scheduling and channel selection utilizing a carrier

sensing mechanism. There also exists research on channel

assignment for multi-radio multi-channel communication in

the context of the IEEE 802.11-based wireless mesh networks,

such as [22]–[29]. These works focused on solving the prob-

lem of optimizing multi-channel communication assuming a

given set of channels, while our work investigates comple-

mentary problem of how to select a good set of channels. In

contrast to the existing work designed for best effort service,

our solution is tailored for industrial applications that demand

reliable and real-time communication over the TSCH-based

networks.

VIII. CONCLUSIONS

This paper investigates the tradeoff between channel and

route diversity, based on empirical studies on testbeds. Our

findings reveal that while using more channels means more

channel diversity, a large number of channels may reduce route

diversity, with negative impacts on routing and scheduling.

As a result, using more channels is not always desirable in

industrial WSANs. Based on these insights, we present novel

channel and link selection algorithms that automatically select

channels to facilitate routing and scheduling. Experimental re-

sults show that our solution significantly improves the success

rates of routing and scheduling, while maintaining network

reliability.
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