ALGORITHMIC DETECTABILITY OF IWIP AUTOMORPHISMS

ILYA KAPOVICH

ABSTRACT. We produce an algorithm that, given ¢ € Out(Fy), where N > 2,
decides wether or not ¢ is an iwip (”fully irreducible”) automorphism.

1. INTRODUCTION

The notion of a pseudo-Anosov homeomorphism of a compact surface plays a fun-
damental role in low-dimensional topology and the study of mapping class groups.
In the context of Out(Fn) the concept of being pseudo-Anosov has several (non-
equivalent) analogs.

The first is the notion of an ”atoroidal” automorphism. An element ¢ € Out(Fy)
is called atoroidal if there do not exist m > 1, h € Fn,h # 1 such that ¢™ pre-
serves the conjugacy class [h] of h in Fy. A key result of Brinkmann [9], utilizing
the Bestvina-Feighn Combination Theorem [1], says that ¢ € Out(Fy) is atoroidal
if and only if the mapping torus group of some (equivalently, any) representative
® € Aut(Fy) of ¢ is word-hyperbolic. Another, more important, free group analog
of being pseudo-Anosov is the notion of a ”fully irreducible” or ”iwip” automor-
phism. An element ¢ € Out(Fy) is called reducible if there exists a free product
decomposition Fy = Ay % ---x Ay * C with £k > 1, A; # 1 and A; # Fy such
that ¢ permutes the conjugacy classes [A1],...,[Ax]. An element p € Out(Fy) is
irreducible if it is not reducible. An element ¢ € Out(Fy) is fully irreducible or
iwip (which stands for ”irreducible with irreducible powers”) if ¢™ is irreducible
for all integers m > 1 (equivalently, for all nonzero integers m). Thus ¢ is an iwip
if and only if there do not exist a proper free factor A of Fy and m > 1 such that
©™([A]) = [A]. The notion of an iwip automorphism plays a key role in the study
of geometry and dynamics of Out(Fy) and of the Culler-Vogtmann Outer space
(see, for example [20, 24, 4, 16, 8, 11, 12, 18], etc).

If S is a connected compact surface, there are well-known algorithms (e.g. see [3])
to decide whether or not an element g € Mod(S) of the mapping class group of S is
pseudo-Anosov. Similarly, because of the result of Brinkmann mentioned above, it is
easy (at least in theory) to decide algorithmically whether an element ¢ € Out(Fy)
is atoroidal. Namely, we pick a representative ® € Aut(Fy) of ¢, form the mapping
torus group G = Fy X¢ Z of ® and start, in parallel, checking if G is hyperbolic
(e.g. using the partial algorithm of Papasoglu [21] for detecting hyperbolicity) while
at the same time looking for periodic conjugacy classes of nontrivial elements of
Fy. Eventually exactly one of these procedures will terminate and we will know
whether or not ¢ is atoroidal. A similar algorithm can be used to decide, for a
closed hyperbolic surface S, if an element g € Mod(S) is pseudo-Anosov.
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2 I. KAPOVICH

By contrast, there is no obvious approach to algorithmically deciding whether
an element ¢ € Out(Fy) is an iwip. In this note we provide such an algorithm:

Theorem A. There exists an algorithm that, given N > 2 and ¢ € Out(Fn)
decides whether or not ¢ is an twip.

A key step in the argument is an ”if and only if” criterion of iwipness for atoroidal
elements of Out(Fy) in terms of Whitehead graphs of train-track representatives
of ¢, see Proposition 4.4 below. Proposition 4.4 is similar to and inspired by
Lemma 9.9 in a recent paper of Pfaff [22]; see also Proposition 5.1 in a paper of
Jager and Lustig [17] for a related criterion of iwipness. Compared to the proof of
Lemma 9.9 in [22], our proof of Proposition 4.4 is more elementary and does not
involve any relative train-track technology or any machinery from the Bestvina-
Feign-Handel work [5] on the Tits Alternative for Out(Fy). However, we do utilize
the notion of a ”stable lamination” developed by Bestvina-Feign-Handel in [4] for
iwip elements of Out(Fy).

To the best of our knowledge, the statement of Theorem A does not exist in the
literature, although it is most likely that this result is known to some experts in
the field. Since the notion of an iwip plays such a fundamental role in the study of
Out(Fy), we think it is useful to put a proof of Theorem A in writing,.

In a subsequent paper of the author with Dowdall and Leininger [14], the con-
clusion of Proposition 4.4 was improved by showing that the assumption in Propo-
sition 4.4 that there exists a positive power f* of f with A(f) > 0 may be replaced
by the assumption that A(f) be irreducible. See Proposition 5.1 below for a precise
statement. This fact, together with Proposition 4.4, was used in [14] to show that
for an atoroidal ¢ € Out(Fy) being irreducible is equivalent to being an iwip; see
Corollary 5.2 below.

I am grateful to Martin Lustig for useful discussions and to Matt Clay for point-
ing out and correcting an error in the enumeration procedure in Case 2 of Theo-
rem 4.6 in an earlier version of this paper. I am also grateful to Chris Leininger for
suggesting a slight simplification of the proof of Proposition 4.2. Finally, I wish to
thank the referee for the unusually positive tone of the report.

2. TRAIN-TRACK AND GRAPH TERMINOLOGY

For a free group Fiy (where N > 2) we fix an identification Fy = 7 (Ry), where
Ry is the N-rose, that is, a wedge of N circles.

We will only briefly recall the basic definitions related to train-tracks for free
group automorphisms. We refer the reader to [2, 13, 7, 5, 8] for detailed background
information.

2.1. Graphs and graph-maps. By a graph we mean a 1-dimensional cell-complex.
For a graph I' we refer to 0-cells of I' as vertices and to open 1-cels of I' as topo-
logical edges. We denote the set of vertices of I' by VT' and the set of topological
edges of " by Ej,pI". Each topological edge of I' is homeomorphic to (0, 1) and thus
admits exactly two orientations. A topological edge with a choice of an orientation
is called an oriented edge or just edge of I'. We denote the set of oriented edges of
I’ by ET. For an oriented edge e of I' we denote by o(e) the initial vertex of e and
by t(e) the terminal vertex of e; we also denote by e~! the edge e with the opposite
orientation. Thus o(e™!) = t(e),t(e™!) = o(e) and (e 1)~ =e.
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If T is a graph, a turn in I' is an unordered pair e, e’ of oriented edges of I" such
that o(e) = o(e’). A turn e, e’ is degenerate if e = €’ and non-degenerate if e # ¢€’.

An edge-path in a graph I' is a sequence v = ey, ...,e, of n > 1 oriented edges
such that t(e;) = o(e;j41) for all 1 < i < n. We say that n is the simplicial length of
v and denote |y| = n. We put o(y) := o(e1), t(7) :=t(en) and vy~ ' :=e; ', ... el h.
We also view a vertex v of I as an edge-path v of simplicial length 0 with o(y) =
t(y) = v.

If v =e1,...,e, is an edge-path in T and e, ¢’ is a turn in I, we say that this
turn is contained in ~y if there exists 1 < ¢ < m such that e; = 6*1,e¢+1 =¢ or
ei = ()t e =e.

An edge-path v = ey, ..., e, is tight or reduced if there does not exist ¢ such that
€iy1 =€ 1 that is, if every turn contained in 7 is non-degenerate. A closed edge-
pathy =e1,..., ey, is cyclically tight or cyclically reduced if every cyclic permutation
of ~y is tight.

If 'y, T’y are graphs, a graph-map is a continuous map f : I'y — I's such that
f(VT1) C VT3 and such that for every oriented edge e of 'y its image f(e) =
€1,...,en is a tight edge-path of positive simplicial length. More precisely, we
mean that there exists a finite subdivision zg = o(e), z1,...,z, = t(e) of e such
that f(x;) = t(e;) for i = 1,...,n and that for i = 1,...,n the continuous map
f maps the open interval of e between x;_; and x; homeomorphically onto the
open edge e;. When graph-maps and train-track maps are defined in the context
of studying Out(Fy), one often requires the graphs I'y and I's to come equipped
with specific chosen PL-structures and the graph-maps to respect those structures.
See [14] for a careful discussion on the topic. However, in the present paper we
do not need these extra assumptions and, in the terminology of [14], we work with
”topological graphs” and ”topological graph-maps”.

Every graph-map f : I'y — I's comes equipped with its derivative map Df :
ET; — ETs: for each e € ET'; we define (D f)(e) to be the initial edge of f(e).

Let I' be a finite graph and let f : I' — I' be a graph-map. Let r = #FE;,,I"
and let Ey,I' = {e},...,e.} be an ordering of the set of topological edges of T'.
For each i = 1,...,r let e; be an oriented edge corresponding to some choice of
an orientation on the topological edge e;. The transition matriz A(f) = (ai;)} ;-
of f (with respect to this ordering) is an r x r-matrix where the entry a;; is the
total number of occurrences of eijEl in the path f(e;). We say that A(f) is positive,
denoted A(f) > 0,if a;; > 0forall1 <i,j <r. Wesay that A = A(f) is irreducible
if for every 1 < 4,5 < r there exists ¢ = ¢(¢,j) > 1 such that (A*);; > 0. Thus if
A(f) > 0 then A(f) is irreducible. Recall that a vertex v € VI is f-periodic (or
just periodic) if there exists n > 1 such that f(v) = v. Similarly, an edge e € ET
is f-periodic (or just periodic) if there exists n > 1 such that f™(e) starts with e.
Since the sets VI' and ET are finite, periodic vertices and periodic edges always
exist.

2.2. Train-tracks. Let I be a finite connected graph. A graph-map f: ' —T'isa
train-track map if for every edge e € ET and for every n > 1 the path f™(e) is tight
(that is, if all the turns contained in f™(e) are non-degenerate). A train-track map
f: T —T'is expanding if there exists e € ET such that |f"(e)| — o0 as n — oo.
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Remark 2.1. If f : I' — I is a train-track map, then for every m > 1 the map
f™: T — T is also a train-track map. Moreover, the definition of the transition
matrix implies that for every m > 1 we have A(f™) = [A(f)]™.

If f:T — T is a train-track map, we say that a turn e, e’ in I' is taken by
f is there exist n > 1 and €” € ET such that the turn e, e’ is contained in the
path f™(e”). Note that a taken turn is necessarily non-degenerate, since f is a
train-track map.

Let ¢ € Out(Fy). A topological representative of ¢ consists of a homotopy
equivalence a : Ry — T (sometimes called a marking), where T is a finite connected
graph, and a graph-map f : ' — T" with the following properties:

(1) The map f is a homotopy equivalence.
(2) If 3 : T — Ry is a homotopy inverse of « then at the level of Fy = 71 (Ry),
the map Bo foa: Ry — Ry induces precisely the outer automorphism .

If f:T — T is a topological representative of ¢ € Out(Fy), a subgraph A C T
is called a reduction for ¢ if A is f-invariant (that is f(A) C A), the inclusion
t: A — T is not a homotopy equivalence and if A is homotopically nontrivial, that
is, at least one connected component of A is not contractible. As shown in [2],
¢ € Out(Fy) is irreducible if and only if no topological representative of ¢ admits
a reduction. In particular, if f is a topological representative of ¢ which admits a
reduction, then ¢ is reducible. We will use this fact in the proof of Proposition 4.1
below.

If f: T — I'is a topological representative of ¢ € Out(Fy), the fact that f
induces a quasi-isometry of the universal cover I' of T' implies that for any semi-
infinite tight edge-path p = ey, ea,... in T the path f(p) = f(e1)f(e2)... tightens
to a unique tight semi-infinite edge-path p’ starting with the vertex o(f(e1)).

For an outer automorphism ¢ € Out(Fy) (where N > 2), a train-track represen-
tative of  is a topological representative f : I' — I" of ¢ such that f is a train-track
map, and such that every vertex of I" has degree > 3. Note that if f: ' — I' is
a train-track representative of ¢ then for every m > 1 the map f™ : ' - 'is a
train-track representative of ¢™.

An important basic result of Bestvina and Handel [2] states that every irreducible
v € Out(Fn) (where N > 2) admits a train-track representative with an irreducible
transition-matrix.

Definition 2.2 (Whitehead graph of a train-track). Let f : I' — T be a train-track
map representing ¢ € Out(Fy). Let v € VI'. The Whitehead graph Whr(v, f) is
a simple graph defined as follows. The set of vertices of Whr(v, f) is the set of all
oriented edges e of I with o(e) = v.

Two distinct oriented edges €', e” of T with origin v represent adjacent vertices
in Whr(v, f) if the turn €/, ¢” is taken by f, that is, if there exist e € ET and n > 1
such that the turn e/, e” is contained in the edge-path f™(e).

Remark 2.3. Let ¢ € Out(Fy) (where N > 2) and let f : T' — T be a train-
track representative such that for some m > 1 we have A(f™) > 0. Then A(f?) is
irreducible for all ¢ > 1 and, moreover, A(f*) > 0 for all ¢ > m. Hence for every
v € VI and t > 1 we have Whr(v, f) = Whr(v, f1).

Lemma 2.4. Let ¢ € Out(Fn) be an iwip and let f : T' — T be a train-track
representative of . Then
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(1) The transition matriz A(f) is irreducible and for each e € ET we have
|f™(e)] — 0o as n — oo.
(2) There exists an integer m > 1 such that A(f™) > 0.

Proof. Part (1) is a straightforward corollary of the definitions, as observed, for
example, on p. 5 of [2].

To see that (2) holds, choose s > 1 such that every periodic vertex is fixed by
f*® and for every periodic edge e of T the path f*(e) begins with e. By part (1)
we know that the length of every edge of I' goes to infinity under the iterations of
f. Hence we can find a multiple k£ of s such that for every edge e € ET" we have
|f¥(e)| > 2. Put g = f*. Thus g: ' — I is a train-track representative of ©*.

Now choose a periodic edge e of I'. Since g(eg) has length > 2 and starts with
eo, it follows that for every n > 0 the path ¢g™(eg) is a proper initial segment of
g"*1(eo). Let v = eg,e1,..., be a semi-infinite edge-path such that for all n > 1
g"(eg) is an initial segment of v. By construction we have g(y) = v. (That is why
this « is sometimes called a combinatorial eigenray, see [15]). Let I'y C I' be the
subgraph of ' obtained by taking the union of all the edges of v and their vertices.
By construction ¢g(I'g) C I'g and hence I'y = I since by assumption ¢ is an iwip and
thus ¢* is irreducible. Thus there exists ¢ > 1 such that g*(eg) passes through every
topological edge of T', and therefore, for all n > ¢ the path ¢g™(ep) passes through
every topological edge of I'. Applying the same argument to every periodic edge,
we can find ¢ > 1 such that for all n > ¢ and every periodic edge e of I' the path
g"(e) passes through every topological edge of T".

Since ET is finite, there is an integer b > 1 such that for every edge e € ET the
initial edge of g°(e) is periodic. Then for m = b+t we have A(g™) = A(f*™) > 0,
as required.

O

Remark 2.5. The proof of Lemma 2.4 can be straightforwardly modified to pro-
duce an algorithm that, given a train-track representative f : I' — I' of some
¢ € Out(Fn) such that f satisfies condition (1) of Lemma 2.4, decides whether or
not there exists m > 1 such that A(f™) > 0, and if yes, produces such m. Namely,
define ¢ = f* exactly as in the proof of Lemma 2.4. Then, given a periodic edge
e, start iterating g on e until the first time we find ¢+ > 1 such that g'*!(e) passes
through the same collection of topological edges of ' as does g*(e). Let Tg = T'g(e)
be the subgraph of I' given by the union of edges of g’(e). By construction, we
have g(I'g) C T'y. If Iy # T, then Ty is a proper f*-invariant subgraph of I and
hence there does not exist m > 1 such that A(f™) > 0. If for every periodic edge
e we have I'g(e) = TI', then we have found ¢ > 1 such that for all n > ¢ and every
periodic edge e of T the path ¢g"(e) passes through every topological edge of T
Then, again as in the proof of Lemma 2.4, we can find an integer b > 1 such that
for every edge e € ET the initial edge of g°(e) is periodic. Then for m = b+t we
have A(g™) = A(f*™) > 0.

3. STABLE LAMINATIONS

In [4] Bestvina, Feighn and Handel defined the notion of a ”stable lamination”
associated to an iwip ¢ € Out(Fy). A generalization of this notion for arbitrary
automorphism plays a key role in the solution of the Tits Alternative for Out(Fy)
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by Bestvina, Feighn and Handel [5, 6]. We need to state their definition of a ”stable
lamination” in a slightly more general context than that considered in [4].

For the remainder of this section let ¢ € Out(Fy) be an outer automorphism
(where N > 2) and let f: T — T be a train-track representative of ¢ such that for
some m > 1 we have A(f™) > 0. (By a result of [2] and Lemma 2.4 every iwip ¢
admits a train-track representative with the above property, and, moreover, every
train-track representative of an iwip ¢ has this property.)

Note that the assumption on f implies that A(f¥) is irreducible for every k > 1
and, moreover, A(f*) > 0 for all k > m.

Definition 3.1 (Stable lamination). The stable lamination A(f) of f consists of
all the bi-infinite edge-paths

Y=...€6-1,€0,€1,€2,...
in I with the following property:
For all ¢ < j, 4,7 € Z there exist n > 1 and e € ET such that e;,...,e; is a
subpath of the path f™(e). A path v as above is called a leaf of A(f).

Note that Remark 2.3 implies that, under the assumptions on f made in this
section, for every k > 1 we have A(f) = A(f*).

Let H < Fy be a nontrivial finitely generated subgroup. The I'-Stallings core
Ap corresponding to H (see [23, 19] for details) is the smallest finite connected
subgraph of the covering Cofl corresponding to H < Fy, such that the inclusion
Ay CTisa homotopy equivalence. Note that Ay comes equipped with a canonical
immersion Ay — I' obtained by the restriction of the covering map T — T to the
subgraph Ag. By construction every vertex of Ay has degree > 2. Moreover, it is
not hard to see that for every w € Fy we have Ay = Ay qw-1-

We say that a nontrivial finitely generated subgroup H < Fiy carries a leaf of
A(f) if there exists a leaf v of A(f) such that v lifts to a bi-infinite path in Ag.

4. WHITEHEAD GRAPHS AND ALGORITHMIC DECIDABILITY OF BEING AN IWIP

The following statement, based on the procedure of ”blowing up” a train-track,
is fairly well-known, and first appears, in somewhat more restricted context, in the
proof of Proposition 4.5 in [2]. We present a sketch of the proof for completeness.

Proposition 4.1. Let N > 2, ¢ € Out(Fy) and let f : T — T be an expanding
train-track representative of ¢. Suppose that there exists a vertex u € VI such that
the Whitehead graph Why(u, f) is disconnected. Then ¢ is reducible.

Sketch of proof. We construct a graph IV and a graph-map f' : TV — I"V as follows.
For each vertex v of I" introduce a new vertex v* and k vertices new vy, ..., v, where
k is the number of connected components of Whr (v, f). We call v* a center-vertex
and the vertices v; sub-vertices. The vertex set of IV consists of the center-vertices
and sub-vertices corresponding to all v € VT'. The edge-set of I is a disjoint union
of two sets of edges. First, every oriented edge e of T is also an edge of IV. For
e € ET with v = o(e) in I we put o(e) = v; in I'' where v; is the sub-vertex
coming from v corresponding to the connected component of Whr(u, f) containing
e. Second, for each v € VI with the corresponding sub-vertices vy, ..., v, we have
an edge connecting v* and v; in IV. We call these latter types of edges of IV sub-edges
corresponding to v. Note that the graph I'V is connected but it may have degree-one
vertices (namely, those center-vertices v* such that Whr(v, f) is connected).
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We now define a map f/ : IV — I". For each vertex v € VI with z = f(v)
put f'(v*) = z*. Let v; be a sub-vertex corresponding to v and e is an edge
of T' originating at v and belonging to the connected component of Whr(v, f)
representing v;. We put f’(v;) to be the sub-vertex at z = f(v) corresponding to
the initial edge Df(e) of f(e). It is easy to check that if two edges ej,eq € ET
with origin v are adjacent in Whr(v, f) then the edges Df(e1) and Df(es) are
adjacent in Whr(z, f). It follows that for any edge e € ET the edge-path f(e) in
T can also be viewed as an edge-path in IV and we put f'(e) = f(e). Finally, if e a
sub-edge at v joining v* and a sub-vertex v;, and if z = f(v), we put f’(e) to be the
sub-edge joining z* and the sub-vertex f’(v;). A straightforward check shows that
f': T — T" is a continuous graph-map. Moreover, contracting all the sub-edges in
IV to points is a homotopy equivalence between IV and I'. Thus f/ : TV - TV is a
topological representative of .

Let A be the subgraph of I given by the union of all the edges of I and of their
end-vertices in I” (i.e. of all the sub-vertices). Thus, topologically, A is obtained
from IV by removing all the center-vertices and the interiors of all the sub-edges.

By construction we have f'(A) C A. The assumption that there exists a vertex
u € VT such that the Whitehead graph Whr(u, f) is disconnected implies that the
inclusion A C I is not a homotopy equivalence. Moreover, the graph A is not a
forest. Indeed, by assumption f is expanding. Choose an edge e of I" and n > 1
such that the simplicial length of f™(e) is greater than the number of oriented edges
in T'. Then f™(e) contains an edge subpath 7 such that v is a nontrivial simple
circuit in I. Then, by definition of IV and A, ~ is also a circuit in A. Thus A is
not a forest. Since A is f’-invariant, homotopically nontrivial, and its inclusion in
I is not a homotopy equivalence, we conclude that ¢ is reducible, as claimed.

([l

Proposition 4.2. Let N > 2, ¢ € Out(Fy) and let f : T — T be a train-track rep-
resentative of ¢ such that A(f) > 0. Suppose that for every v € VI' the Whitehead
graph Whr (v, f) is connected.

Then there does not exist a finitely generated subgroup of infinite index in Fyn
that carries a leaf of the lamination A(f).

Sketch of proof. The proof Proposition 2.4 in [4] and the proof of Lemma 2.1 in [4]
on which Proposition 2.4 relies, work verbatim under the above assumptions. The
conclusion of Proposition 2.4 of [4] is exactly the conclusion that we need, namely
that no f.g. subgroup of infinite index in Fy carries a leaf of A(f). We provide a
sketch of the proof, for completeness.

Note that for any k > 1 we have A(f*) > 0 and A(f*) = A(f). Thus if needed,
we can always replace f by its positive power, and we will repeatedly do so below.

Suppose that a leaf of A(f) is carried by a finitely generated infinite index sub-
group H < F). First, by adding some edges, we complete Ay to a finite cover
IV of T". Note that since H has infinite index in Fl, we really do need to add at
least one new edge to get IV from I'. By replacing f by a power we may assume
that f fixes some vertex vy of I' and that Fiy = m1(T',v0). Let v1 be a vertex of
I"” which projects to vy and let Hy < Fy = m(T',v9) be the image in w1 (T, vp) of
w1 (I, v1) under the covering map I'y — I'. Note that [Fy : Hi] < co. Since Hy
has finite index in Fly, after replacing f by its positive power, we may assume that
fu(H1) = Hy. Hence f lifts to a map f’ : IV — I'". Denote the covering map by
7 : ' — T. By construction, f’ is a train-track map and for every k > 1 (f')*
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is a lift of f*. We may assume, after passing to powers, that for every f’-periodic
edge ¢’ of TV the path f’(¢’) begins with ¢/, and that the same property holds for
f. Obviously, every turn in IV taken by f’ projects to a turn in I taken by f.

Claim 1. We claim that, after possibly replacing f’ by a further power, if a’t’
be a reduced edge-path of length two in IV projecting to a path ab in T such that
the turn a=!,b is taken by f then the path f’(a’) contains the turn (a’)~!,b" and
the path f/(b') also contains the turn (a’)~1,¥'.

Indeed, let a’d’ be a reduced edge-path of length two in IV projecting to a path
ab in T such that the turn a=!,b is taken by f. The assumption on f implies that,
after possibly passing to further powers, we have f(a) = ...ab... (here the dots
represent nondegenerate edge-paths of positive simplicial length). This yields a
fixed point = of f in the interior of a. Since f is a homotopy equivalence, the map
f’ permutes the finite set 7—1(x) in I'. Passing to a further power, we may assume
that f’ actually fixes 7~ (x) pointwise. Therefore we get a fixed point of f/ inside a’
and, using the fact that 7 is a covering, we conclude that the path f’(a’) contains
the turn (a’)71,0’. A similar argument shows that (again after possibly taking
further powers), the path f’(b’) also contains the turn (a’)~%, . Thus Claim 1 is
verified.

We now pass to an iterate of f’ for which the conclusion of Claim 1 holds,
and replace f by its corresponding iterate. This implies, in particular, that a non-
degenerate turn I is taken by f’ if and only if this turn is a lift to I of a turn taken
by f.Then for every vertex v’ of I projecting to a vertex v in I' the Whitehead
graph Why (v/, f') is exactly the lift of Whr (v, f), and, in particular, Whr (v', f')
is connected.

Claim 2. The matrix A(f’) is irreducible.

Let a’,b be arbitrary edges of IV. Consider the maximal subgraph I'” of T"
obtained as the union of all edges ¢’ admitting an edge-path a’ = ey, ...,e), = ¢ in
IV such that every turn contained in this path is taken by f’. Claim 1 above now
implies that for every edge ¢’ of IV some f’-iterate of a’ passes through ¢’. We claim
that T = T". If not, then there exists a vertex v’ of T which is adjacent to both T
and IV \ T”. The Whitehead graph Whr/ (v', ') is connected, and hence there is
an f’-taken turn at v’ consisting of an edge of ' and an edge of I \ T, contrary
to maximality of I'". Thus indeed T =T and hence ' € ET'. This means that
some iterate of a’ under f’ passes through &'. Since a’,b’ were arbitrary, it follows
that A(f’) is irreducible, and Claim 2 is established.

Recall that we assumed that the statement of the proposition fails for a finitely
generated subgroup of infinite index H < Fy , so that there exists a leaf v of A(f)
that lifts to Agy. Choose an f-periodic edge e in . Then for every n > 1 the path
f™(e) lifts to a path a;, in Ay CTY. Each «, projects to f™(e) and starts with an
f/-periodic edge e!,. Since I is finite, we can find a sequence n; — 0o as i — o0
and an f’-periodic edge €’ of I such that for all i = 1,2,... we have e}, = ¢/, so
that a,, starts with ¢’. Since €’ is f’-periodic and f’(e’) starts with €', and since
fis alift of f, it follows that the path (f')"(e’) = au,, is contained in Ag for all
i > 1. Since for every s < n; (f’)*(¢’) is an initial segment of (f')™i(e’), it follows
that for every n > 1 the path (f’)"(e’) is an edge-path in Ay. Therefore for an
edge ¢” contained in 'y \ Ay there does not exist n > 1 such that (f")™(e’) passes
through e”. This contradicts the fact that A(f’) is irreducible.

([
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Definition 4.3 (Clean train-track). Let f :I' — T be a train-track map. We say
that f is clean if for some m > 1 we have A(f™) > 0 and if for every vertex v of T’
the Whitehead graph Whr(f,v) is connected.

Proposition 4.4. Let N > 3 and let ¢ € Out(Fy) be an atoroidal element. Then
the following conditions are equivalent:
(1) The automorphism ¢ is an twip.
(2) There exists a clean train-track representative f : T' — T of ¢ and, more-
over, every train-track representative of ¢ is clean.
(3) There exists a clean train-track representative f : T — T of .

Proof. We first show that (1) implies (2). Thus suppose that ¢ is a atoroidal
iwip. Then, as proved in [2], there exists a train-track representative of . Let
f : ' = T be an arbitrary train-track representative of ¢. Since ¢ is an iwip,
Lemma 2.4 implies that A(f) is irreducible and that there exists m > 1 such
that A(f™) > 0. Hence, by Remark 2.3, for all v € VI and all ¢ > 1 we have
Whr(f,v) = Whr(f*,v). Moreover, Proposition 4.1 now implies that for every
vertex v of I' the Whitehead graph Whr(f,v) = Whr(f™,v) is connected. Thus f
is clean and condition (2) is verified.

It is obvious that (2) implies (3). It remains to show that (3) implies (1). Thus
suppose that there exists a clean train-track representative f : ' — I" of .

We claim that ¢ is an iwip. Suppose not. Then ¢ is not an iwip either. Thus
we may assume that m = 1, so that A(f) > 0.

Then there exists a proper free factor H of Fy such that for some k£ > 1 we have
©*([H]) = [H]. Let Ay be the I-Stallings core for H. Choose a nontrivial element
h € H and let v be an immersed circuit in I' representing the conjugacy class of h.
Since by assumption ¢ is atoroidal, the cyclically tightened length of f™(v) tends
to oo as n — oo. Let s be the simplicial length of 7, so that v = ey ...es. Let
7 be the immersed circuit in I' given by the cyclically tightened form of f*7(y).
We can obtain 7, by cyclic tightening of the path f™*(ey)... f""(es). Thus 7, is
a concatenation of < s segments, each of which is a subsegment of f™*(e) for some
e € ET. Since the simplicial length of 7, goes to infinity as n — oo, the length of
at least one of these segments tends to infinity as n — oo.

By assumption =, lifts to a circuit in Ay. Hence there exists a sequence of
segments «, in I" such that each «,, lifts to a path in Ay, such that the simplicial
length of «, goes to infinity as n — oo and such that there are e, € ET and
t, > 1 with the property that «,, is a subpath of f=(e,). Moreover, since ET is
finite, after passing to a subsequence we can even assume that e, = e € ET for all
n > 1. By a standard compactness argument, it follows that H carries a leaf of
A(f), contrary to the conclusion of Proposition 4.2. Thus ¢ is an iwip, as claimed.

O

Remark 4.5. The assumption that ¢ be atoroidal in Proposition 4.4 is essential.
One can construct ¢ € Out(Fy), coming from a pseudo-Anosov homeomorphism
of a surface S with > 2 punctures, such that there is a clean train-track f:I' — T’
representing . Then Proposition 4.2 still applies, and we do know that no leaf of
A(f) is carried by a finitely generated subgroup of infinite index in F. However, ¢
is not an iwip, since the peripheral curves around punctures in S represent primitive
elements in F and thus generate cyclic subgroups that are periodic proper free
factors of Fy.
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A specific example of this kind is provided by Bestvina and Handel in Section 6.3
of [3] and illustrated in Figure 33 on p. 139 of [3]. In this example S is a 5-pinctured
sphere, so that m(S) = Fy, and ¢ is induced by a pseudo-Anosov homeomorphism
of S cyclically permuting the five punctures. The outer automorphism ¢ of Fy =
F(a,b,c,d) is represented by ® € Aut(F}) given by ®(a) = b, ®(b) = ¢, ®(c) = da™*
and ®(d) = d~'c7!. We can represent ¢ in the obvious way by a graph-map
f :I' = T where I' is the wedge of four loop-edges, corresponding to a, b, c,
d, wedged at a single vertex v. Then, as observed in [3] and is easy to verify
directly, f is a train-track map with an irreducible transition matrix. A direct
check shows that Whr (v, f) is connected and that A(f®) > 0. Thus f is a clean
train-track representative of ¢. However, as noted above, ¢ is not an iwip. Thus
the element a € F(a,b,c,d) in this example corresponds to a peripheral curve on
S and we see that ®°(a) = cdad~'c™!, so that ¢ preserves the conjugacy class
of a proper free factor (a) of F(a,b,c,d). The fact that ®°(a) = cdad~'c™! also
explicitly demonstrates that ¢ is not atoroidal. Note also that in this example ¢ is
irreducible but it is not an iwip, since ¢° is reducible.

Theorem 4.6. There exists an algorithm that, given N > 2 and ¢ € Out(Fn)
decides whether or not ¢ is an fwip.

Proof. We first determine whether ¢ is atoroidal, as follows. Let ® € Aut(Fx) be
a representative of ¢ and put G = Fy x4 (t) be the mapping torus group of ®.
It is known, by a result of Brinkmann [9], that ¢ is atoroidal if and only if G is
word-hyperbolic. Thus we start running in parallel the following two procedures.
The first is a partial algorithm, due to Papasoglu [21], detecting hyperbolicity of
G. The second procedure looks for y-periodic conjugacy classes of elements of
Fy. Eventually exactly one of these two processes will terminate and we will know
whether or not ¢ is atoroidal.

Case 1. Suppose first that ¢ turns out to be atoroidal (and hence N > 3).

We then run an algorithm of Bestvina-Handel [2] which tries to construct a
train-track representative of ¢. As proved in [2], this algorithm always terminates
and either produces a train-track representative of ¢ with an irreducible transition
matrix or finds a reduction for ¢, thus showing that ¢ is reducible. If the latter
happens, we conclude that ¢ is not an iwip. Suppose now that the former happens
and we have found a train-track representative f : I' — I' of ¢ with irreducible
A(f). We first check if it is true that for every edge e of T' there exists ¢t > 1
such that |f(e)| > 2. If not, we conclude, by Lemma 2.4, that ¢ is not an iwip.
If yes, we then check, e.g. using the algorithm from Remark 2.5, if there exists
an integer m > 1 such that A(f™) = (A(f))™ > 0. If no such m > 1 exists, we
conclude, again by Lemma 2.4, that ¢ is not an iwip. Suppose now we have found
m > 1 such that A(f™) > 0. We then check if it is true that every vertex of T
has a connected Whitehead graph Whr(v, f). If not, then we conclude that ¢ is
not an iwip, by Proposition 4.1. If yes, then f is clean and we conclude that ¢ is
an iwip, by Proposition 4.4. Thus for an atoroidal ¢ we can indeed algorithmically
determine whether or not ¢ is an iwip.

Case 2. Suppose now that ¢ turned out to be non-atoroidal. Then Proposi-
tion 4.5 of [2] implies that ¢ is an iwip if and only if ¢ is induced by a pseudo-Anosov
homeomorphism of a compact surface S with a single boundary component. Thus
either ¢ has a periodic conjugacy class of a proper free factor of Fy or ¢ is induced
by a pseudo-Anosov of a compact surface S with a single boundary component.
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We now start running in parallel the following two processes.

The first process looks for a periodic conjugacy class of a proper free factor of Fy:
we start enumerating all the proper free factors Hy, Hs,... of Fy and for each H;
we start listing its images ©(H;), p*(H;), p>(H;), ... and check if ¢/ ([H;]) = [H;].
The process terminates if we find 4, j such that ¢’ ([H;]) = [H;].

The second process looks for the relization of ¢ as a a pseudo-Anosov homeo-
morphism of a compact surface S as above. Note that if g belongs to the mapping
class group Mod(S) of S and if ay, s : Fy — 71(S) are two isomorphisms, then
the elements of Out(Fy) corresponding to g via a7 and as are related by a conju-
gation in Out(Fy). Thus, in order to account for all possible realizations of ¢ of
the above type, do the following. Depending on the rank N of Fl, there are either
exactly one (non-orientable) or exactly two (one orientable and one non-orientable)
topological types of compact connected surfaces S with one boundary component
and with 7 (S) free of rank N. For each of these choices of S we fix an isomorphism
a: Fy — m(S). Then start enumerating all the elements g1, gs,... of Mod(S),
and, for each such g;, start enumerating all the Out(Fy)-conjugates ¢;;, j = 1,2, ...
of the element of Out(Fy) corresponding to g; via . Then for each 1;; check if
1i; = ¢ in Out(Fy). If not, continue the enumeration of all the the ;;, and if yes,
use the algorithm from [3] to decide whether or not g¢; is pseudo-Anosov (see the
paper of Brinkmann [10] for the details about how this Bestvina-Handel algorithm
works for compact surfaces with one boundary component). If g; is pseudo-Anosov,
we terminate the process; otherwise, we continue the diagonal enumeration of all
the I/JU

Eventually exactly one of these two processes will terminate. If the first process
terminates, we conclude tha ¢ is not an iwip. If the second process terminates, we
conclude that ¢ is an iwip.

O

5. FURTHER DEVELOPMENTS

After this paper was written, the result of Proposition 4.4 was improved by
Dowdall, Kapovich and Leininger [14]. Let N > 2, ¢ € Out(Fy) and let f: ' = T
be a train-track representative of . We say that f is weakly clean if A(f) is
irreducible, f is expanding and if for every vertex v of I' the Whitehead graph
Whr(f,v) is connected.

Proposition 5.2 of [14] proves:

Proposition 5.1. Let N > 2, ¢ € Out(Fy) and let f : T — T be a weakly clean
train-track representative of w. Then there exists k > 1 such that A(f*) > 0 (and
hence f is clean).

Therefore, by Proposition 4.4, if ¢ € Out(Fy) is atoroidal and if f : ' — T
is a weakly clean train-track representative of ¢ then ¢ is an iwip. Moreover, as
observed in [14], Proposition 5.1 can be used to show that for atoroidal elements of
Out(Fy) being irreducible is equivalent to being an iwip.

Thus Proposition 5.6 of [14] proves:

Corollary 5.2. Let N > 3 and let ¢ € Out(Fn) be an atoroidal element.
Then @ is irreducible if and only if ¢ is an iwip.

Proof. Clearly, if ¢ is an iwip then ¢ is irreducible.
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Thus let ¢ € Out(Fy) be an atoroidal irreducible element. Then, by a result
of Bestvina-Handel, there exists a train-track representative f : I' — I" of ¢ such
that the transition matrix of A(f) is irreducible. Since ¢ is atoroidal, it follows that
A(f) is not a permutation matrix, and therefore the train-track map f is expanding.
Since by assumption ¢ is irreducible, Proposition 4.1 implies that for every vertex
v of T' the Whitehead graph Whr(f,v) is connected. Hence, by Proposition 5.1, f
is clean. Therefore, by Proposition 4.4, ¢ is an iwip, as required.
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