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Abstract

Point defects in semiconductors and insulators form an exciting system
for realizing quantum technologies, including quantum computing, com-
munication, and metrology. Defects provide a platform that combines the
environmental isolation necessary to maintain the coherence of quantum
states with the ability to perform electrical and optical manipulation. First-
principles calculations play a crucial role in identifying, characterizing, and
developing defects for quantum applications. We review the first-principles
methodologies for calculating the relevant structural, electronic, vibrational,
optical, and magnetic properties of defects for quantum technologies. We
illustrate the utility and accuracy of these techniques by using examples from
the literature. We also point out areas in which further development of the
computational techniques is desirable.
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L. INTRODUCTION

Since it was first theorized that a computer based on a quanmm system would be able to sur-
pass fundamental limitations on classical computers (1), there has been vigorous interest in the
manipulation of systems that exhibit quantum-mechanical effects. To date there have been propos-
als for using quantmm effects in technologies such as computing, communication, and metrology.
Exploiting the unique properties of quantum mechanics for technological applications is very chal-
lenging, however. The system must be isolated from the environment to maintain the coherence
of the quantum states but still allow for manipulation and readout.

A number of systems have been proposed and (to varying extents) developed to realize quantum
technologies, including atoms (2), superconducting circuits (3), and quantum dots {4). Point defects
in semiconductors and insulators form a promising paradigm in which the often contradictory
properties of isolation and access can be reconciled. Throughout this review, we use the term
point defects to refer either to intrinsic imperfections in the crystal lattice (vacancies, interstitials,
or antisites) or to impurity atoms incorporated into the lattice, as well as to complexes involving
either or both. By semiconductors and insulators, we are referring to materials that have band
gaps (i.e,, not metals). The term semiconductors usually refers to materials such as Si, Ge, and
GaAs, whose conductivity can be well controlled via doping, while the term insulators refers to
materials that exhibit very high resistivity. Traditonally, the delineation between these two classes
was based on the magnimde of the band gap. However, progress in the field of wide-band-gap (and
ultrawide-band-gap) semiconductors has blurred this distinction, and doping of some materials
with band gaps exceeding 6 eV (such as AIN or BN) has been demonstrated.

Point defects can act as artficial atoms embedded in the medium of the material, which isolates
them from one another and, to some extent, from the environment; therefore, they exhibit quantum
properties of isolated atoms without the necessity for complex isolation techniques such as jon
traps or optical lattices (2). The solid-state framework of defects is also beneficial for scalability and
incorporation into devices, and the accumulated knowledge from decades of point-defect research
can be leveraged for design, fabrication, identification, and manipulaton.

The application of point defects has already been demonstrated in the context of several quan-
tum technologies, such as quantum bits (qubits) for quantum compuration (5), single-photon
emitters (SPEs) for quantum communication (6), and nanoscale sensors for quantum metrology
(7). However, there are still significant fundamental as well as technological challenges to their fur-
ther development, including limited exploration of candidate defects and host materials that satisfy
the necessary criteria for quantum applicadons (8), and there is an incomplete understanding of
important processes even in well-characterized defects (9).

First-principles caleulatons provide powerful tools for exploring the properties of defects in
semiconductors and insulators. State-of-the-art techniques allow for quantitative prediction of the
electronic and atomic structure, as well as optical and magnetic properties (see Reference 10 for
a review). Comparison of these predictions with experiment enables defect identification as well
as an assessment of the suitability for device applicatons.

The main goal of this review is to address these computational methods for determining
defect properties. We do so in the context of point defects for quantum technologies, an emerging
application area of rising interest; many of the techniques we discuss also have broader applications
in the field of point defects. The structure of this review is as follows. In Section 2 we outline both
how defects can be used in various quantum technologies and the relevant and desirable properties
in each case. In Section 3 we introduce the various first-principles methods relevant for defect
calculadons. In Section 4 we discuss how these methods can be applied to calcolate the defect
properties relevant for applicadons. Section 5 contains 4 summary and outlook.
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2. POINT DEFECTS FOR QUANTUM APPLICATIONS
2.1. Defects as Spin Qubits

Quantum computing is one of the most exciting, yet most challenging, quantum technologies (11).
A quantum computer is a device that uses quantum entanglement and superposition to perform
computational tasks. The idea that the laws of quantum mechanics could be used in computation
or, more generally, in information processing dates back to the 1980s. In particular, Yuri Manin,
Richard Feynman, and others realized that the physics of systems in which quantum entanglement
plays a role cannot be efficiently simulated using classical computers (11). This suggested the idea
of alternative ways to process information, eventually giving rise to a completely new field, that
of quantum information science (11).

The central component of a quantum computer is a qubit. This is a two-level system with states
that could be labeled |0) and |1}. The system can exist in a coherent superpositon of these two
states for a duration that is termed the coherence time, T3. The quantum state of a qubit can be
entangled with that of other qubits, creating nonlocal correlations that are at the core of quantum
computing. The key metric of a quantum computer is the number of single- and two-qubit gate
operations that can be applied before the quantum-mechanical state decoheres.

A number of physical systems have been investdgated as potendal qubits (see Reference 12 for
a review). Among these, utilizing the spin states of point defects in semiconductors and insularors
is a promising avenue for realizing scalable and robust qubits (8). One important technology is
related to spin qubits associated with phosphorus donors in silicon (13), a spin-1/2 system. The
two spin sublevels can be split in an external magnetic field, enabling an electrical inidalizadon
and readout of the spin. Impressive advances in the field of silicon donor qubits (3, 14, 15) have
party been enabled by the maturity of the silicon technological platform. Since phosphorous is a
shallow donor, the operation of these qubits requires cryogenic temperatures to avoid ionization;
the qubit cannot function if the electron is thermally excited to the conduction band and no longer
bound to the P atom.

A different path toward defects as spin qubits is provided by point defects in wide-band-gap
semiconductors. Here, defects with deep levels are employed, meaning that the defect levels are
far away from the band edges (typically by at least 0.5 eV), and the corresponding wave functions
are localized on the scale of atomic bond lengths (as opposed to the wave functions associated
with shallow dopants, which can be tens or even hundreds of angstroms in extent). The larger
energy scales make electrical manipulation of the state of the defect more challenging, and spin
initialization is achieved via optical means. The prototype point-defect qubit is the negatively
charged nirogen-vacancy (NV™) center in diamond (see Reference 9 for a review). This defect
consists of a substitutional nitrogen next to a vacant site, as shown in Figure 1a. Building on
sigmificant early studies of the properties of WV~ in ensembles of defects [e.g., by Davies (16)], the
detection of single NV centers in 1997 (17) was a seminal achievement that sparked the interest
in the field.

The nsefulness of the NV~ center as a spin qubit stems from its electronic structure, shown in
Figure 1b,c. The ground-state occupaton of single-particle states for the negative charge state
is shown in Figure 1k (methods for calculatdng such states are discussed in Sections 4.1 and 4.2).
The defect has two singly degenerate states with 4, symmetry that are filled (the lower one is
resonant with the valence band) and a doubly degenerate state with e symmetry that is half flled.
The resulting ground state is a triplet *4; state (Figure 1c). The m, = 0 and m, = +1 magnetic
sublevels have a so-called zero-field splitdng (ZFS) of D = 2 88 GHz (9) (see Section 4.5). The
defect can be optcally excited to the E state by exciting an electron from the upper #,; state to
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{#@) The atomic soructure of the nitrogen-vacancy WV ™) center in diamond. Carbon atoms (C) are light brown, the nitrogen atom (N)
is blue, and the vacancy site (V) is indicated by a dashed circle. (¥) Schematic of the single-particle states associated with the NV
defect, posidoned relative to the conducton band (cb) and valence band (vh) of diamond. The labels refer to the irredudble
representations. (¢} The mechanism of spin inidalization via optical excitation, as described in the text. Red solid lines denote oprical
excitations; orange solid lines denote optical emission, with the thinner line between the m, = 1 sublevels indicating the reduced
intensity resulting from competidon with the intersystem crossing (Wwe dashed lnes). (d) A schematic of the luminescence band of NV
centers. It is composed of the zero-phonon line (ZPL) and the phonon side band.

=4

an empty ¢ state, and the zero-phonon line (ZPL) of the transidon is 1.945 eV (637 nm) (see
also Sectdon 4.3). At room temperature the excited state possesses a similar structure of magnetic
sublevelswith a ZFS of D = 1.42 GHz (9). Optical excitation (Figure 1¢) is mostly spin preserving,
meaning that the m, = 0 level of the ground state couples to the m, = 0 level of the excited state,
and likewise for m, = £1 levels.

Besides the wriplet states, there exist two low-lying singlet states, '4; and 'E. If the system is
initially in the m, = 0 level of the excited *E state, it returns to the ground state via emission
of a photon with a lifetime of ~13 ns. However, for the m, = +1 states there is a comparable
probability for the so-called intersystem crossing (ISC), whereby the NV~ center transitions into
the singler "4, state. After thar, there is a very fast (lifetime ~1 ns, mostly nonradiative) transition
to the lower-lying 'E state. This is a relatively long-lived metastable state [lifedme of ~150 ns
at room temperature (18)]. From here the system undergoes another I1SC to the wiplet *4; state,
predominantly coupling to the m, = 0 sublevel. After a few such cycles, the NV~ center can
be initialized into the m, = 0 spin state, which can then be controlled using microwaves. The
electronic structure of the NV~ center thus enables optical spin initialization. Conveniently, it
also allows for optical spin readout, as the luminescence intensity now depends on the spin state
{Figure 1¥). The above-described mechanism of spin initialization and readout has been under-
stood after many years of experimental research (%), with the upper ISC put on firm theoretical
ground (19).

In contrast to the case for silicon, which has a well-developed technological platform, growth
and fabrication of diamond-based devices are much less developed. This difficulty has motivated
scientists to search for other wide-band-gap semiconductors that could potentally host NV~
analogs (8). SiC was a natural choice, and a few defects have been suggested as promising candidates
{20, 21). One prominent defect is the nentral divacancy (¥ - F5;)?, for which a number of impressive
advances, including the detection of single centers with millisecond coherence times, have been
demonstrated (22). An additional advantage of SiC is that it is available in several polytypes,
including hexagonal (4H and 6 H ) and cubic (30, all of which have slightly different defect
properties (23). One major outstanding challenge in using deep defects in diamond and SiC as
spin qubits is how to efficiently couple distant spins, a topic of current research.
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2.2. Defects as Single-Photon Emitters

In Section 2.1, we describe situations in which the spin of the defect was the quantum system used
in information processing. A different path is to use the quantum properties of photons instead; this
defines an active topic of research under the general descriptor of quantum photonic technologies
or quantum photonics (24). The distinguishing feature of quantum photonics is that the behavior
of light cannot be understood only in terms of the classical description provided by Maxwell's
equations. The light can take several forms, e.g., in the form of so-called squeezed states or even
semiclassical coherent states that are generated by a laser (24). Many ideas for future technologies
that will make use of the quantum nature of light require single photons. Those are produced by
SPEs, which occupy a special place in photonic quantum technologies.

An SPE is a physical system that emits one photon with a well-defined frequency and polar-
ization in a (more or less) deterministic fashion. A few distinet quantum technologies can make
use of these nonclassical light sources (see Reference 25 for a review). One idea is that of optical
quantum computing, whereby a qubit is encoded in a single photon with states |0) (no photon) or
|1} {(one photon). In principle a universal quantum computer can be built using photons as qubits,
similar to the silicon or diamond quantum computer discussed above.

SPEs also play a key role in quantum communication (26). Some protocols of quanmm com-
munication, even those that in principle do not require single photons, are absolutely secure only
in the single-photon limit (26), while others require the use of single photons by construction
@n.

Single-photon emission has been realized in a few distinct physical systems. The requirements
for an ideal SPE have been summarized by Aharonovich and coworkers (6, 25). At the moment no
single system meets all the requirements, and the best realization is yet to emerge. Point defects in
solids have emerged as a very promising platform, witbLsading candidates being point defects in
diamond (6) such as the above-mentioned NV~ cent d the silicon-vacancy (5iV) center. The
luminescence spectrum of the NV~ center is composed of| PL and a phonon side band, as
shown in Figure 1¢(see Section 4.3). The contribution Dfﬂ@neﬂceme intensity relative to the
total integrated intensity is the Debye-Waller (DW) factor. At low temperatures the experimental
DW factor for NV~ is approximately 3% (28), and its value decreases with increasing T". This is
an important parameter since only ZPL photons have well-defined frequency and polarization.
Another important criterion is the quanmm efficiency of the center as an optical emitter, which is
defined as the radiative rate divided by the overall (radiative plus nonradiative) rate. The quantum
efficiency of the NV~ center is less than 0.7 due to the existence of the ISC, discussed in Section 2.1.
An additional shortcoming of the NV center is that it possesses electric dipole moments in both the
excited and the ground state, making the transition energy sensitive to local electric fields. Since
electric fields tend to Auctnate across the sample, no two NVs are absolutely identical. Owerall,
then, the NV center iself is far from an ideal SPE. However, many interesting and informative
proof-of-principle experiments have been performed with NV centers, and hence they continue
to be used as a prototype SPE.

The negatively charged SiV- center in diamond overcomes many of the difficulties associated
with the NV center. Due to the large size mismatch between Si and C, the Si atom is significantly
displaced from its nominal lattice site, effectively occupying a site midway between two vacancies.
As a result, the center has inversion symmetry. This implies that the interacdon with even-
symmetry phonons is not allowed during optical ransitions, reducing the intensity of the phonon
side band and rendering the DW factor as high as 70% (29). The existence of the inversion center
also means that there is no net electric dipole moment, making the SiV center much less suscep-
tible to electric fields. These features have allowed for a demonstration of indistinguishability of
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two separated SiV centers (30). Unfortunately, the gra=sim efficiency of SiV centers is believed
to be lower than thatr of NV centers, of the order of EI ich is cerminly not ideal.

Similar to the case of spin qubits, the difficulties relating to SPEs in diamond have motivated
a search for SPEs in other materials. In 2012 an SPE was detected in a laser material, ytrinm
aluminum garnet (31). Impressive progress has also been made in silicon carbide, with the first
SPE detected in 2014 (32); subsequent achievements were reviewed in Reference 33. Other ma-
terials in which defect-related single-photon emission has been reported include hexagonal boron
nitride, transition metal dichalcogenides (WSez and MoS;), zine oxide, and gallium nitride (25).

The grouping of point defects as either spin qubits (Section 2.1) or SPEs (Section 2.2) has been
chosen mainly for convenience. Clearly, some defects, such as the NV center, can act as both. The
NV center can generate single photons with a defined quantum-mechanical state, and it can also
host a spin that can be prepared in a given state. This creates a spin-photon interface, where the
state of a photon can be mapped onto a spin, and vice versa. Spin-photon interfaces are important
for a number of quantum technologies (34).

2.3. Defects for Metrology

Point defects can be used as sensors of an external physical parameter. Once calibrated, a specific
spectroscopic signature of a point defect that depends on that measured parameter provides a
good metrology tool. The famous R-line of Cr't in Al; O (ruby) provides a very good example.
This narrow line, with a wavelength of 694.3 nm at room temperature (35), is easily observed in
fluorescence and gives ruby its dark red color. Itis caused by the transition between the first excited
state, 2 E, and the ground state, *4;. The optical transition requires a spin Aip and is therefore slow
{with a lifetime of a few milliseconds). The sensitive temperature dependence of the wavelength,
line width (35), and lifetime (36) of the R-line can be used for temperature measurement. Similarly,
the wavelength of the line is sensitive to the external pressure. This sensitivity can be used for
pressure measurements in otherwise inaccessible high-pressure environments, such as inside a
diamond anvil cell (37).

More important in the current context is the ability to use single defects as sensors, as this pro-
vides nanometer-scale spatial resolotion. The NV~ center in diamond plays a prominent role here
{7}, having given birth to the field of defect nanometrology. NV~ centers have been demonstrated
as sensors of magnetic and electric fields, strain, pressure, and temperature (7). For example, the
dependence of the ZFS on temperature can be used to construct NV~ thermometers (38). Also,
the m, = %1 spin sublevels (Figure 1a) are degenerate in the absence of an external magnetic field
and split when a magnetic field is applied; probing this splitting with continuous-wave optically
detected magnetic resonance (ODMR) offers a way to accurately measure magnetic-field strength
(39) (see Section 4.5).

Continuous-wave experiments build on classical spectroscopic techniques (albeit with possi-
ble nanoscale resolution) and thus cannot be considered a quanmm technology, since quanmm-
mechanical coherence of states does not directly enter into the measurement protocol. Sensitivity
to external parameters can be significantly enhanced in pulsed experiments, in which spin co-
he in the ground state is utilized (7) through interferometry of the quantum states (e.g.,

ter spin state). Pulsed experiments are similar to continuons-wave techniques in that they
measure the change in the ground-state magnetic-level structure; however, such measurement
is done indirecdy, using a variety of microwave protocols that have been developed in the field
of magnetic resonance. One common protocol is a Ramsey experiment, in which one /2 pulse
puts the system into a coherent superposition of the two chosen magnetic sublevels, inducing a
precession of the spin. After some time another /2 pulse is applied, and the spin is read out via
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fluorescence. The precession depends on the external magnetic field, providing a measurement
of magnetic field strength (40). Similar techniques can be used to measure other parameters, such
as temperature (41).

We emphasize that the field of nanometrology is not limited to NV centers in diamond. Defects
in 5iC hold similar potential (42}, and many more defect spin qubits and SPEs can be considered.

3. ELECTRONIC STRUCTURE METHODS

Electronic structure theory plays a fundamental role in determining the properties of matter,
including cohesive energy, equilibrium crystal structure, thermodynamic properties, phase tran-
sidons, electronic and heat transport, magnetism, ferroelectricity, and the properties of defects in
crystalline solids (43). Electronic structure is based on the laws of quanmm mechanics to describe
the movement and distribution of the electrons in an external potentdal. A solid is a system of
electrons moving in an external field given by the Coulomb potential of the nuclei, and all the
physical information is contained in the many-body wave function, which depends on the coor-
dinates of all the electrons and the nuclei. In a first approximation, we can separate the motion of
the electrons from that of the nuclei; this is the Born-Oppenheimer approximation (43, 44), which
rests on the fact that the nuclei are much heavier than the electrons, and it is equivalent to writing
the total wave function as a product of a wave function that depends on the coordinates of the
nuclei and another that depends on the coordinates of the electrons and only parametrically on
the coordinates of the nuclei. This separation results in an equation that represents the movement
of the electrons in the field created by fixed ions. Solving the equation for the electrons is stll a
daunting sk for many-electron systems because it involves the coordinates of each electron and
the equation cannot be further separated into a set of equations for each electron because of the
Coulomb interacdon between the electrons.

The many-electron equation for a solid can, in principle, be solved by the Hartree-Fock method
{45), inwhich the many-electron wave function is approximated by a Slater determinant involving
products of single-electron wave functions. The problem with the Hartree-Fock method is that
it does not include electronic correlations, leading to large errors in lattice parameters of crys-
talline solids, overestimation of band gaps of semiconductors and insulators, and anomalies in the
electronic strocture of metals near the Fermi energy (43).

Density functional theory (DFT) constitutes a completely different approach to the problem, in
which the many-electron wave function is no longer the central quantity. DFT, which is presently
the most successful and efficient approach for computing the electronic structure of solids (43),
was put on a firm theoretical footing in a seminal paper by Hohenberg & Kohn (46). They
demonstrated that the ground-state properties of 2 many-electron system are uniquely determined
by an electron density that depends on only three spatial coordinates, thus laying the groundwork
for reducing the many-body problem of N electrons with 3N spatal coordinates to three spatial
coordinates through the use of a functional of the electron density. That is, the ground-state total
energy of a system of N electrons is a functional of the density.

Kohn & Sham (47) subsequently provided a methodology for efficiendy solving for the ground-
state density by considering an auxiliary system of single-particle orbitals whose ground-state
density is the same as the interacting many-body density. Their expression for the energy is a sum
of the kinetic energy of noninteracting electrons; the classical Coulomb repulsion between the
electrons (the Hartree term); the potental energy of the electrons in the field of the nuelei; and
the so-called exchange and correlation energy, which conmins the explicidy quantmm-mechanical
interactions between the electrons and can be expressed as a functional of the electron density.
Using the variational principle, one can minimize the total energy with respect to the single-particle
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orbitals and obtain the Kohn-Sham equation, which looks just like a single-particle Schridinger
equatdon. The exact form of the exchange-correlation potental is not known, but approxmate
forms have been developed, for which we can solve the Kohn-Sham equations self-consistently.

Finding a computationally efficient yet physical approximation to the exchange-correlation
term has remained a central problem in DFT. One of the earliest and still widely used forms
is the local density approximation (LDA), which is a local functional of the density (47) firted
[e.g., by Perdew & Zunger (48)] to reproduce accurate quantum Monte Carlo calculations for the
homogeneous electron gas performed by Ceperley & Alder (49). An extension of the LDA is to
include a dependence on the derivative of the charge density, in the so-called generalized gradient
approximation (GGA) [e.g., the widely used PBE functional of Perdew, Burke, and Ernzerhof
{530)]. The latter approximation has been widely used to describe many ground-state properties of
solids with great success, including lattice parameters, elastic constants, phonon spectra, stability
of different phases, phase transformation under pressure, enthalpies of reactions, interfaces, and
surface reconstructons.

A well-known deficiency of DFT within the local (LDA) or semilocal (GGA) approximations
is that they severely underestimate the band gap of semiconductors and insulators (51, 52). These
functionals suffer from an artdficial self-interacton; i.e., the interaction of an electron with itself
is not excluded from the equations, as it would be in a Hartree-Fock approach. The LDA and
GGA exchange-correlation functionals lack a derivative discontinuity at integer occupancies, in
partcular for the highest-energy occupied and lowest-energy unoccupied states that define the
band gap in semiconductors or insulators (53, 54). One way to (partally) correct for this spurious
interaction is to include a nonlocal Hartree-Fock exchange term. Mixing nonlocal Fock exchange
with the GGA exchange, in a so-called hybrid functional (55, 56), leads to significant improvements
in the descriptdon of band gaps. The Heyd-Scuseria-Ernzerhof (HSED6) hybrid functional (57)
is very successful in deseribing band gaps and structural parameters of a wide range of materials
systems. This hybrid functional approach is much more computationally expensive than LDA or
GGA, restricting the size of systems that can be treated. Significantly, the corrections to the band
gap obtained by using a hybrid functional do not simply amount to a rigid upward shift of the
conduction band; both the valence band (determining the ionization potentdal) and the conduction
band (determining the electron affinity) are affected. For instance, in Zn0 the correction to the
valence and conducton bandsis 65%/3 5% (58), as schematically shown in Figure 2. In comparison
to semilocal functonals, hybrid functionals offer 2 much better treatment of localized electronic
states, which is very important in the description of defect wave functions (10). In the past decade
or so, hybrid functionals have become the standard ool with which to caleulate the properties of
point defects in semiconductors (10, 59), including defects for quantum technologies.

4. FIRST-PRINCIPLES CALCULATIONS OF POINT DEFECTS

In Secdon 2 we outline how defects can be used for quantum technologies. In the current sec-
tdon we show how first-principles calculations play two crucial roles in the development of such
technologies.

The first role is to enable identification of defects and to build an understanding of defect
properties. Identfying the microscopic origin of experimentally observed signalsis often extremely
difficult. First-principles caleulatons can generate information that can be directly matched with
experiment, thus unambiguously determining the atomic structure and chemical nature of the
defect. For instance, in Section 4.3 we show how calculated photoluminescence (PL) line shapes
can be compared with experimental spectra, and in Section 4.5 we outline how magnetic properties
of defects can be compared to ODMR measurements. First-principles calculations of excited-state
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" Conduction band

Valence band

Figure 2

{@,F) Calculated electronic band structore of Zn0 using (#) the PBE (Perdew-Burke-Ernzerhof ) functonal and (#) the HSE
(Heyd-Scuseria-Emzerhof) functional with a mixing parameter of 0.37. () The effect of HSE on the position of the valence-band and
conduction-band edges with respect to those in generalized gradient approximadon. Adapred with permission from Reference 58.
Copyright 2009, the American Physical Sociery.

energy levels have also helped clarify the mechanisms by which defects such as the NV~ center in
diamond respond to manipulation (Section 4.4).

The second role is to identify new systems that are suitable for quantum applications. The PL
line shape calculations (Section 4.3) allow us to determine whether novel defects will have large
DW factors suitable for SPEs. As another example, the ability to accurately calculate defect energy
levels (Section 4.2), excited states (Section 4.4), and magnetic properties (Section 4.5) allows one
to search for defects that meet the criteria of Reference 8 for qubit applications.

4.1. Formation Energies

The basis for a first-principles study of a given defect for any of the quantmum applicatons in
Section 2 is the calculation of the formation energy of the defect in each of the relevant charge
states. The formation energy determines the concentration of the defect expected in thermal
equilibrium (10). Even in cases in which defects are incorporated under conditions far from equi-
librinm, such as by implantation, the relative formation energies of different configurations can
still shed light on preferential locations in the lartice. Regardless of the incorporation conditions,
the information about relative formation energies of different charge states as a function of Fermi
level is crucial since it determines the accessible ground-state charge states of the defect, as well
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as charge-state transition levels. In general, defects will exhibit a charge and spin configuration
snitable for specific qubit or metrology applications only in a specific charge state; for example, the
NV center in diamond needs to be in the — charge state to exhibit the level structure in Figure 1.

For a general defect X in the charge state g, the formation energy Ef[X 7] is given by (10, 60,
61)

ET[XQ] = Eml:[XF] - Eml:[bulk] - Eﬂiﬂf + ?EF =+ Eonrn L.

where E,[X7] is the towml energy of a supercell containing the defect in charge state g and
E,.[bulk] is the toral energy of the defect-free supercell (a supercell is a volume of the crystal
containing many unit cells that is periodically repeated). The chemical potential terms ;) account
for the species either added (n; = 0) or removed (n; = 0) from the supercell to create the defect.
These terms represent the chemical reservoirs with which atomic species are exchanged, and
bounds for these chemical potentials can be set on the basis of the energy of the pure bulk phases
of the species or mixed secondary phases.

The term proportional to Ey accounts for the electrons added (for g4 = 0) or removed (for
g = 0) from the defect supercell. The energy of the reservoir for electron exchange is the electron
chemical potential or Fermi level ( Ef), which is conventionally referenced to the valence-band
maximum (VBM). The final term in Equation 1 is a correction term that accounts for finite-size
effects that arise due to the use of the supercell technique and can be due to finite k-point meshes,
elastic interactions, electrostatic interactions, etc. Among these, electrostatic interactions are often
the most important, and a number of methods have been proposed for quantifying these effects
(6264, as discussed in reviews (10, 65).

We now discuss this methodology by using the example of the Fg-F: center in 4H SiC, which
has been reported to be a promising analog to the WV center in diamond (66-68). For this defect,
Equation 1 would be written as

Ef|(Vsi-Vef ] = Enl(Vsi-Ve)f] — Enbulk] + psi + pc + ¢ Er + Econr 2.

When referenced to their bulk phases, the chemical potentals ps and pe can vary between 0 eV
{representing the Si- or C-rich limit) and the enthalpy of formation of SiC (representing either
the Si- or C-poor limirt). For the results presented below, we assume C-rich conditions.

Each charge state g is set by altering the occupation of the defect-related Kohn-Sham states.
In this section, we confine our discussion to ground states. As shown in Figure 3a, Fg-F gives
rise to @y and ¢ states within the 44 SiC band gap derived from the six dangling bonds of the
atoms surrounding the vacancy. In the neutral charge state (Fg-F¢)?, six electrons are available
{one from each dangling bond), leading to the 4, states being doubly occupied and two of the ¢
states being singly occupied and resulting in an § = 1 spin state. In this charge state the defect is
therefore analogous to the NV~ center in diamond. Adding another electron to one of the e states
stahilizes the (F5-Fg)~ charge state, while doubly occupying both of the lower ¢ states gives rise
to (Fg-F) . Removing an electron from an ¢ state yields the (Fg-F)* charge state.

The +, 0, —, and —2 charge states of (Fg-77:) are the ones that can be smbilized within the
band gap of 4H SiC (Figure 3b). The formation energies of these charge states (as calculated in
Reference 67) are shown in Figure 3b as a functon of the Fermi level, which varies from the
VEM (set to 0 eV) to the conducdon-band minimum (CBM) (at 3.17 eV). Plots such as the one
shown in Figure 3b indicate over what range of Fermi levels a given charge state is smable, which
is determined by whichever charge state has the lowest formation energy for a given value of Ep.
The slope of each line corresponds to the charge state of the defect. Intersections between these
lines represent thermodynamic transition levels (i.e., equilibrinm between the two charge states)
and are discussed in Section 4.2.
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(@) Single-particle energy states for (Fg-Fr)? in 4H SiC labeled with their Oy, imeducible representations.
Abbreviadons: cb, conduction band; vh, valence band. (#) Formaton energy versus Fermi level for (Fs-Fg)
in 4H SiC. The charge states that are stable for specific ranges of the Fermi level are labeled, and charge-
state transition levels are indicared. Adapted with permission from Reference 67. Copyright 2015, the
American Physical Society.

Figure 3b shows that, for Fg-F to be used as a smble qubit (i.e., for it to have electronic
structure analogous to the WV~ center in diamond), the Fermi energy needs to be fixed in between
1 and 2 eV, where the nentral charge state has the lowest energy. This could be achieved either
by doping or by electrostatic gating.

4.2. Thermodynamic Transition Levels

On the basis of the knowledge of the formation energies of different charge states g and g/, the
thermodynamic transition level {referenced to the VBM) is defined as

Ef(Xs; E;=0)— ENX?;, E=0)

= 7 —q

where Ef(X7; E; = 0) is the formation energy of defect X in charge state § when the Fermi level
is at the VBM. This definidon implies that for Ey below e{g/q"), charge state g is stable, while
for Ey above e(gfg"), ¢' is stable. These thermodynamic transition levels are clearly important
within the context of quantum information since they define the Fermi-level regions over which
specific charge states (and spin configurations) are stable. Furthermore, these levels correspond to
the threshold ionization energy required to change the charge state of a defect through exchange
of a carrier with a bulk band (corresponding to the ZPL of the transition; see Section 4.3).

We illustrate thermodynamic transition levels for our example of the divacancy in 4H SiC.
With four stable charge states of this defect, three transition levels occur within the band gap,
marked in Figure 3&: «(+/0), €(0/—), and e(—/ — 2). As an example of estimating threshold
ionization energies, if Fg-F were stable in the — charge state but the 0 charge state were desired,
the defect could be photoionized through excitmtion of an electron from the defect states o the
CEM. This would require an energy of at least 3.17 eV — 2.04 eV = 1.13 V.

The computational scheme outlined above can be used to enhance the understanding of well-
characterized defects such as NV~ in diamond (8) or to computationally search for new defects

. 3.
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in existing materials or defects in novel materials that may be useful for quantum applications.
For instance, calculations of transition levels have been performed for a variety of defects, both
experimentally detected and theoretcally proposed, in various polytypes of SiC (20, 67, 69); addi-
donally, NV~ -related defects (70, 71) and split interstitials (72) have been proposed as candidate
spin qubits in AIN.

4.3. Optical Properties of Defects

The optical properties of defects play a key role in quantum applications. The most obvious
example is in the case of SPEs, which require specific PL properties (such as a large amount of
spectral weight in the ZPL) to produce single, indistinguishable photons (6, 25). Applications of
defects in quantum computing and metrology also often rely on optical signatures (see Section 2).
As mentioned in Section 4.1, light can also be used to ionize a defect, changing its charge state.
Finally, the PL line shape (intensity versus emission energy) of a defect can be used as a ingerprint,
allowing for identification of the microscopic nature of the defect.

Optical emission at defects can occur via two possible processes: (@) an internal transitdon,
where the initial and final states are both defect states and the defect does not change charge state
in the process, and (§) a capture process, in which the charge state of the defect changes. In case b,
an electron can be captured from the conduction band, or a hole can be captured from the valence
band (corresponding to an electron being emitted to the valence band). The methodology to de-
termine the position of thermodynamic transition levels within the gap is described in Sections 4.1
and 4.2. For case g, the excited electronic states of the defect must be weated explicity; this is
discussed in Secdon 4.4,

Recent advances in first-principles methodologies have generated a powerful toolkit for pre-
dicting and studying properties of the optical spectrum, including the position in energy of the
PL peak and the line shape of the luminescence.

4.3.1. Configuration coordinate diagrams. In the case of an isolated atom, transitions between
states occur at specific energies, resulting in sharp spectral lines. In the case of PL or absorption at
defects in a crystal, transidons may be significantly broadened in energy resulting from intrinsic
coupling of the electronic structure of the defect with lattice vibrations (both bulk phonons and
localized vibrational modes around the defect) and from so-called inhomogeneous broadening
caused by differences in the environment around each defect (related to strains or electric fields)
{73, 74). Here we consider the effect of the coupling to the lattice; inhomogeneous broadening
can be evaluated using first-principles caleulations, but we do not discoss it further in this review.

A useful conceptual and compumational approach to describing this coupling and it ef-
fect on optical ransitions is so-called configuration coordinate (CC) diagrams, as shown in
Figure 4a,c. The vertcal axis is the energy of the transition, and the horizontal axis is some
generalized coordinate that is a one-dimensional (1D) parameterization of a collective atomic dis-
placement. For a given state of the defect, we expect a roughly parabolic potential energy surface
with a minimum at the ground-state atomic configuration of the defect.

In Figure 4a, we show a CC diagram {calculated using DFT with the HSE functional) for an
electron capture process at a positively charged defect complex in GaN consisting of a galliom
vacancy with a nearest-neighbor nitrogen atom replaced by an oxygen atom, plus two hydrogen
atoms. The complex is denoted I, -0x-2H and is described in detail in References 75 and 77; it
has only two stable charge states, namely + and 0. The generalized coordinate @ is taken to be
a linear interpolation between the atomic posidons in the equilibrium structures of the + and 0
charge states of the defect (more on this in Section 4.3.2). The upper curve corresponds to the
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(@) Calculated configuration coordinate (CC) diagram for electron capmure process at a (Fgg-Op-2H) ' defect complex in Gal.

(¥} Calculated photoluminescence line shape for this process. Panel b adapted from Reference 75 and reproduced with permission.
Copyright, John Wiley & Sons. () Calculated CC diagram for the triplet-triplet transidon at the nitrogen vacancy (NV™) in diamond.
(d) Calculated and experimental photoluminescence line shapes for this transidon. Panels ¢ and 4 adapted from Reference 76.
Abbreviadons: FC, Frank-Condon; HSE, Heyd-Scuseria-Emzerhof; ZPL, zero-phonon line.

defect in a + charge state plus an electron in the GaN conducton band, while the lower curve
corresponds to the neutral charge state of the defect. The minima of the curves are offset in
as a result of electron-phonon coupling (EPC); the strength of the EPC can be quantified by the
so-called Huang-Rhys (HR) factor § (78), which is essendally the average number of phonons
emitted during an optical transition.

Figure 4¢ is a calculated CC diagram for the miplet-riplet ransition of the NV~ center in
diamond (from Reference 76). Here, the upper curve corresponds to the *E excited state of the
defect, and the lower curve to the *4; ground state. (J is again chosen to be a linear interpolation
of the atomic positions between the equilibrium structures of the ground and excited states. The
transition in Figure 4¢ has much weaker EPC than does the case of Figure 4a.

In Figure 4a,c, the horizontal lines in the energy-versus- () curves denote vibrational energy
levels. The emission arrows correspond to a possible emission event from the ground vibradonal
state of the excited electronic state. Within the frequently used Franck-Condon approximation,
the electronic transition of the radiative process is assumed to occur without atomic motion (79),
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so it is vertical on the CC diagram. The final state for this transition is a highly excited vibrational
state of the ground electronic state; the system will rapidly transition to the ground vibronic state
through the emission of phonons, losing energy equal to the so-called Frank-Condon relaxation
energy, Epq. The ZPL energy, corresponding to the transition in which no phonons are emitted,
is also indicated in Figure 4a,c. It constitutes the highest-energy transition (at low temperature,
at which only the lowest vibrational state of the excited electronic state is occupied).

For a carrier capture process such as the one in Figure 4a, Eypy, can be obtained by calculating
the charge-state transition levels, using the methodology of Secton 4.2, For example, the ZPL
energy for electron capture at the (Fg-1¢)® defect is the energy difference between the £(0/—)
level and the conduction band (see Figure 3b). The energies of the transitions at other  values
can be similarly obtained by carrying out calculations for each of the two charge states for the
corresponding atomic configurations. For an internal transiton at a defect, such as the *E-to-* 4,
transition of the NV~ center in diamond (Figure 4a), the energy of the excited state must be
calculated using a different methodology, as discussed in Section 4.4.

4.3.2. Photoluminescence line shapes. In general, the wave functons describing the defect
systemn are functions of all electronic ({x}) and ionic ({Q]) degrees of freedom; by using the Born-
Oppenheimer approximation (44), they can be written in the form ¥{{x]; {QDx({Q]), where
W {x}; [ Q]) is the electronic wave function (which depends parametrically on {31}, and x{{Q}) is
the ionic wave function. Optical transitions occur because of coupling to an electric field, described
by the transition dipole matrix element between the ground (g) and excited (¢) states, p,,; within
the Frank-Condon approximation, where it is assnmed that g, does not depend on Q (79), the
absolute luminescence intensity (the number of photons per unit time per unit energy for a given
photon energy Fw) is given by (in SI units) (74)

i’
(B, T) = J}m |t § Wal T Xgrml Xen) 280 Epr. — Exgm + Eon —Ba), 4,

where n; is the index of refraction, ¢ is the speed of light, ¥em ()] is the vibradonal wave function
for the m (n) vibrational state of the excited (ground) electronic state, Egy (E.s) is the energy of
the state pm (Xem)s Ezpo is the energy of the ZPL, and w,(7T) is the thermal occupation of the
excited state. In Equation 4 we have neglected the temperature dependence of the Ezpy, so any
temperature dependence enters purely through the thermal occupation of the excited vibrational
state. Experiments usually report a normalized intensity, so for the calculation of PL line shapes,
we can focus on the w dependence of Equation 4.

The rate of radiative transitions, which is important for determining excited-state lifetimes and
internal quantum efficiencies of emitters, can be obtained by integrating the absolute PL intensity
{Equation 4) over the energy range of the line shape and therefore requires caleulation of the
transition dipole matrix element and the average energy of the vertical transition. Estimates of
the *E excited-state (m, = 0 spin sublevel) lifedmes from calculated radiative transition rates for
the NV~ center in diamond [20 ns (80), 13.1 ns (81), and 10 ns (82)] are within the experimental
range of 10-25 ns (see Reference 9 for a summary of experiments). Significantly, caleuladon of the
excited-state lifetimes of the m, = +1 sublevels of °E is complicated by the fact that nonradiative
decay can occur from these states via the ISC.

The challenge for calculations of Equation 4 is the overlap of vibratonal wave functions,
()| ¥en}. In principle this requires summing over all vibrational modes of a crystal with a defect
in both the excited and ground states and thus leads to a highly multidimensional integral. The
treatment of the overlap depends on the strength of the EPC (83). In the case of capture processes
or intradefect transitdons with strong EPC, 8 % 1 (for example, the capture process in Figure 4a
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has § = 15), it has often been assumed that a 1D approxdmation to the full vibrational problem is
sufficient to determine the vibrational overlap and therefore the line shape (74, 79, 84). Within this
approximation, a single effective mode (not necessarily a normal mode of the excited or ground
state) is chosen to describe the vibrational coupling. Alkauskas et al. (85) used hybrid-functional
calculations to demonstrate the accuracy of the 1D approximation in the § % 1 case by choosing
the vibrational mode to be a linear interpolation between the equilibrium structures of the excited
and ground states. Accurate line shapes were obtained for deep defects with large S in GalN and
Zn0. Itwas observed that the frequency of this effective mode is significantly smaller than that of
the longitudinal optical mode of the materials smdied (75, 85).

This effective mode is the one corresponding to the coordinate @ plotted in Figure 4a,c and
used to calculate the line shape in Figure 48 (75). The PL line shape in Figure 4b is approximately
Gaussian, with most of the spectral weight in the phonon side band. The PL peak occurs at the
energy of the classical vertical transition (which would be obrained by neglecting the fact that the
initial vibrational state is described by a wave function with finite overlap with multiple vibradonal
levels in the ground state) denoted by the emission arrow in Figure 4a,b, and the absorption peak
would occur at the energy of the absorption arrow in Figure 4e. Within the 1D approximation,
and assuming an equal vibrational frequency in the excited and ground states, the HR factor is
Sip = Epc/Ban, where wy is the vibrational frequency of the effective mode.

Also under the assumption of equal vibrational frequencies in the excited and ground states
{but irrespective of whether or not the 1D approximation was made), and neglecting the ~a’
prefactor in Equation 4, the relative spectral weight in the ZPL is given by wypy, = ¢~¥ (the DW
factor mentoned in Section 2.2) (16, 84). This form of wyp. clearly demonsirates that the ZPL
has very little weight in the case of srong EPC (5 5 1).

Another limiting case occurs when S is small enough to ensure that the weight of the PL
spectrum is in the ZPL (a large DW factor) and that the intensity of the phonon side band is
very weak; this occurs for capture processes or intradefect transitions with small EPC. From a
computational perspective, the most difficult cases are the ones with an intermediate EPC strength.
The wiplet transition of the NV~ center in diamond is a good example, with an experimentally
determined value of the HR factor § = 3.73 (28). As evident from Figure 44, in this case there is
sigmificanty more spectral weight in the ZPL and more strocture in the phonon side band than
in the § = 15 case of Figure 4b. The classical vertical emission no longer corresponds to a clear
peak in the spectrum. In this case, the 1D approximation is no longer adequate for predicting
the PL line shape (74, 83), and an approach that explicidy treats vibrational modes with different
frequencies is required.

Under the assumption that the vibrational modes are identical in the excited and ground states,
the generating-function approach (79, 86) can be used. This method involves summing so-called
partal HR factors, 5, for each of the relevant phonon modes to obrain the spectral fanction of
EPC, S(Fw) = ¥}, 58(Fw —Fay), and total HR factor § = 3, 5. On the basis of Equation 4, the

{zero-temperature) normalized luminescence can be written as (79, 86)
L{EzmL —bw) = Co® f (8-5\::}—-9(0}} e =T gy, 5.

where S(t) = [, S(fw)e "*d{bw) is the Fourier transform of S(fw) and y is a parameter that
represents the broadening of the ZPL.

Alkauskas et al. (76) used this approach to determine the PL line shape for the *E-to-4;
transition of the NV~ center in diamond. As shownin Figure 44, excellent agreementwas obtained
with the experimental line shape, as well as the HR factor (caleulated § = 3.67) and DW factor
[calculated weyp, = 3.8% versus experimental wyp, = 3.2% (28)]. We note that the assumption
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that the vibronic modes are identical in the excited and ground states is not strictly fulfilled in the
case of NV~ in diamond (87); this may be one reason why the calculated line shape (Figure 4d)
exhibits minor deviations from the experimental spectrum.

This study of the NV- center demonstrated that an accurate treatment of vibrational modes
{beyond the 1D approximaton) is essential to quantitatively reproduce the PL line shape in the
case of intermediate EPC strengrh: Localized vibrational modes around the defect, quasi-localized
defect-induced vibrational resonances, aswell as long-range acoustic modes, needed to be included
{76). In general, defects with intermediate EPC will require the inclusion of contributions from
various types of vibrational modes.

4.4, Excited States

When intradefect transidons are used for quantum applications, a quantitative understanding
of excited electronic states is crucial. However, Kohn-Sham DFT is inherently a ground-state
theory, and hence excited states require particular attention. In this section, we briefly summarize
the approaches to treating excited states, as they apply to the calculation of properties discussed
in Secdons 4.2 and 4.3.

4.4.1. Constrained density functional theory. As discussed in Section 3, two of DFT’s main
advantages over higher-level techniques are its relatively low computational cost, allowing for
calculadons of large and complex systems, and the ability to efficiently perform atomic relaxations.
These benefits are especially crucial for defect calenlations since large supercells or clusters are
required to model an isolated defect and large numbers of calcnlations are typically required to
characterize the atomic and electronic structure of the defect. Therefore, there is a significant
incentive for devising DFT-based techniques that can provide a qualitative and even quantitative
understanding of properties connected to excited states.

The central issue is that the KS eigenvalues from DFT do not correspond to quasi-particle
addidon and removal energies. This is a result of the self-interaction errors inherent in local
and semilocal DFT functionals (48, 88). Much research effort (see, e.g., References 8% and 90)
has been aimed at developing approximate functionals that would cure this shortcoming. It has
been demonstrated for several systems that self-interaction errors are greatly reduced in hybrid
functionals, specifically for the HSE functional (91, 92).

Excited states can be approximately treated within DFT by using the constrained DFT (CDFT)
approach. This method is quite general (see Reference 93 for a review) and involves including an
addidonal Lagrange parameter when minimizing the density functional, resulting in an additional
potential in the Kohn-Sham equations (94, 95). In the case of excited states at defects, the con-
straining potential is chosen such that the ground state of the defect system in the presence of the
potential mimics the excited state of interest. For example, the symmetry (e.g., angular momentum
or spin) of the wave functions can be constrained (96), or the occupation of a given orbital can
be specified. For the example of the single-partcle states of the NV~ in diamond (Figure 15) or
{Vg-F¢)® in SiC (Figure 3a), an approximation of the 3E electronic excited state may be created
by constraining the #; orbiral to be half filled so that an electron is forced to occupy the empry
spin channel of the ¢ states.

CDFT calculations have been applied to the excited states of the NV~ center in diamond
{Figure 1¢) (8, 76, B0, 97-100). Using local/semilocal functionals, Goss et al. (80) and Delaney
et al. (99) determined the energetic ordering of these excited states, which was found to be in
agreement with more advanced calculations (References 99 and 101, discussed in Sections 4.4.2
and 4.4.4). When CDFT is used in conjunction with the HSE functional, calculations give values
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of Eyp, for NV- [2.02 (8), 2.035 (76), and 1.955 (100)], in good agreement with experiment
[1.945 eV (102)). Similar accuracy (~0.1 eV) was demonstrated for the ZPL of the divacancy in
various polytypes of SiC (67, 103).

Overall, CDFT calculations have provided crucial insights into excited-state properties of
quantum defects, pardcularly when combined with hybrid functonals. An important limitation,
however, is that CDFT is in principle applicable only to sitiations in which the many-body
electronic state reduces to a single Slater determinant of single-particle orbitals (104). In the
following sections, we discuss several higher-level techniques that address the shortcomings of
DFT for excited states and multideterminant states.

4.4.2. Many-body perturbation theory. Many-body perturbation theory (MBPT) methods
based on the GW approximation apply a quasi-particle correction to the KS eigenvalues of a ra-
ditional DFT or hybrid functonal caleulation (105); the resulting energy states therefore more
rigorously correspond to the single-particle excitadon energies (within the accuracy of the ap-
proximations). Significant advances have been made in GW calculatons of charge-state transition
levels (106). The interaction between an excited electron and resele=r hole (in the case of a nentral
excitation) can be accounted for by solving the Bethe-Salpeter ]| equation (105).

GW and GW +BSE techniques, however, have significant limitations. Because of the much
larger compurational cost of these techniques, convergence with respect to numerical parameters
may be difficult for the large supercell sizes necessary for defect calculations. Also, within MBPT
it is generally not possible to calculate forces on atoms in solids in a computationally tractable way,
causing the final result to depend on the accuracy of the atomic structure of the defect calculated
with DFT.

Optical transitdions and absorption spectra for color centers, including the F centers in CaF;
(82), LiCl (107, 108), LiF (109), and MgO (110), were studied with GW and/or G +BSE. Ma
eral. (101)used G W +BSE to calculate the excited states of the WV~ center in diamond, supporting
CDFT predictions of excited-state orderings (80, 99). Relaxed structures in the excited state in
Reference 101 were obtained with CDFT. The results for absorption, emission, and ZPL energies
for the triplet states agree with experiment about as well as those based on CDFT-HSE discussed
in Section 4.4.1. Bockstedte et al. {(111) used GW +BSE calculations of carbon vacancies in SiC
to interpret photo—electron paramagnetic resonance (EPR) measurements. Artaccalite et al. (112)
performed MBPT calculatic==9n defects in BN and their conpling to bulk excitons. Finally, Szdsz
(69) combined hybrid d W +BSE calculations on the carbon-antisite vacancy defect
in 4H SiC, identifying it as a possible spin qubit.

4.4.3. Time-dependent density functional theory. Time-dependent density functional the-
ory (TDDFT) is a generalization of Hohenberg-Kohn-Sham DFT to dme-dependent potentials
{113}, allowing for the applicadon of density-based techniques to the calculation of excited-state
spectra. Although TDDFT has enjoyed considerable success for finite systems such as molecules
and small clusters, its application to solids has proved challenging (see Reference 114 for a re-
view). As with standard DFT, hybrid functionals combined with TDDFT improve the accuracy
of optical spectra for solids relative to TDDFT with local and semilocal functionals (115). Only
a few TDDFT studies of defects have been performed, using clusters to approximate the infinite
solid. Gali (21) used TDDFT (on clusters) to compare vertical excitation energies for NV~ in
diamond, finding that the CDFT-HSE wvalue {2.21 V) was in very good agreement with the
TDDFT result [in which the PBEO functional (116) was used] and with experiment (2.18 &V
from Reference 102), while the GHW +BSE value was slightly larger (2.32 V). Gali also per-
formed calculations for the nentral divacancy in SiC (21). Zyubin et al. (117) performed TDDFT
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calculadons on the NV™ center and compared their results to configuration interaction (CI) cal-
culations (see below).

4.4.4. Configuration interaction. The CI method is a quantum chemistry technique in which
the many-body wave function is written as a linear combination of Slater determinants of single-
particle wave functions with coefficients determined using the variational approach. In principle,
“full” CI (including all possible Slater determinants of a complete orbiral basis) gives the exact
solution to the many-body Schridinger equation and allows for the calculadon of intrinsically mul-
tddeterminant states. In practice, the technique is severely limited by its compurational complexity.
Even when significant approximations are made (by limiting the number of Slater determinants
and/or the size of the orbital basis), CI is computationally tractable only for small systems such
as molecules and simple solids (118). Becanse of these computational limitatons, few CI studies
have been performed for defects. The calculations of Delaney et al. (99) and Zyubin et al. (117) on
small diamond clusters helped clarify the ordering of the singlet excited states of the NV— center.

4.5. Magnetic Properties

In addidon to the electronic and optical properties of defects, magnetic properties are very im-
portant for understanding and realizing the potental of defects for quanmm computing and
metrology. In this section we discuss first-principles methodologies and relevant caleuladons for
hyperfine (hf) coupling, ZFS5, and the g tensor for quantum defects. These properties have been
chosen as examples to demonstrate the capabilides and accuracy of first-principles calculations;
other relevant magnetic properties include the strength of spin-orbit interaction and magnetic
quadrupole spectra.

4.5.1. Hyperfine coupling. @npﬁng is the interaction between the electron spin and nuclear
spin. It causes splittings in EPR/electron spin resonance (ESR), ODMR, or electron-nuclear
double-resonance (ENDOR) spectral lines. Quantitative first-principles calculations of hf tensors
are a powerful tool for identifying the chemical nature and structure of paramagnetic defects
detected in any of these techniques. In addition, the hf interaction could be used to couple electron
spins at defects to nearby nuclear spins (as discussed in Section 2.1) and even to map electron
spins to nuclear spins, as experimentally demonstrated in References 119 and 120 and described
theoretically in Reference 121. An illustration of a calculated electron spin density is shown in
Figure 5 for a divacancy defect in 6H SiC.

The hf interaction, parameterized by the hf tensor, has two parts: the isotropic Fermi contact
term and the anisotropic dipolar part. Both of these parts require caleulation of the electron spin
density at or around the atomic nuclei. Techniques to perform the calculations of hf tensors have
been developed for DFT caleulations in which atomic cores are treated with pseudopotentials
{122, 123) or with PAWSs (124) and for local/semilocal exchange-correlation functionals as well as
hybrid functionals (125).

A number of caleulations of hf tensors have been published for defects for quantum applications.
For example, for the NV~ center in diamond, DFT caleulations by Gali and coworkers were critical
in clarifying the sign of the hf parameters for "N and "N (97, 126, 127). LDA calculations of
the N axial and nonaxial hf parameters for the NV? center (127) (axial: —39.0 MHz; nonaxial:
—23 4 MHz) compared favorably with experimental values (128) of —35.7 MHz and —23.8 MHz.
PBE calculations for NV (axial: 2.3 MHz; nonaxial: 2.7 MHz) also compared well with experiment
[3.01 MHz (119) and 3.03 MHz (128)]. These examples demonstrate the accuracy and urility of
first-principles calenlatons of hf tensors for defect-state and/or charge-state identification.
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Figure 5

DFT spin density of a nearral divacancy in 6H SiC for caloulaton of hyperfine coupling. Adapted with
permission from Reference 121. Copyright, the American Physical Society. Figure courtesy of A. Gali and
V. Ivady.

parameters have also been calculated for various defects of interest in SiC to aid in iden-
thication (see Reference 129 and references therein, Reference 130, and Reference 131). Szillds
et al. (72) also performed calculations of hf parameters for the split N intersdtial in AIN.

4.5.2. Zero-field splitting. In an atom, spin sublevels that correspond to different projections of
the spin are energy degenerate. This is not necessarily the case in a reduced-symmetry environment
such as a molecule or a defect in a solid. For example, as discussed in Section 2.1, the NV~ in
diamond has a 2.88-GHz splitting between the m, = 0 and m, = £1 levels (Figure 1¢). This
so-called ZFS is caused by magnetic dipole-dipole and spin-orbit interactions.

The fine structure caused by ZFS is sensitive to the symmetry of the defect and to the spatial
extent of the defect wave function (74); measurements of the ZFS by ESR or ODMR therefore
provide information about the defect structure. As discussed in Section 2.3, the magnitude of the
ZFS between s, = 0 and m, = £1 levels in wiplet states {(ground or excited) of NV~ in diamond
can be used as a probe for various external perturbations such as temperature, strain, and electric
field (132).

Relative to hf parameters and g tensors, fewer calculations of ZFS have been reported. ZFS have
been caleulated in molecules with DFT and quantum chemistry techniques (133). For defects with
light aroms such as C and Si, the dipole-dipole part is expected to dominate in the ZFS. Method-
ologies to calculate dipole-dipole interactions with DFT for defects in solids have been developed
(134, 135), and Ivady et al. {136) applied such methodologies to determine the pressure and tem-
perature dependence of the ZFS for NV~ in diamond. A zero-pressure value of I} = 2.84 GHz
{extracted from figure 3 of Reference 136) and a slope with hydrostatic pressure (over a range
from 0 to 50 GPa) of 10.30 MH=z/GPa were obtained, in good agreement with the value of
14.58 MHz/GPa experimentally determined by Doherty et al. (137). ZFS calculatons have also
been used to help identify the NV~ center in the various polytypes of SiC via EPR {138).

4.5.3. g tensor. Under the application of a magnetic field, the Zeeman effect, in which the spin
sublevels split, oceurs. The spin Hamiltonian contains terms for the nuclear and electron Zeeman
effects. The electronic g tensor for paramagnetic defects is probed direcdy with ESR and ODMR,
and first-principles predictions provide an important tool for defect identificadion. In addition,
knowledge of the g tensor is essential for magnetic-field nano-sensing applications (132).
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First-principles calculations (using a variety of computational methods) of g tensors for
molecules are widespread (133); a DFT implementation was first developed by Schreckenbach
& Ziegler (139). Pickard & Mauri (140) subsequently developed a methodology for calculations
on extended systems (including defects in supercells). von Bardeleben et al. (138) caleulated g ten-
sors for the NV~ center in the various polytypes of SiC and compared these calculations to EPR
results; PBE caleulations gave g-tensor elements of 2.0034-2.0036 (depending on the polytype)
for the axial component and 2.0029 for the nonaxial component, compared to experimental values
of 2.004 for the axial component and 2.003 for the nonaxial component (138).

5. SUMMARY AND OUTLOOK

Point defects in semiconductors and insulators offer an exciting platform for technologies based
on the unique aspects of quantum mechanics. They show promise as spin qubits and quantum
memories for computing, SPEs for nonclassical communication and eryptography as well as optical
quantum computing, and sensors for nanoscale metrology. To realize this potendal, a quanttative
understanding of the electronic, atomic, optical, and magnetic properties of defects is required.
We show above that first-principles caleulations are playing a crucial role in understanding the
properties of known defects and in identifying and characterizing novel defects. While great
advances have been made in computational power and methodology, there are still open questions
and many active areas of research:

1. As is evident from Section 4.4, there is sdll much work to be done with regard to the
treatment of excited states. The application of the discussed beyond-DFT techniques is not
yet routine as a result of significant compurational and methodological limitatons. Even
for the best-studied example, the NV~ center in diamond, difficulties persist in determining
accurate energies for the intrinsically multideterminant excited states. Progress could involve
improving DFT-based schemes such as CDFT with hybrid functionals, making higher-level
methods more computationally tractable, or some combination of the two.

2. First-principles methodologies for intradefect nonradiative ransitions need to be developed,
a need that is illustrated by the fact that, even for the NV- center in diamond, the nature
of the nonradiative transitions is not settled. The approach would build on the recently
developed treatment of capture processes (141).

3. Further improvements in the computational treatment of the vibratdonal structure of defects
are desirable to enable more efficient calculations of, e.g., luminescence line shapes (see
Secdon 4.3.2).

4. DFT calculatons offer high accuracy (particularly with hybrid functionals) at an acceptable
computational cost. However, even hybrid functionals lack long-range electron correlations,
which manifest, for instance, in van der Waals interactions; efforts to include the later in
DFT calculations are well under way (142). More generally, correlations can be caprured us-
ing orbital-dependent functionals, such as random-phase approximation (RPA) functionals
{143). High computational cost is an obstacle, and there have hence been very few appli-
catons to defects (144). Sdll, the application of RPA and related funcdonals should be a
froitful area of research in the coming years.

5. The first-principles methodology described in this review holds great promise for systematic
surveys of potential defects in a range of materials. Automating such searches would be
desirable but requires great care and cantion in choosing descriptors, particularly in an area
in which physical understanding is still incomplete. Appropriate guided-search strategies
still need to be developed.
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Owerall, we are confident that first-principles methods will continue to play an increasingly
important role in understanding and predicting point defects for quantum technologies.
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