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An Actor-Critic Algorithm With Second-Order
Actor and Critic

Jing Wang and loannis Ch. Paschalidis, Fellow, I[EEE

Abstract—Actor-critic algorithms solve dynamic decision
making problems by optimizing a performance metric of
Interest over a user-specified parametric class of policles.
They employ a combination of an actor, making policy
Improvement steps, and a critic, computing policy improve-
ment directions. Many existing algorithms use a steepest
ascent method to Improve the policy, which is known to suf-
fer from slow convergence for lll-conditioned problems. In
this paper, we first develop an estimate of the (Hesslan) ma-
trix containing the second derivatives of the performance
meitric with respect to policy parameters. Using this esti-
mate, we Introduce a new second-order policy improvement
method and couple It with a critic using a second-order
learning method. We establish almost sure convergence of
the new method to a neighborhood of a policy parameter
stationary point. We compare the new algorithm with some
existing algorithms In two applications and demonstrate
that it leads to significantly faster convergence.

Index Terms—Actor-critic algorithms, Markov decision
processes, Newton's method, robotics.

l. INTRODUCTIOM

ARKOV Decision Processes (MDPs) provide a general

framework for sequential decision making problems. Al-
though MDPs can be solved using dynamic programming, the
well-known “curse of dimensionality™ becomes an impediment
for larger instances [1]. In addition, dynamic programming in
a standard implementation requires explicit transition probabil-
ities among states under each control, which are not available
for many applications. To address these limitations, a number
of approximate dynamic programming techniques have been
developed, including reinforcement learning methods [2], a va-
riety of technigues involving value function and policy approx-
imations (neuro-dynamic programming [3]) and actor-critic
algorithms [4].
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This paper focuses on the latter actor-crific algorithms. They
optimize a parametric user-designed Randomized Stationary
Policy (RSP) using policy gradient estimation. RSPs are poli-
cies parameterized by a parsimonious set of parameters. To
optimize the RSPs with respect to these parameters, acfor-critic
algorithms estimate policy gradients using learning methods
that are much more efficient than computing a cost-to-go func-
tion over the entire state-action space. Many different vari-
ants of actor-critic algorithms have been proposed and shown
to be effective for many applications such as robotics [3],
biology [6]. navigation [7], and optimal bidding for electricity
zeneration [8].

In an attractive type of an actor-critic algorithm introduced in
[4], a critic is used to estimate the policy gradient from observa-
tions on a single sample path and an actor is using this gradient to
update the policy at a slower time-scale [4]. The estimate of
the critic tracks the slowly-varying policy asymptotically, using
first-order variants of the Temporal Difference (TD) learning
algorithms (TD{1) and TD{1)). However, it has been shown that
second-order learning methods—Least Squares TD (LSTD)}—
are superior in terms of rafe of comvergence (see [9]-[14]).
LSTD was first proposed for discounted cost problems in [11]
and was shown to have the optimal rate of comvergence in [12].
In [14], LSTD is used in the critic of an actor-critic algorithm,
resulting in the LSTD Actor-Critic algorithm (LSTD-AC).
Later, this algorithm was applied to applications of robot
motion control with temporal specifications [15]-{17]. Despite
faster convergence than TD-based methods, LSTD-AC exhibits
slow convergence for ill-conditioned problems in which the
performance metric is more sensitive to some parameters in the
RSPs than others. The reason is that it uses a first order actor
with an *“unscaled” gradient, commonly known as steepest
ascent, to update the policy. This often leads to a “zig-zagging”
behavior in order to converge to a stationary point.

Several algorithms have been introduced which use a second-
order method in the actor. The “natural™ gradient method was
originally proposed for stochastic learning [18], [19]. [20] pro-
posed a different estimate of the natural gradient but its accuracy
can be influenced by the choice of basis functions; an episodic
algorithm was then proposed to guarantee the unbiasedness of
the estimate. These methods use the inverse of the Fisher infor-
mation matrix to scale the gradient. [21] suggested several incre-
mental methods using the natural policy gradient. [22] presented
an online natural actor-critic algorithm using a natural gradient
and applied it to a road traffic optimization problem. Based on
[20], [23] proposes three fully incremental natural actor-critic
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algorithms. It also describes a method that is based on a
“vanilla™ gradient and provides extensive empirical comparison
of all algorithms in test problems (so called Generic Average
Reward Non-stationary  Environment Testbed—GARNET
problems [23]).

Although natural gradients are very effective in stochastic
learning, there are alternative ways to scale gradients. The
Hessian matrix of the performance metric with respect to the pa-
rameters is commonly used to improve the rate of convergence.
[24] proposes an estimate of the Hessian matrix for a discounted
reward problem using a sample path of an MDP. Although the
relationship between the Fisher information matrix and the Hes-
sian matrix has been briefly discussed in [19] and [25], it is still
not fully clear how they are related in the actor-critic framework
and why natural actor-critic algorithms work well in practice.

In this work, we develop a more general estimate of the
Hessian matrix for actor-critic algorithms. In Section V-C, we
demonstrate that our Hessian estimate degenerates to the Fisher
information matrix used in natural actor-critic algorithms if we
assume no knowledge of the state-action value function and ig-
nore second derivatives with respect to the parameter vector. In
this light, natural actor-critic algorithms can be seen as equiv-
alent to quasi-Newton methods that assume no knowledge of
the state-action value function when approximating the Hessian
matrix. In fact, [12] proposes a quasi-Newton actor-critic
algorithm that is very similar to the methods in [20].

This paper proposes a method that uses LSTD-based crit-
ics to provide estimates of both the gradient and the Hessian
and utilizes the Hessian estimate in the actor to update policy
parameters.

We establish almost sure convergence in the neighborhood
of a stationary point (with respect to policy parameters) of the
performance metric. We remark that a subset of the results ap-
peared in a preliminary conference paper in [1]. The present
paper contains all proofs concerning the Hessian estimate, the
convergence analysis which was absent from [1], and a much
more extensive numerical evaluation of our method both in
GARNET problems and in an application from robotics.

The remainder of the paper is organized as follows: Section I1
provides background on MDPs and establishes some of our no-
tation. Section I11 presents the estimation of the policy gradient.
Section IV develops the estimate of the policy Hessian, which
is the foundation of the new algorithm. Section V describes
our method and Section V1 proves its convergence. Section VII
presents two case studies.

Notation: Bold letters are used to denote vectors and matrices;
typically vectors are lower case and matrices upper case. Vectors
are column vectors, unless explicitly stated otherwise. Prime de-
notes transpose. For the column vector x € B™ we write x =
{r1,...,zy) for economy of space, while ||x| denotes the
Euclidean norm. The expressions = 0 and = 0 denote positive-
definiteness and positive-semi-definiteness, respectively. Vec-
tors or matrices with all zeroes are written as 0 and the identity
matrix as I. For any set %, |.%°| denotes its cardinality. # denotes
the parameters in parameterized policies. If not explicitly speci-
fied, V and V? denote the gradient and Hessian w.r.t. 8. To sim-
plify the notation, a lot of equations in this paper are represented

using functional notation and the domain of these functions is
assumed to be X = U, where X and U are the state and the
action space, respectively, of the MDP. Vector-valued functions
are denoted using bold letters while scalar-valued functions are
denoted using normal letters. 0 and 1 are functions that assign
the value 0 and 1 to all state-action pairs, respectively.

Il. Markov DECISION PROCESSES

Consider a discrete-time Markov Decision Process (MDP)
with a finite state space X and an action space U. Let 3 £ X
and ug € U be the state of the system and the action taken
at time k, respectively. Let g{xg,u;) be the one-step reward
of applying action u; when the system is at state x;. We will
use Xy to denote the initial state and p(xgq|xe, ug) for the
state transition probabilities, which are typically not explicitly
known. We assume that {x; } and {x;, u; } are ergodic Markov
chains [12].

This paper considers policies that belong to a parameterized
family of RSPs {ug : # = R™}. That is, given a state x € X
and an n-dimensional parameter vector #, the policy applies
action u € U with probability pg(u|x). Given a fixed policy
pglu|x), the history of g(x;, u: ) can be represented by a ran-
dom process. Let Eg{-} be the expectation with respect to this
random process; the long-term average reward for a policy pg
is 3(8) = Ep{limr ..o Y4 g [9(Xe, ue)]}.

In average reward MDP optimization problems, the perfor-
mance metric is the long-term average reward &(8) and the
objective is to optimize &(#). Similar problems can be defined
by using discounted reward or total reward as performance met-
rics [12]. Note that the discounted reward and the total reward
can be treated as the average reward of an artificial MDP (See
Chapter 2 of [12]). Without loss of generality, this paper focuses
on the average reward case. Corresponding results for the other
cases can be obtained with modifications similar to Sec. 2.4 and
2.5 of [12].

lll. EsTimaTiON OF POLICY GRADIENT

The state-action value function Qg : ¥ x U — R (some-
times referred to as the (}-value function) of a policy ug is
defined as the expected future reward given the current state
x and the action u. (Jg is the unique solution of the Poisson
equation with parameter & [26], [12] (written as a functional
relationship)

Qe =g— a(8)1 + FeQe, (1)

where Fy is the operator of taking expectation after one transi-
tion. More precisely, for any real-valued or vector-valued func-
tion f defined on X = 1,

(Pof)(x,u) = p(y|x,u)us(v|y)f(y,v) (2)
¥.V
for all (x,u) € X x 1.
Let now
Wo(x,u) = VInpg(ulx), (3)
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where 15(x, u) = 0 when x, u are such that pg(u|x) = 0forall
8's. It is assumed that 1/ 4(x, u) is bounded and continuously dif-
ferentiable. Since pg(u|x) is the probability of action u at state x
for @, 1 5(x, u) is the gradient of the log-likelihood In jug(u|x).
We write 1 = (115, ...,1%) where n is the dimensionality
of 8.

For each @ € R", let ng(x, u) be the stationary probability
of state-action pair (x,u) in the Markov chain {x, u; }. For
any # = R", we define the inner product operator {-, -} of two
real-valued or vector-valued functions ()4, (J3 on X = U by

(Q1,@Q2)g = me(X,w)Qi(x,u)Qa(x,u). (@)

A key fact underlying actor-critic algorithms is that the policy
gradient of &(8) can be expressed as [27], [12]

5“{9} = (Qo, Uh)g, i=1,. (5)

IV. EsTiMATION OF THE PoLICY HESSIAM

Earlier work in actor-critic methods has used critics based
on TD(1), TD{4), and LSTD methods to estimate the policy
gradient Va&(@) [4], [28]. Since we are interested in a Newton-
like gradient ascent update in the actor, in this section we develop
an estimate for the policy Hessian matrix V*a(@).

Applying the operator ¥V on the real-valued function gg (3, u)
parameterized by &, we obtain a vector-valued function, abbre-
viated as Vgg, which maps (x, u) to Vgg(x, u). For a vector-
valued function fg :  x U — R™ parameterized by #, which
can be denoted as fg = (f3,..., fi*), we define Vig to be an
n x m matrix-valued function whose ith column is V f}.

Lemma IV.1: For any vector-valued function fg : X =« U —
R™, we have

V (Pofe) = Po (Vo + ¥y )

Proof: For all state-action pairs (x, u) € X x U, we have

V(Pefg)(x,u) = V (Z p(y|x, u)pe(v]y)fa(y, V])

¥y
= 3 plylx, u)V (ua(vly)fa(y.v)). (6)
¥

In the above, pg(v|y)fa(v,v) is a function defined on X = U,
which is abbreviated as pgfy. Using the chain rule and the
definition of 1/5, we obtain

V (nefe) = neVie + Vel
= pg (vfg + ngf;) . )

The lemma can be proved by substituting (7) to (6). n
Lemma IV.1 provides a way to interchange the Fg and V

operators. Similar to the definition of 15, we define
we(x,u) = V* In pg(ulx), (8)

where wg(x, u) = 0 when x, u are such that pg(u|x) =0 for
all 8. g is the Hessian matrix of the log-likelihood ln pg(ulx).

The following theorem establishes a similar result to (5) for the
Hessian matrix V2 a&(@).

Theorem IV.2 { Hessian Matrix of Average Reward): Let
4,93 : ¥ x U — R be the scalar-valued (i, j)-th component of
pg(x,u). The second-order partial derivative of &(8) with
respect to & can be represented as:

Fald)
ﬂﬂ.ﬁﬂ; <Q& ‘%'ﬁ;} (Qenﬂ' >
ﬁQe > <5Qa > 9
< ﬁgj !lt.‘l::lﬂ o ( }
foralli,j =1,...,n, where {-, -} is the inner product operator
defined in (4).

Proaf: Applying the ¥V operator on both sides of (1) and
using Lemma IV.1 with fg being the scalar function Qg, we
obtain

Va(@)l+ VQs = Pa (1PgQs + VQa) . (10)

Defining the vector-valued function fg = ¢¥gQs + VQp and
applying again the ¥V operator on both sides of (10), we have

V(Va(@)L+VQe) = V(Fela),
which due to Lemma IV.1 implies
V2a(0)1+ VQe = Pa (vfg + wgf;) . an

Take now the inner product with 1 on both sides of (11) and
notice that because ng(x, u) is the stationary probability under
8, it holds {1,h}y = {1, Psh), for any function h defined on
X » U. We have

Via(0) + (L V'Qe), = (1, Via + Tﬁef;r)a-

Using the definition of fgz and the fact Vis = Vi(yeQs) +
V2(Qg, we obtain

V2a(0) + (1, V*Qe), = (L. V(1eQe) + V'Qs),

+ (L Qoe¥ly + ¥oVQp)

Applying the chain rule, noticing that V10y = (g, and reorga-
nizing the terms in (12} it follows

V'a(6) = (Qe,¥a¥s), + (Qe.%0)s
+(VQe. %) + (%0, V), -

(12)

(13)

|

Corresponding resulis for the discounted reward and the total
reward cases can be derived based on the relationship between
these three problems we discussed earlier. Intuitively, the dis-
counted and total rewards can be considered as average rewards
in some artificial MDPs. More detailed information about con-
structing the artificial MDPs is available at Sec. 2.4 and Sec. 2.5
of [12].

Theorem IV.2 states that the Hessian matrix V2&(@) can be
decomposed into four terms, all of which take the form of inner
products. The first two terms are the inner products of the state-
action value function Qg with v/4v7) and . Because of the
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similarity between the first two terms and (5), we can use similar
techniques as in the LSTD-AC to estimate them.

For the last two terms in (13) we need an estimate of V()g.
MNote that (10} is the counterpart of the Poisson equation (1) for
V(})a, where Fg(1rg(Js) plays the role of the one-step reward.
However, this equation can not be directly used to estimate V(Jg
because it is quite hard to obtain Fy(1rg(Js). To address this
problem, we present the following theorem.

Theorem IV.3: Let the function Qg : X x U — R™ be the
solution of the equation

Va(8)1 + Qo = ¥eQe + PoQa,

and Vg : ¥ x U — B" be the solution of (10). Then,

(14)

(VQe.%5), —(Qe.¥s), = —(Qo.%ets), - (15)

Proaf: Applying the Fy operator on both sides of (14) and
using the fact that Fyl = 1, we obtain

Va(0)1+ PaQa = Pa(veQe + PaQa).

Comparing (10) and (16), it follows ng}g = Vi)g. As aresult,

(16)

(VQo.%0), — (Qo:¥s), = (V0o — Qo. %),
= <P9Qa - Qm‘!-"l;}a
= <—¢9Q9 + Va(o)1, %!’:ir}a
= —(Qe.%e¥i), + Va(0) (LY ),

where the third equality above used (14).
Let now wg(-) be the stationary probability of the Markov
chain {x; } under RSP 8. Then, s (X, u) = mwg(X)pe(u|x), and

(7

(L.w6), = nalx, u)e(x, )

— 3 (%, u) Vg (ulx) /(g ulx))

X

=D _7m6(x) ) Vpa(ulx)

=0, (18)

where in the second equality we used (3) and the last equality

follows from the fact that %, pg(u|x) =1 for all 8. Eq. (15)

follows by combining (17) and (18). [ |
By symmetry to Eqg. (15), it also holds that

(%0, V@), — (¥6.Qb), = — (Qs: oo ), (19

Substituting (15) and (19) into (13), we obtain a new es-
timate of the Hessian matrix V*a&(#) given in the following
Corollary.

Corollary IV.4: With f]g being a solution of (14), the Hes-
sian matrix V(@) can be expressed as:

Via(8) = <QB-. Yo — wﬂw:’)e N (Qﬂ,‘ﬁ’;)e
+ <‘J’-|’E‘- fl;?>a :

A. Function Approximation

We can calculate (Jp and f]g by solving (1) and (14). How-
ever, when X x U is very large, the computational cost becomes
prohibitive. This problem can be addressed using function ap-
proximation techniques. One popular type of function approx-
imation is to express (Jgp and each component of QJg with a
linear combination of feature functions. We choose a set of fea-
ture functions g = (¥}, vg , Vhvn; i,5 = 1,...,n), where
hg(x, u) is an V-dimensional vector for vx, u € X x U with
N = (2n® + n) and n being the dimensionality of @. Similar to
other actor-critic algorithms, the basis functions ¢ g need to be
uniformly linearly independent [4], [12], which can be enforced
by choosing a suitable structure of policies. Some additional
features can be added depending on the particular application.
This added flexibility could be useful in a number of ways as it
has been discussed in [4].

Similar to [12], we consider the following linear approxima-
tion for Qg

(20)

Qo(x,u) = Pp(x,u)r, reRN. (21)

Let us now view the inner product operator in (4) for real-

valued functions in X x U as an inner product between vectors
in RV and denote by ||-||; the induced norm. Also denote by
&g the low-dimensional subspace spanned by ¢g. If we define

r* = arg min |5 — Qelle, 22

then (g is the projection of Qg on g. Similar to (2.2) of [4],
{QEH‘E’:}}Q = {Qﬂ:¢5}91

(@598 —vbwh), = (Qo.vd — vovd),,

foralli,j=1,...,n )
_ Define the linear approximation of Qfg, the ith component of
qﬂs as

(23)

Qh (x,u) = dg(x,ut!, ' RV, (24)
Again, foralli, j =1,... ,nand
t* = arg min [|Q5 — Qlle, (25)

Q4" is the projection of Q% on ®g. Similar to (2.2) of [4], we
have

(Qg.’%>a - (Q:”t’l'%>e'

Equations (23) and (26) state that the projections of (Js and
Q) on the low-dimensional space &4 are sufficient for estimat-
ing (20). This reduces the computational cost for obtaining (Jg
and Qg since we only have to compute the relative parsimo-
nious vectors r* and t'*, i = 1,...,n, while it does not alter the

(26)
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inner products needed to compute the gradient Va (@) (cf. (5))
and the Hessian V2&(@) (cf. (20)).

V. A SeEconD-ORDER ACTOR-CRITIC ALGORITHM
A. Critic Sfep

We use the Least Squares Temporal Difference (LSTD) (see,
e.g., [14]) with parameter A to estimate r* and t™*, i =1...,n,
defined in (22) and (25), respectively. Recall that x; and
ug denote the state and the action of the system at time k,
respectively. Let o denote an estimate of the average re-
ward at time k. z; € R™ denotes Sutton’s eligibility trace
and A; € RN*N g sample estimate of the matrix formed by
Zi(Pg, (Xe, ur) — Pg, (Xe41,ur1)), which can be viewed as
a sample observation of the scaled difference of the features
between time k and time k + 1. b € BY refers to a statisti-
cal estimate of the single period relative reward with eligibility
trace Z;. Let also use the initial values: Ay is an identity matrix,
oy 15 zero, and by and 2 are column vectors with all zeros. To
estimate r*, we use the following O}-crific update

g+t = g + e (g(Xe, ue) — ax), (27)
Tkl = AZe + Pg, (Xe,ur),

Ay = Ap +ye(zew, — Ay),

b1 = be + e [(g(xe, up) — op )Ze — by,

where Wi = ¢g, (Xi, ur) — Pa, (Xe+1, ue41) and v is a step-
size. Let r; be the estimate of r* at time k; we set

Aplibeyr, if det(Ags) > e,
Fpy1 = i
T, otherwise,

(28)

where ¢ is a small positive constant used to judge whether Ag 4
is “ill-conditioned™ or not. A, should be invertible when & is
large enough [29], [30]. Our (}-critic (27) is the same with
the critic update of the LSTD-AC algorithm in [14] and (28)
estimates the same r*. In addition, we add another critic, named
as ()-critic, to estimate t**, ¥i.

Let now vjj, i = 1,....n, be a column vector with all zeros.
Let also nf, i =1,...,n, be a scalar set to zero. Notice the
relationship between Eq. (1) for the J-function and Eq. (14) for
the Q-function. To estimate t', i=1,...,n, defined in (25),
we use the following LSTD Q-critic update

Tlr::+1 = 71::"'(*("?;:_7]1-}5 i=1,...,m, (29)

1llr;;:+1= Vi-+Ck[{E;—T?i]Zk—Vi]: i=1...,m

where gf, = [(rx)r g, (Xe, ue ¥, (Xe, ug) is an estimate of
the ith component of 105 (}s which plays the role of the one-step
reward in (14). ¢y is the stepsize of the Q-critic and I'(ry) is a
function that restricts the influence of the error in the estimate
re. Let tl be the estimate of t** at time k. Similar to the Q-critic,

we set
-1 .
£ _{ kr1Vis1s if det(Agiq) > e
krl =

otherwise,

(30)

fori =1,...,n. Note that the Sherman-Morrison update of a
matrix inverse [22] and the matrix determinant lemma [31] can
be applied to reduce the computational cost of calculating A;i:
and det( A1) in (28) and (30).

B. Actor Step

Let Qp(x, u) = ['(r)r'dg(x, u) and Qf = [(t')t" dg(x, u)
be our estimates for Qg and Qf givenrand t', 1 =1,...,n.
As mentioned above, the function I'(-) restricts the influence
of the error in r and t*, respectively (cf. (21) and (24)). For
convenience of notation, let T = (t!,...,t") and denote by
QY = (@Y ,....QY) a vector-valued function mapping X x
U onto R™ with ith element equal to QY . Motivated by (20)
and using just a single sample to estimate the expectation (in
a standard stochastic approximation fashion), we also define
ﬂﬂ1r:T tobe an n % » matrix-valued function definedon X = U
and parameterized by (8, r, T as follows

Usrr = Qe — Yote) + Qo Yo + ¥o(Q3). (31

Let Hy be the estimate of —V?&(#) at time k with initial
condition Hy = I. The update rule for Hy, is:

Hp + U, ifUg =0,
Heiq = .
H;. otherwise,

where U, = —Ug, ., , (X, u;). Note that Hy, = 0 because
it is updated only when Uy, = 0. Let x4 be the number of times
the top branch in (32) is executed by iteration & and define

. L
H, =
H;,
which will be used to avoid a noisy estimate in the initial updates.
The actor update takes the form:

k11 = Os + BeD(re )T dg, (Xk, ur )H; "Wg, (Xp, k), (34)

where 5 is a stepsize.

In the update (32), we make sure that our scaling matrix is
always positive definite. Notice that Hy. is the estimate of the
negative Hessian matrix because we are dealing with a maxi-
mization problem. In particular, the Hessian matrix will gener-
ally be negative definite in the vicinity of a local maximum and
we expect that the upper branch of the update (32) will be used
as we approach such a point. The iteration (34) takes a scaled
gradient ascent step, with the scaling matrix being positive
definite.

The sequences {ve} and {(;} correspond to the stepsizes
used by the critics, while 3, and I'(r; ) control the stepsize for
the actor. The function I'(r,) is selected such that for some
positive constants &y =< Cy:

[¥ID(x) € [C1, ),

(32)

if x¢ < Xmin; (33)

otherwise,

vr € RY,

. Ca|lr — 1|
') -I(E)|| <« —————

(35)
vr, i e RY.

An example that satisfies these requirements is T'(r) =
min(1, I/||r||} for some positive constant 1.
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Fig. 1. Relationships between the critics and the actor.

We say a stepsize sequence { f,, } is Square Summable but Not
Summable (SSNS) if fi >0, ", f2 < oo and Y2 fi =
oco. For the algorithm to converge, {{e }, {7 }. and {3 } should
be SSNS and satisfy

ST Be/m)" <00, Y (w/G)" <00, (36)
kE kE

for some d; , dy = 0.

The relationships between the two critics and the actor are
shown in Fig. 1. The (J-crific and the Q-crific penerate estimates
ri and T = (t},...,t}) which yield linear approximations of
Qg and Qg. respectively. Both critics need to converge faster
than the actor in order to track the changes in #. Moreover,
because the observed derivative gj, used in the Q-crific depends
on Ty, the Q-critic is updated faster than the (J-crific so that it
can track changes in r;. We next present a result establishing a
relationship between the stepsize sequences.

Proposition V.1: Suppose {{; } and {3, } are two SSNS step-
size sequences that satisfy

> (Be/G)" < oo,
k
Let v = (Ce9%)'/*. Then, {~;} isalso SSNS and { }, {8} ,
{Ci } satisfy (36).
Progf: Due to the assumption in (37), limg .. (3 /¢ ) =0,
which implies that there exists a positive constant K such that
for vk = K, By < (. Since {3; } is S5NS, it follows

Y =3 (GB)?=2Ci+ Y Be=ox,
r

k k=K +1

for some d = 0. (37)

where C; = Y, . Furthermore, since {(3 } is SSNS

Z’)‘E=ZC1=.3& <Ci+ Z (i < oo,
E k

k=K +1

where C3 = Y°F_ 2. Finally, letting d; = dy — 2d and due to
(37) we have

> B /)™ = (/)™ =Y (Be/G)* < co.
E k E

|

Proposition V.1 simplifies the selection of stepsizes. We just
need to select F; and ¢y first and let v = ((x5:)'/?. An exam-
ple of {{x}, {7x}. and {3} that are SSNS and satisfy (36)

is: (¢ = 1/k, B = c/(kInk), where k > 1 and c > 0, and
e = (CeBe)'? = (1/k)y/e/Ink.

C. Relationship With Natural Actor-Critic Algorithms

In our approach, we use the Hessian matrix to scale the gra-
dient in order to improve the convergence rate. A similar idea
is to use the Fisher information matrix to scale the gradient. It
was first proposed by [19] and several related algorithms fol-
lowed [20], [23], [21]. This section discusses the relationship
of the Fisher information matrix with the Hessian matrix for
actor-critic algorithms.

Suppose ng(x, u) is the stationary state-action distribution
when the RSP parameter equals 8. [20] states that the Fisher
information matrix is equal to

Fg = ne(X,u)VInpe(u[x)V Inpug(ulx),

.

(38)

which can also be written as <l,¢a¢;>e, where g =

V In g (ulx) (cf. (3)).

Let us now compare this expression with the true Hessian
matrix (cf. (97). If we set (Jy = 1, hence, VJp = 0, and ignore
second derivatives with respect to 8, then the Hessian matrix
degenerates to the Fisher information matrix in (38). In this
sense, natural actor-critic algorithms are quasi-Newton methods
that approximate the Hessian without utilizing the state-action
value function (Jg. In contrast, our method takes advantage of
the state-action value function.

VI. CONVERGENCE

A. Linear Stochastic Approximation Driven by a Slowly
Varying Markov Chain

Our Q-critic in (27) has the same form as in [14] so its
convergence can be proved in a similar way. In the )-critic
(29), the increment g} depends on the parameter vector r.
To facilitate the convergence proof of the Q-critic, this sec-
tion generalizes the theory of linear stochastic approximation
driven by a slowly varying Markov chain developed in [12]
to the case where the objective is affected by some additional
parameters r.

Let {y } be afinite Markov chain whose transition probabili-
ties depend on a parameter @ € R™. Let {hg (-) : @ e R",T
RY } be a family of m-vector-valued functions parameterized by
B cR"andr € RV . Let E; be some m % m matrix. Consider
the following iteration to update a vector s € BR™:

Sk+1 = Sk + Ce(he, r, (¥&) — Ga, (Ye)8e) + GeEese. (39)

In the above iteration, s, € R™ is the approximation vector.
hg (-} and Gg(-) are m-vector-valued and m x m-matrix-
valued functions parameterized by @, r and @, respectively. Let
E [-| denote expectation. In order to establish the convergence
results, we make the following assumptions.
Assumption A:
1) The sequence {(; } is deterministic, non-increasing and
SSNS.
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2) The random sequence {;} satisfies |@r4q — 8| <
3 F for some process {F; } with bounded moments,
where {3} is a positive deterministic sequence such
that 3", (B /¢ )? < oo for some d = 0.

3) E; is an m x m-matrix valued martingale difference
with bounded moments.

4) The (random) sequence {r;} satisfies ||[reyq —rel| <
~i F}, for some nonnegative process { Fy } with bounded
moments, where {~; } is a positive sequence such that
S (Ve /G ) < oo for some d = 0.

5) rp converges to T(#;) when k— oo,
Limg .o ||Tx — F(8:)|| = 0, wp.1.

6) (Existence of solution fo the Poisson Equation. ) For each
@ and r, there exists h(@,r) € R™, G(#) € R™"™,
and comresponding m-vector and m * rn-matrix fum:—
tion hg (-}, Gg(-) that satisfy the Poisson equation.
That is, for each y,

namely,

— h(8,1) + (Pgha)(¥),
— G(8) + (PeGo)(y)-

E&I,r h‘r} = h&,r{f]
Ge(y) = Gal(y)

T) (Boundedness.) For all @ and r, we have
max(||h(@, 1), |G(@)||) < C for some constant C.

8) (Boundedness in expectation. ) For any d > 0, there ex-
ists Cy > 0 such that sup; E[||fa, (y&)|%] < Cs and
supy. E[||ge r. (¥&)[|°] < Ca, where fo(-) represents
Ge(-) and Gg(-), and gp c(-) represents hg () and
hg ().

9) (Lipschitz continuity.) For some constant ¢ = 0, and
for all 8,8 € R™, ||G(8) — G(8)| < C||# — 8||. For
all 8,0 cR" and r,Tt € R, |h(@,r)— h(d,T)| <
clle— | + ir —rl).

10) (Lipschitz continuity in expectation.) There exists a
positive measurable function C(-) such that for ev-
ery d > 0, sup; E [C(yx)?] < oc. In addition, for all
0.0 cR", |fo(y) — fa(y)l| < Cly)||@ — ||, where
fa(-) represents Gg(-) and Gg(-). For all 8.8
R"andr,r € R, |gox(y) — g5 ()| < C(¥)(|0 -
8|+ |ir —r|[), where gor(-) represents hg(-) and
hg.r(-).

11) Thereexistsa = Osuchthatforalls « R™ and 8 £ B,
sG(0)s = afs|*.

Lemma VII: If Assumptions A.(1-11) are satisfied, then
limg .o [|G(O )8k — B(Bk, 1 )|| = 0 wp.1.

Proof: See Appendix A. |

Theorem VI.2: If Assumptions A.(1-11) are satisfied, then

limg oo |G (k) 5e — B (0%, 7(6:)) || = 0 wp.1.

Proof: We have

IG(Bk)se — h(B:,T(8:))||
< ||G(8k)sk — DB, 1) + [D(Ok, 1) — DB, T(0))].
Due to Assumption A.(9), we have

lim || (8, re) — D(Oe,T(0e)) || < C lim |ty — £(8)|,
k—ma k—oo

where C' is a constant. Combining the above, we have
0< lim [|G(8k)se —B(8:,r(0:))]|

< 0+ lim (B, 1) — DB, r(0:))]

< 0+ C lim |re — (@)
k—aa

= 0, wp.l,

where the second inequality follows from Lemma VL1 and
the equality is due to Assumption A.(5). We conclude that
Limy . [|G(Oe )z — (B, T(8:)) || = 0, w.p.1.

B. Critic Convergence

In this section, we will use the results in Section VI-A to prove
the convergence of the Q-critic and the Q-critic presented in
Section V-A. Before presenting the convergence results, we first
state the following assumptions and definitions.

Assumption B: There exists a function L : X — [1,0c) and
constants 0 < p < 1, b = 0 such that for each 8 = B",

Eox[L(x1)] < pL(x) + bl (x), ¥x€X,  (40)
where Eg [-] denotes expectation under # with initial state x,
Iy.(-) is the indicator function for the initial state x* being equal
to the argument of the function, and x; is the (random) state of
the MDP after one transition from the initial state.

The assumption above is identical to [12, Assumption 2.5].
We call a function satisfying the inequality (40) a stochastic
Lyapunov function. Let L : X x U — [1, oc) be a function that
satisfies the following assumption.

Assumption C: For each d = 0 there is K3 > 0 such that

Egx|[L (x,Up) ]-::Kd (x), Yxec X R,
where L7 is the random variable of the action at state x.

MNote that if any function is upper bounded by a function L
as described in Assumption C, then all its steady-state moments
are finite.

Lemma VI.3: If two functions Ly : X x U — [1,00) and
Ly : X x U — [1,00) satisfy Assumption C, then so does
LgLg.

Proof: For any two random variables A and B, E[AB] <
(1/2)(E[A?] + E[B?]). As a result, we have

Eg x [Lf{x Un)®Lg(x, Up)?]

SBox [L;06,Uo)] + 5B [Ly(x, Uo)™]

(2] |

1 _
= E{Kii: + K3;)L (x),

where K, and K, are the bounding constants of f and g
appearing in Assumption C. |

Definition 1: We define D'?! to be the family of all functions
fo(x,u) that satisfy: for all x € X and u £ U, there exists a
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constant K = 0 such that

l|fe(x, u)|| < KL(x,u), ¥8 € R, (41)

Ifa(x, u) — fo(x,u)|| < K||@ — 8||L(x,u), V0,0 € R",
(42)

where the bounding function L satisfies Assumption C.
Lemma VI.4: If fg,gg € D), then fy +go € D'*) and
foge € D).
Progf: The proof for fa + ge is immediate; we focus on
fage. Inequality (41) can be proved using Lemma 4.3(f) of [4].
To prove inequality (42),

llfage — fagall = |foge + fogs — fogs — 525l
< |fellllze — 2all + llzalll|fe — L5l
< 2K K, LsLg||0 — 8|,

where Ky and Ly are the bounding constant and the bounding
function for f in (41) and (42), while K; and L, are the cor-
responding quantities for g. According to Lemma VL3, LyL,
also satisfies Assumption C, which completes the proof. |

We assume ¢bg € D'?), which is the same with Assump-
tion 4.1 of [12]. This assumption ensures that the feature vector
¢g = (g, p ). as a function of the policy parameter 8,
is “well behaved.” Given our feature vector definition, notice
that this assumption requires that the RSP function family pg
is twice continuously differentiable for all & with bounded first
and second derivatives that belong to 7', We also assume that
the one-step reward function g € D),

The critic consists of two parts: a ()-critic that estimates (Jg
(cf. (27), (28)) and a Q-critic that estimates Qg (cf. (29), (30)).
The }-critic is exactly the same with the LSTD-AC algorithm
[14], whose convergence has already been proved in [14] under
the assumptions imposed. For the Q-critic, denote by V(A) a
column vector stacking all columns in a matrix A. The Q)-critic
can be written as in (39) if we let

Li

v = [prmk - aan (oD, @
heo(y) — | T Gl u)g(x,u) ]
X T(r)r ¢hgl(x, u)Vizhg(x,u)) |
: . 0
Gely) = diag(z, ..., 2)/M I]
Ek=“:

where diag(z, . .. ,z) denotes an n/N' x n block diagonal matrix
with every diagonal element being equal toz, ¥ = (x, u,2) , M
is an arbitrary (large) positive constant whose role is to facilitate
the convergence proof, and at any iteration k of (39) r;, iterates
as in (28). The stochastic process {z;} is the eligibility trace
iterating as in (27).

To prove the convergence of the Q-critic, we just need
to verify Assumptions A.(1-11). It is easy to verify that
Zr =3 1o A¥ 1"\, (%, uy). First, we establish the following
lemma.

Lemma VI.5: For every d =0, we have
supy E[L(%k, u )?||Ze||%] < oo, where L:X x U — [1,00)
is a bounded function that satisfies Assumption C.

Progf: According to the triangle inequality, we have

k—1
llzell” = 1) 2 A" g, (304, ur) |
=0
k-1
<N A g (3, w1
=0
k—1
< Ky Y AN (g, ),
=0
for some bounded function L, that satisfies Assumption C and
some positive constant Ky, where the last inequality is due to
¢g, € D'?). In addition, we can multiply with L (X, ug)? and
take expectation on both sides of the above, which yields

E[L(xx, ux )|z ]|]

k-1

< K, Z AN E(L (%, we )Ly (g, ) %), (44)
=0

Similar to the proof of Lemma VL3,

E[L(x, ur)* L1 (37, u)"] (45)

< %E[L{xhua-]ﬂd] + %E[L: (%2, )] < oo

Combining (44) and (45), we establish that E[L (x, ug )% ||z ||°]
is bounded. |
Theorem VI.6: Under iterations (27) and (28),

Ire+1 —rell < wFg,  wp.l, (46)

for some random sequence {F} } that has bounded moments,
where {~; } is the stepsize in (27).

Progf: SeeAppendix B. |

Using SSNS stepsizes according to (36), Assumptions A.(1)
and (4) will be satisfied because of Theorem VL6. Now, || r||T(r)
is bounded because of (35). According to (31), U has bounded
moments because 1, (X, u) , @g (X, u), Qg, and @Y, Vi, have
bounded moments. H and Hj, should also have bounded mo-
ments because the update in (32) is applied only when U}, is pos-
itive definite. As a result, I'(r;. ), dg, (X, ur }I:I,[-'ﬂ.'?gk (g, g )
should have bounded moments, thus, Assumption A.(2) holds.
Assumption A.(3) is trivially satisfied. In addition, because the
(J-critic converges, we have

lim |[re — (@) =0,  wpl,
k—o0
which is Assumption A.(5).

For i =1,...,n, define the function £ = dg,. Because
g € D'?) and ¢y € D'?), we obtain £ € D'?) according to
Lemma V1.4. Notice that for any fixed r and 8, the f]—critic (43)
is equivalent to the (J-critic of an artificial Markov decision
process with reward function g§ . (x,u) = ['(r)r €4(x, u), i =
1,...,n Asaresult, the Poissnn’aqualinns of Assumption A.(6)
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should be satisfied with appropriately defined average steady-
state quantities h(@, ) and G(@). More specifically, similar to
[4, Sec. 5.2], we have

7'(8,r) = {lagiﬂl:r}ﬂ.:
2(8) = (1-3)"" (1, %0)s

[ 4]
hi(0,r) = Y Ak (Phgh, — &(6,1)1, dg),
k=0

h(d,r) = (M&'(8.1),..., ME"(8,T1),
(hi(8,r) + &' (0,r)2(8),...,
(hi(8,r) + &"(0,r)2(8)),

I 0

GO = | diag(z(0),....2(0))/M 1|

where P§ denotes the application of the operator Fp k times.
We can interpret £'(@, r) as the steady-state expectation of the
“observed reward” function g , .

Let now hj (v) = T(r)r'é¢g(x, u)z, i = 1,...,n. It can be
seen that if ‘_]:9,: are bounded and Lipschitz continuous in ex-
pectation foralli = 1,..., n, then hg ; should also be bounded
and Lipschitz continuous in expectation. Recall that £5 € D2).
Fori=1,...,nandeachd =0,

sup B [ () I
< (D(r)|irf)* sup E [11€5 (xck, ue ) | 2 1]
< (D(r)|r))* K* sup E [L(xe, us ) 1z 1]

for some function L that satisfies Assumption C and some posi-
tive constant K. According to (35), I'(r)||r|| is bounded. Using
Assumption C and Lemma VL5, it follows that h, _ satisfies
Assumption A.(8). Using Lemma VL35 it also follows that Gg
satisfies the same assumption.

It is easy to verify that the function f({r) = I'(r)r is Lipschitz
continuous and suppose its Lipschitz constant is Cp. We will
next prove that ]_1:;1r{y] is Lipschitz continuous in expectation.

Forall .8 c R, r,r < RY andi = 1,...,n, we have
[ (y) — b (v)]
< |T(x)r'gg(x, u)z — T(r)r €5(x, u)z]|
< [|z|[T(x) |x’ (€6 (%, u) — &5(x,u)) |
+ |||l (D(r)r — T(r)r) €5(x, u)|
< [|ZI|T(x) ]| |I€b(x, u) — £5(x, u)|
+ ||z]l[|€5(x, u)|Cr [[r — |-

Recall that £5 € D®). Let K and L be the bounding constant
and the bounding function for £ then

Ihg . (¥) — B, ()l < C(y) (16 -8 +|Ir —r]]),

47

where C(y) = (I(r)|r|| + Cr)KL(x,u)||z|| and y = (x,
u, %). Using the fact that I'(r)||r|| is bounded and Lemma V1.5,
it follows that E[C(y)?] < oo for each d = 0. As a result, hg
satisfies Assumption A.(10). Moreover, replicating an argument
from [4, Sec. 5.2] it can also be shown that G satisfies the same
assumption. Furthermore, defining

ﬁﬂ:ru"] = ZEﬂ,x[hﬂ,r{}rk] —h(0,1)[yo =¥,
k=0

Go(y) = Y Eox[Gely:) — G(8)lyo = ¥],
k=0

we can use similar arguments as above to establish that these
functions satisfy Assumption A.(8) and (10).

Lemma VL.7: Let & = (8, ). Let also '?) be the counter-
part of D) for functions parameterized by @. Then Py Go.r
belongs to D'’ for all nonnegative integers k.

Proof: A simple observation is that D®) C D) and that
Lemma VI.4 still holds for D'*). Namely, a product function
fa95 € D® if f € D® and g, € D12,

Pjgh, can be written as Pjgh = T(r)r Pi€p. We first
observe that Px £ € D'?) according to [32, Corollary 2.4]. To
verify (41), we have (in functional relationships)

|1 P§ gb.c /| < T(r)|Irlll| Ps €5l < T(r)|r|| KL.
To verify (42), for 8,8 < R and r,T € BY, we have
| P g6, — Podb.ll
L(r)|Irll P5 €5 — Pa&sll + 1 P55l Crlir — x|
L(r)||r|| KL||@ — 8| + KLCr|r — x|
< (T(r)|irll + Cp) KL (|6 — 8| + ||r — 1],

=
=

where K and L are the bounding constant and function of P5 £},
respectively. |

Using the fact that gp ., ¢g € D*), £*(6,T) and 2(8) are
bounded and Lipschitz continuous with respect to & due to
[32, Corollary 5.3]. It can be easily verified that (P Efe,r -
'(0,r)1)¢g € D2 using Lemma VL7 and Lemma VIL4.
Again, using [32, Corollary 5.3], we can obtain that h({@,r)
is bounded and Lipschitz continuous with respect to 0. Asa
result, h(@, r) satisfies Assumption A.(7) and (9). Similarly, it
can also be shown that G(#) satisfies the same assumptions.
Finally, it can also be verified that ﬁg:r{}r} and Gg(y) satisfy
the same assumptions using similar arguments.

The final step in verifying all parts of Assumption A is part
(11). That follows from [4, Lemma 5.3]. Having established all
parts of Assumption A, the convergence of the Q)-critic follows.

C. Actor Convergence

The actor update defined in (34) is similar to the actor update
using the unscaled gradient. The difference is that the gradient
estimate is multiplied by a positive definite matrix. This sec-
tion will present the convergence results for this type of actors.
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Define
Se(x,u) = Hﬂfﬁe{x:u}“i}rﬂ{x: u),

where Hg is a positive definite matrix for all 8. Let 5(8) =
(1, 8a)g and let r(@) be the limit of the critic parameter r if the
policy parameter is held fixed to 8. Similar to [12], the actor
update can be written as

Ori1 = Ok + FeSelxe, up ) I'(ry)
= O + 3k S5(0x)r(0:)T(r(8))
+ Br (Se, (Xe, ux) — S(0x)) rel'(re)
+ 38(0k) (rL(re) — T(0e)T((0%))) -
Define

f(0:) = S(0:)r(0:),
el') = (Se, (xk,ur) — S(0:)) rsl(rx),

el = §(8) (reT(re) — F(0:)T(E(0%))).
Then, the actor update becomes:

Oks1 = 01 + B (D(r(0:)F(8) + ¢ + 7).

f(0y) is the expected actor update, while e_i” and ef] are two
error terms due to the fact that the update is performed on a
sample path of the MDP. Using Taylor's series expansion,

a(0k11) > a(0k) + BT (T(0))Va(0k) £(0k)
+B:Va(0e)ey + BVa(0i) ey

Lemma VI8 (Convergence of the noise terms). It holds:

o 3o o BeVa( }'ei” converges w.p.1.

® limy e{f} =0wpl

Proof: Let &, = (g, (xk, ue) — €(6%)) rel(re) and
& = €(01) (reD(rs) — F(BK)T(F(k))) , where &g(x,u) =
Vo (X, u)dp(x,u) and €(6) = (L, €s)g = (Vo dp)e. Then,
éi,” and éf’ are the two emor terms for the actor up-
date using the unscaled gradient [4]. It easily follows
that el'! — Hg &l and e’ — Hg &"). Furthermore,
Se, (Xg, ux) = Hg &g, (X, ug). The lemma can be proved by
combining these facts with [4, Lemma 6.2]. [ |

Lemma VL8 shows that eil} can be averaged out and ef]
oes to zero. As a result, the two error terms are negligible and
the update is determined by the expected direction f{8) in the
long run.

Lemma VI.9: We have £(@) = g(8) + =(4, 8), where g(8)
is a function such that V&(@)' g(8) > 0, and sup, |=(4,8)| <
(1 — 4) for some constant ' = 0 independent of i.

Proof: According to  (5), Va(8) = (s, Qe)g =
(e, dT(8))e = E(B)r(8). For & = 1, we have

Val(0)f(8) = Va(d)5(0)r(0)
— r(0)(8)S(0)r(8).

Notice that £ (8)' S () = 0. Specifically,

(o, do)e (Ho, Yodo),
HoZ(0) &(0),

where Hg = 0 and £(8)' £(@) = 0 by construction. As a result,
£(8)'S(0) = 0, which implies that Va(8) () > 0.

The proof for 4 < 1 follows the proof in [4]. Let us write
(@) for the steady-state expectation of r;. Following the
proof of [4], we have ||r*(@) — (@) < Ca(1 — A) for some
positive constant Cy. Let g(8) = S(@)r(@), where (@) is
the steady-state expectation of rp when A = 1. Then we can
still obtain Va(@) g(#) = 0. In addition, ||£(0) — g(@)| =
IS(8)(T*(@) — T(8))|| < C(1 — 1) for some C. |

Lemma V1.9 shows that the expected direction £(#) is always
a gradient ascent direction for A sufficiently close to 1. We arrive
at the following convergence result whose proof is similar to [4,
Thm. 6.3].

Thearem VI.10 Actor Convergence: For any e > (0, there ex-
ists some A sufficiently close to 1 such that the second-
order Actor-Critic algorithm satisfies limy ... infg |[Va&(f:)| <
e w.p.1. That is, & visits an arbitrary neighborhood of a sta-
tionary point infinitely often.

£(8)'S(8)

VII. Case STuDy
A. Gamet Problem

This section reports empirical results from our method applied
to GARNET problems introduced in [23]. GARNET problems
do not correspond to any particular application; they are meant
to be generic, yet, representative of MDPs one encounters in
practical applications [23]. As we mentioned earlier, GARNET
stands for “Generic Average Reward Non-stationary Environ-
ment Testbed.”

A GARNET problem is characterized by 5 parameters and
can be written as GARNET (n, m, b, o, 7). The parameters n and
m are the number of states and actions, respectively. For each
state-action pair, there are b possible next states, and each next
state is chosen randomly without replacement. The transition
probabilities to these b states are generated as follows: we divide
aunit-length interval into b segments by choosing b — 1 breaking
points according to a uniform random distribution. The lengths
of these segments represent the transition probabilities and they
are randomly assigned to the b states we have already selected.

The expected reward for each transition is a normally dis-
tributed random variable with zero mean and unit variance. The
actual reward is a normally distributed random variable whose
mean is the expected reward and whose variance is 1.

The parameter v, 0 < v < 1/n, determines the degree of non-
stationarity in the problem. If + = (, the GARNET problem is
stationary. Otherwise, if = > 0, one of the states will be se-
lected with probability nr at each time step and randomly re-
constructed as described above.

To apply the actor-critic algorithm, the key step is to de-
sign an RSP pg(ulx). In this case study, we define the
RSP to be a Boltzmann distribution that is based on some
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state-action features. Good state-action features should be inter-
pretable and could help reduce the number of parameters in the
RSP

We first define the state feature f5(x) to be a binary vec-
tor of length d, ie., fs(x) € {0,1}%, for each state x. There
is a parameter [ specifying the number of components in the
state feature that are equal to 1. State features are randomly
generated and we make sure no two states have the same state
feature.

In [23], the state-action feature is constructed by padding ze-
ros to state features so that the features for different actions are
orthogonal. As a result, the dimensionality of the state-action
feature constructed in this manner is equal to d|IU|. This ap-
proach significantly increases the feature dimensionality, espe-
cially when the action space is very large. In this paper, we use
the state-action feature described below. For each state x; and
action u, the state-action feature is:

fﬁ-’t{xﬂau} = E[fsl{)[l}lu] - fS{xﬂ}a (48)

where E[fs(x)|u] =3, p(x1[xo0, u)fs(x;) is the expected
feature at the next state after applying action .

With the state-action feature as in (48), the probability of
taking action « in state x is set to

et (x,u)'8/T
3wl efaa (xu)'8/T "

which is a typical Boltzmann distribution with T' being the
temperature of the distribution. With the state-action feature
described above, we can interpret —fgg (x, u)'® as the “en-
ergy” and the distribution prefers actions that lead to lower
ENergy.

A common consideration in RSP design is the so-called
exploitation-exploration tradeoff [2]. An RSP exhibits higher
exploitation if it is more greedy, i.e., it is more likely to only
pick the most desirable action. However, sometimes the explo-
ration of undesirable actions is necessary because they may be
desirable in the long run. High exploitation and low exploration
may result in a sub-optimal solution. On the contrary, low ex-
ploitation and high exploration may reduce the convergence rate
of the actor-critic algorithm. Our RSP defined in (49) is flexible
because tuning T" in (49) can effectively adjust the degree of ex-
ploration. High temperature T" implies more exploration while
low temperature T" implies more exploitation.

In this empirical study, we compare our algorithm with the
LSTD-AC algorithm in [14], and the four algorithms in [23],
which are henceforth referred to as BSGL1 to BSGL4, in a
GARNET problem GARNET(50, 4, 5,0.1,0). BSGL1 is based
on a “vanilla” gradient ascent and BSGL2-BSGL4 are based on
natural gradients. Henceforth, for state features we let d = 8 and
I = 3. The state-features are randomly assigned and we make
sure no two states have the same state-feature. For all algorithms,
the critic step-size is ap = ﬁﬁ; and the actor stepsize 4, =
-gﬂ-f@, where o, = 3. = 1000. Forthe LSTD actor-critic and our
method ag = 0.1 and S = 0.1. For BSGLI and BSGL2, ag =
0.1 and 5y = 0.01. For BSGL3 and BSGL4, we choose ap =

Hg(ulx) = (49)

0.33
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Fig. 2. Comparizon of our algorithm with LSTD and natural actor-critic
algorithms.

0.01 and &y = 0.001. For all algorithms, the initial parameters
& are zero and the temperature in (49) is set to T' = 1. For our
algorithm, we choose ypin = 100 (cf. (33)).

We run each algorithm 50 times independently and Fig. 2
displays the mean of the average reward for the first 1,000,000
iterations. Table I summarizes the convergence time and con-
verged average reward for each algorithm. For each problem,
the first two columns of Table I show the mean and standard de-
viation of the reward achieved. The third and fourth columns list
the time (mean and standard deviation) it takes to convergence.
The last column shows the average CPU time per iteration (TPI).
Note that BSGL2 becomes numerically unstable after 500,000
iterations, so the reward of BSGL2 in Table I is the maximal
reward before numerical instability occurs and the time is the
time it takes to reach the maximal reward.

Compared to the LSTD-AC method, our method adds a
second-order critic update and takes advantage of the Hessian
estimate in the actor update. For this problem, the average CPU
time of one LSTD-AC iteration is 1288 ps. In comparison, the
average CPU time for one iteration of our algorithm is 1818 us,
which means that computing the second-order critic and the in-
verse of the Hessian adds about 41% to the computational cost.
Despite the larger CPU time per iteration, our algorithm still
converges faster than LSTD-AC because fewer iterations are
needed. The CPU time per iteration of both our algorithm and
LSTD-AC is larger than BSGL1-4. This is likely because both
our algorithm and LSTD-AC use a state-action feature vector,
whose dimensionality is larger than the one used in BSGL1-4
for value function approximations.

Among the four algorithms in [23], BSGL3 converges faster,
which is consistent with the empirical study in [23]. Compared to
BSGL3, although our algorithm uses longer time to converge, it
converges to higher value (0.33) than BSGL3 (0.24). On average
our algorithm takes only 43 seconds to reach an average reward
of 0.24 vs. 122 seconds needed by BSGL3 to reach the same
value.
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TABLE |
COMPARISON OF ALL ALGORITHMS IN A GARNET AND A ROBOT CONTROL PROBLEM.
GARNET Robaot Control
Alg. Mame Rieward Conv. Time (s} TPy s) Reward Coov. Time (s} TPIi{u s)
Mean Sed Mean Std Mean Sad Mean Sad
Our Alg. 0.33 0070 727 109 1818 009ls 000109 118 30 3281
LETD-AC 0.29 0091 T3 9 1288 0LDES1 00235 187 n 1837
BSGL-1 011 0083 540 15 &0l 0OEIS  0.OMT31 217 19 2173
BSGL-2 016 0.078 342 44 634 00909 0.0013& 231 98 1313
BSGL-3 024 0093 122 L& T8 00927 000936 142 64 FETS
BSCGL-4 0.28 0082 686 1.6 686 00916 0.DMS6D 9 5.0 319
For BRGL2, the Table Displays the Maximal Average Reward Before Numerical Instability Occurs and the Time to Reach
that Maximal Reward.
50 - actions “North™ and “East”™ are enabled. For each state x,
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Fig. 3. View of the mission environment, where the initial region is
marked by * *x" , the goal regions are marked by green colors, and the
unzafe regions are displayed in black stripas.

B. Robot Control Problem

In this section we compare the performance of our algorithm
with other algorithms in a robotics application. Fig. 3 shows the
mission environment, which is a 50 x 50 grid. We model the
motion of the robot in the environment as the following MDP
M

» State space. Each state x £ X corresponds to a region
in the mission environment and can be represented by a
coordinate (i, j), where i is the row number and j is the
column number.
Actionspace. The action space U = {uy, us, us, uy } cor-
responds to four control primitives (actions): “North,”
“East,” “South,” and “West,” which represent the direc-
tions in which the robot intends to move. Depending on
the location of a region, some of these actions may not
be enabled, for example, in the lower-left corner, only

let U.(x) denote the enabled actions in this state.
Transitional model. A control action does not necessarily
lead the robot to the intended direction because the out-
come is subject to noise in actuation and possible surface
roughness in the environment. In this problem, a robot
can only move to the adjacent state in one step. For each
enabled control, the robot moves to the intended direction
with probability 0.7 and moves to other allowed directions
with equal probabilities.

Imitial state. The robot starts from state x5, which is
labeled as ‘x” in Fig. 3.

Reward function. There are some unsafe regions X,
which should be avoided, in the mission environment.
There are also some goal states X that should be visited
as often as possible. The unsafe and goal states are dis-
played as black stripes and green solid colors in Fig. 3,
respectively. The objective is to find an optimal policy that
maximizes the expected average reward with an one-step

reward function defined by
1, ifx € ¥g,
gl::x‘.u} = _11 i-fxEXU:
0, otherwise.

This problem is the foundation of many complex robot motion
control problems in which MDPs are defined in more complex
ways, i.e., using temporal logic [15]-[17].

In this problem, we consider two state features that represent
the safery and affinity of the state, respectively. For each pair
of states x;,x; € X, we define d(x;,%,;) to be the minimum
number of transitions from x, to x;. We say x; € A47(x;)—a
neighborhood of x,—if and only if d(x,,%;) < ry. for some
fixed integer ry, given a priori. For each state x € X, the safety
score is defined as the ratio of the safe neighboring states over
all neighboring states of x. Namely,

L
sty ) - 205

where I (y) is an indicator function such that I (y) = 1 if and
only if y € X' Xp and I,(y) = 0 otherwise. A higher safety
score for the current state of the robot means it is less likely for

(50)
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Fig. 4. Comparizon of our algorithm with LSTD and natural actor-critic
algorithms.

the robot to reach an unsafe region in the future. We define the
affinity score of a state x € X as

affinity(x) = — ,‘2{; d(x,¥)

which is the nepative of the minimum number of transitions
from x to any goal state. The state feature is defined to be
f (x) = [safety(x), affinity(x)],
and the state-action feature fg 4 (x, u) is calculated using (48). In
this application, we use the following Boltzmann distribution.
fan (x,u)'8/T
Hol(ulx) = Y et = RAEET T

(31)

where T is the temperature. Note that the only difference of (51)
with (49) is that (51) restricts to enabled actions.

Again, we compare our algorithm with the LSTD-AC
algorithm in [14] and the four algorithms in [23]. We run each
algorithm 100 times independently and Fig. 4 shows the compar-
ison of the average reward for the first 100,000 iterations. For all
algorithms, the initial # is (0, 5) and the temperature T' = 5. The
step-sizes satisfy a, = u—"‘j_—f{,-; and 3. = &= For LSTD-AC
and our algorithm, we sef ag = 0.1, o, = 1000, G = 0.01 and
3. = 1000. For BSGL1-BSGL4, we set ag = 0.1, o, = 1000,
fp = 0.001 and 3. = 10000. We use ymin = 30 in (32).

Table I summarizes the convergence time and the converged
reward for all algorithms. The results are based on 50 indepen-
dent runs for the GARNET problem and 100 independent runs
for the robot control problem. Among the three natural gradient-
based algorithms, BSGL3 performs the best, but on average it is
still slower than our method in this problem. The convergence
rate of BSGL1 is much worse than the rest of the algorithms.
For this problem, we did not observe numerical instability for
BSGL2.

For the robot control problem, the average CPU time per
iteration is 3281 us for our algorithm vs. 2837 ps for LSTD-
AC, that is, about 15.7% higher. The computational overhead
of the second-order critic in this problem is much lower than in

the GARNET problem, which is due to the fact that the robot
control problem has less parameters.

The CPU time per iteration of both LSTD-AC and our algo-
rithm is larger than that of BSGL1-BSGLA4, but the difference
is much smaller compared with the GARNET problem. Since
significant less iterations are needed for our algorithm, it con-
verges faster than all other algorithms. Specifically, the second-
best algorithm, BSGL3, takes on average 20.3% more time to
CONVerge.

VIll. ConcrLusions anD FUTURE WoORK

In this paper we propose a general estimate for the Hessian
matrix of the long-run reward in actor-critic algorithms. Based
on this estimate, we present a novel second-order actor-critic
algorithm which uses second-order critic and actor. The actor,
in particular, uses a direct estimate of the Hessian matrix to
improve the rate of convergence for ill-conditioned problems.
Building on the LSTD-AC algorithm in [16], [ 14], our algorithm
extends the critic to approximate the Hessian and revises the
actor to update the policy parameters using Newton's method.
We compare our algorithm with the LSTD-AC algorithm and
the four algorithms in [23], three of which are based on natural
gradients, in two applications. The results show that our method
can achieve a better rate of convergence for many problems.

As a variant of Newton's method, our method has similar
limitations. First, the cost of maintaining a Hessian estimate is
quadratic to the number of parameters. As a result, our algo-
rithm is only suitable for problems with relatively small num-
ber of parameters. Second, our algorithm requires the second
derivative of the policy function, which implies that the method
can not be applied if the policy function is not twice differ-
entiable or its second-order derivatives are hard to obtain. Our
algorithm is suvitable for the cases where the reward is more
sensitive to some parameters vs. others, leading to potentially
ill-conditioned problems that are best handled by Newton's
method.

One direction for future work is to use part of (9) rather than
all four terms, so as to achieve a better tradeoff between con-
vergence rate and computational cost per iteration. In addition,
the algorithm described in this paper is suitable for the average
reward problem. Since Theorem IV.2 holds for all three types
of rewards, similar algorithms can be derived for the discounted
and the total reward cases.
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APPENDIX A
ProorF oF LEmMMa V1A

Lemma A.1: Suppose {~ }, {Ce }, {5 } are three determin-
istic positive sequences that satisfy (36) for some dy,ds = 0.
Then,

3 " (max(ye, B) /Ge)? < oo for some d > 0.
E
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Proof: Note that Limg (e /Ce) =0 and Limy (5 /¢ ) = 0.
Letting d > max(d;,ds), it follows 5, (7 /¢)® < oo and

35 (B /G:)* < co. Further,
> " (max(ye, Be) /)
E

> (mas(ye /Ce, Be /)
k

> " max((ye/Ce)?, (Be /¢e))
E

[

> e /G) +>(Be /)
E E

= OO

The second equality is due to the function f(x) = =% being
monotonically increasing in the range [0,oc) when d = 0.
The first inequality follows because both {(7/¢e)?} and
{(Be/(x)"} are positive sequences. B

A. Proof of Lemma VI.1:

Proof- Define 8, = (8, 1:) to be the collection of all pa-
rameters in (39). We can write (39) as
Sk+1 = Sk + Ge(by, (i) — Gy, (¥e)se) + GeBese.  (52)

We have

[0es1 — Okl < (@1 — Okl + ||Tks1 — Tell
BeFe +meFy
max( G, 7 )(Fr + Fy )

The last inequality is implied since 5 > 0, v = 0, F} and
F are nonnegative processes. Combined with Lemma A.1, we
can see Assumptions 3.1.(1-3) in [12] are satisfied. In addition,
Assumptions 3.1.(4-10) in [12] are satisfied due to Assump-
tions A.(3—11). As a result, Thm. 3.2 in [12] holds and implies

lim | G(@x)s — B(Be)[| =0, (53)

[

[

wp.L.

The left hand side of (53) is equivalent to the left hand side of
the lemma. |

APPENDIX B
ProoF OF THEOREM V1.6

We first present the following lemmas. We define the norm
|| - || of a matrix to be the norm of the column vector containing
all of its elements.

Lemma B.1: Under iteration (27), we have

|Aks1 — Axll <€ nFi,
b+t —bel| € weFy,

for some processes {F'} and {F}} with bounded moments,
where ;. is the stepsize in (27).
Progf: According to (27), we have

Ap— A

=Yk (Zk{*i’:;r,‘ (%, ue) — Pg, , , (Xe+1,uk41)) — Aa-) .

Similar to Lemma V1.5 and because z; has bounded moments
and ¢pg € D'?), it can be verified that A has bounded mo-
ments. This establishes the first statement of the Lemma. We
can prove the second statement of the Lemma for {by } in the
same way given that the one-step reward function g € D'?), first
by establishing that o has bounded moments. |

Lemma B.2: Suppose £(-) is a locally Lipschitz continuous
function on a domain D. Let {v,} be a sequence of ran-
dom variables with bounded moments defined on T such that
|lve+1 — vi|| < % Fi for some {F;} with bounded moments
w.p.1. Then ||f(vgy ) — f(vg)|| < wFE) for some {F} } with
bounded moments w.p.1.

Progf: Since |vgs1 — vk|| < P, it follows ||vgpey —
v | < oo w.p.l. Since {v;} has bounded moments, v; must
be in a compact set w.p.1 for ¥k. Then, by Lipschitz continu-
ity, |f(vk+1) — E(ve)|| < Cllves1 — vl < 7 CFp for some
constant C'. The lemma can be proved by letting Ff —CF..m

Lemma B.3: Let v = {A, b} be a vector consisting of all
elements in an m x m matrix A and a vector b € R™. The
function f(v) = A~'b is locally Lipschitz continuous with re-
spect to A and b on the domain D = {v : det(A) > e}, where
€ Is a positive constant.

Progf: Let A® denote the adjoint matrix of A. The function
f*(v) = A"b is locally Lipschitz continuous as it is a polyno-
mial function, so ||f*(vy) — £%(v2)|| < C||lvy — va|| for some
constant ' and vy and vy that belong to a compact set. Since
A= A%/ det(A) and for v; = {A;,by}, v2 = {Ag,ba},
we have

If(v1) — f(va)ll = A7 by — Ag'he|

= ||A%by/ det(A;) — ASba/ det(As)||

1
< =||Afb; — Agby|

= Lt @) - (o)

[

C
— vy —val|.
£

So f(v) = A~'b must be locally Lipschitz continuous on the
domain D = {v : det(A) > €}. [ |

A. Proof of Theorem VI.6

Progf: Recall that V(A is the column vector stacking all
columns in a matrix A. Let vy = (V(Ag),bg) where A, and
by are the iterates in (27). It follows

lves1 — el = || Agsr — Agll + |[bri1 — byl
< w(Fi' + F).

The last equality is due to Lemma B.1 and F# + F} has
bounded moments. Define the function f{vg ) = A;lh;., which
implies ry = fixe) = A;lbk when det(A;) > e by (28). The
lemma can be easily proved by combining Lemma B.3 and
Lemma B.2. |
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