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Abstract We propose an approach that bridges the gap
between the visible and IR band of the electromagnetic spec-
trum, namely the mid-wave infrared or MWIR (3–5µm) and
the long-wave infrared or LWIR (8–14µm) bands. Specif-
ically, we investigate the benefits and limitations of using
synthesized visible face images from thermal and vice versa,
in cross-spectral face recognition systems when utilizing
canonical correlation analysis and manifold learning dimen-
sionality reduction. There are four primary contributions
of this work. First, we assemble a database of frontal face
images composed of paired VIS-MWIR and VIS-LWIR
face images (using different methods for pre-processing
and registration). Second, we formulate a image synthe-
sis framework and post-synthesis restoration methodology,
to improve face recognition accuracy. Third, we explore
cohort-specific matching (per gender) instead of blind-based
matching (when all images in the gallery are matched against
all in the probe set). Finally, by conducting an extensive
experimental study, we establish that the proposed scheme
increases system performance in terms of rank-1 identifica-
tion rate. Experimental results suggest that matching visible
images against images acquired with passive infrared spec-
trum, and vice-versa, are feasible with promising results.

This material is based upon work supported by the Center for
Identification Technology Research and the National Science
Foundation under Grant No. 1066197.

B Nnamdi Osia
nosia@mix.wvu.edu

Thirimachos Bourlai
thbourlai@mail.wvu.edu

1 MILab LCSEE, West Virginia University, 395 Evansdale
Drive, Morgantown, WV 26506, USA

Keywords Face recognition · Heterogeneous · Cross-
spectral · Visible · Long-wave · Middle-wave · Infrared ·
Synthesis · Restoration

1 Introduction

Over the last few decades, there has been a concerted effort
on exploring face recognition (FR) research for a number of
military and law enforcement applications. However, a vast
majority of the research related to FR is based on images
captured within the visible band (380–750nm). The biggest
challenge with FR is the acquisition of face images under
conditions which are not controlled, introducing variation in
pose, expression, and illumination. In environments where
visibility may be unpredictable and uncontrollable such as
during the night time, the sole use of images from a sin-
gle spectrum (e.g., visible) may not be a viable approach
[4,29,40]. It is important that there is a push to study and
address this heterogeneous FR challenge, using the infrared
(IR) spectrum for its benefits [32,42,43].

Differences in appearance arise between images sensed
in the visible and the active IR band, primarily due to the
properties of the object being imaged. The active IR spec-
trum is composed of the near IR band (0.7–0.9µm) and
the short-wave IR band (0.9–2.5µm). The passive IR spec-
trum consists of the Mid-Wave IR (MWIR) (3–5µm), and
long-wave IR (LWIR)] (7–14µm) bands. In the passive IR
spectrum, heat is exuded from the target, in this particu-
lar case the subject’s face, and detected by sensors during
acquisition. Passive IR sensors are beneficial in challenging
conditions, and provide the added benefit of being obscure
and difficult to detect. The combination of passive IR sen-
sors with other IR sensors (e.g., IR) can help improve FR
accuracy where illumination may be an uncertainty.
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1.1 Goals and contributions

Through this work we are able to achieve four goals and con-
tribute to the challenge of FR in heterogeneous environments.
First, a database composed of two separate datasets of frontal
face images consistent of paired VIS-MWIR and VIS-LWIR
face images (using different methods for pre-processing and
registration prior to synthesis), are assembled. There are: (1)
face detection, (2) CSU geometric normalization, and (3) our
recommended geometric normalizationmethod. Through the
use of two databases collected under different registration
techniques (e.g., captured in two different spectrum at the
same time), we are able to quantitatively examine the impor-
tance of co-registration. The generated datasets reflect the
challenges of face alignment given our patch-based approach
for cross-spectral matching. Another such challenge is the
optimal placement of the synthesized dataset prior to match-
ing (i.e., better used as the gallery or probe set?). Second, we
formulate a image synthesis framework and propose post-
synthesis restoration methodology. The restoration approach
helps demonstrate the improvement of face recognition accu-
racy for practical scenarios (e.g., where the gallery image is
not synthesized). Third, we explore gender-based filtering
(face images are tagged based on their gender) in order to
increase FR accuracy, instead of matching all images in the
gallery to all images in the probe set. Finally, by conducting
an extensive experimental study, we establish that it is feasi-
ble tomatch FR images acquired using the passive IR sensors
to visible FR images, and vice-versa, with promising results.
Our results are compared to a baseline commercial matcher,
Colorado State University’s academic matchers, and other
original texture-based face matchers.

1.2 Paper organization

The remainder of this work can be partitioned as follows.
Sections 2, 3, 4, 5, 6, and 7 describe related work, face image
synthesis, post-processing (image restoration anddenoising),
database and methodological steps, and assessment of our
approach.We close out the paperwith a conclusion and future
works.

2 Related works

2.1 Heterogeneous FR

Tang et al. pioneered heterogeneous FR work with a num-
ber of approaches to transform a sketch into a visible image
(or vice-versa) [19,20,34,39]. A number of approaches have
been researched in order to address various challenges of
heterogenous FR matching scenarios. Aside from the gen-
erative transformation-based approaches, recent research in

heterogeneous FR utilize approaches that are discrimina-
tive feature-based [12–14,16,18,44], and have shown good
accuracies for face matching in both the sketch-focused
and NIR-based domains. Sarfraz et al. [28] use deep learn-
ing methods to benchmark the Carl thermal-visible dataset
(NVESD) where there are changing activity levels and
variations in subject-to-camera distance, and illumination.
Other implementations, use nonlinear dimensionality reduc-
tion, manifold learning, and photometric normalization for
optimal feature discrimination based on the spectrumof oper-
ation.

2.2 Image synthesis

The upside of synthesis-based methods is that once conver-
sion has been completed, existing FR algorithms can be used
for matching.We review three types of approaches for image
synthesis: (i) face synthesis analysis; (ii) subspace methods;
(iii) 3D-based approaches.

– Face synthesis analysis Li et al. [17] propose a stereo-
scopic synthesis method that produces frontal face
images based on two different poses of face images that
are co-captured. In [38] face images are transformed
from one type to another using face analogy software and
then subsequently synthesized query images arematched
against gallery images. Zhang et al. [45] developed a face
synthesis approach where corresponding sparse coeffi-
cients of visible and NIR images are assumed to be alike
through learning pairs of an over-complete dictionary.

– Subspace methods In [22] the authors augment a chal-
lenging database consistent of just one sample per subject
by synthesizing new face samples of various degrees
using edge-based information. Yi et al. [41] and Dou et
al. [10] utilized canonical correlation analysis (CCA) to
learn the relationship between face pairs using 9 out of
10 samples from each subject for the training algorithm,
and the remaining sample for conversion. Recently, Lei
and Li [15] suggested solving the same problem via a
low dimensional representation for each face, using a
discriminative graph embedding method.

– 3D-based methods Video can be used to extract 3D fea-
tures instead of utilizing a 2D face image. Ansari et al. [1]
created a database of 3D textured face models composed
of 114 subjects using stereo images and a generic face
mesh model for 3D FR application. In [21] a 3D generic
face model is aligned with each frontal face image.

3 Face image synthesis

An example of our image synthesis workflow is provided
in Fig. 1. Please note that unlike other heterogeneous
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Fig. 1 Flow chart of image synthesis

thermal-visible matching approaches, we use only the facial
information (after face detection and normalization) for syn-
thesis, restoration and matching. We do not use the entire
thermal head signature that includes more features that may
result in enhanced accuracy as for example in [30].

3.1 Canonical correlation analysis

Through the use of two random variables with zero-mean
x, a p × l vector, and y, a q × l vector, CCA finds
the 1st pair of directions w1 and v1 with maximum cor-
relation between the projections x = w1

Tx and y =
v1Ty,max ρ(w1

Tx, v1Ty), s.t. Var((w1
Tx = 1) and Var

(v1Ty = 1), where the correlation coefficient is ρ, the vari-
ables x and y are known as the first canonical variates,
and the w1 and v1 represents the initial correlation direc-
tion vector. CCA finds kth pair of directions wk and vk
which satisfies: (1) wk

Tx and vkTy are not correlated
with the previous k-1 canonical variates; (2) the correlation
between wk

Tx and vkTy is optimized under the constraints
Var((w1

Tx = 1) and Var(v1Ty = 1). Then wk
Tx and vkTy

are called the kth canonical variates, and wk and vk are the
kth correlation direction vector, k ≤ min(p, q). The solu-
tion for the correlation of coefficients and directions is not
different from the generalized eigenvalue problem seen here,

(ΣxyΣyy
−1Σxy

T − ρ2Σxx )w = 0 , (1)

(Σxy
TΣxx

−1Σxy − ρ2Σyy)v = 0, (2)

whereΣxx andΣyy are the self-correlationwhile theΣxy and
Σyx are the co-correlation matrices respectively. Through
CCA, the correlation of the two data sets are prioritized,
unlike PCA, which is designed to minimize the reconstruc-
tion error. Generally speaking, a few projections (canonical
variates) are not adequate to recover the original data well
enough, so there is no guarantee that the directions discov-
ered through CCA cover themain variance of the paired data.
In addition to the recovery problem, the overfitting problem
should be accounted and taken care of as well. If a small
amount of noise is present in the data, CCA is so sensitive
it might produce a good result to maximize the correlations
between the extracted features, but the features may likely
model the noise rather than the relevant information in the
input data. In this work we use a method called regularized
CCA [23]. This approach has proven to overcome the over-
fitting problem by adding a multiple of the identity matrix λI
to the co-variance matrix Σxx and Σyy .

3.2 Feature extraction using CCA

Local features are extracted, instead of features that are holis-
tic, because the latter features seem to fail capturing localized
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characteristics and facial traits. The datasets used in training
CCA consists of paired VIS and IR images. The images are
divided into patches that overlap by the same amount at each
position,where there exists a set of patch pairs forCCA learn-
ing. CCA locates directional pairsW(i) = [w1,w2, . . . ,wk]
and V(i) = [v1, v2, . . . , vk] for VIS and IR patches, respec-
tively, where the superscript (i) represents the index of the
patch (or the location of the patch within the face image).
Each column of W or V is a directionary vector, which is
unitary, but between different columns it is not orthogonal.
For example, if we take a VIS patch p (which can be vector-
ized as a column) at position i, we are able to extract the CCA
feature of the patch p, using f = W(i)Tp, where f is the fea-
ture vector belonging to the patch. For each patch and each
position at eachpatch,we are able to acquireCCAprojections
using our pre-processed training database face images. Pro-
jection onto the proper directions is used to extract features,
then at each patch location i we get the VIS Ov

i = {fv, j
i }

and IR training sets Oir
i = {fir, j i } respectively.

3.3 Reconstruction using features

In our reconstruction phase that occurs during testing, we
use explicitly learned LLE weights in conjunction with
our training data to reconstruct the patch and preserve the
global manifold structure. Reconstructing the original patch
p through the vectorized feature f is an arduous task. We are
unable to recover the patch by p = Wf as we do in PCA
because W is not orthogonal. However, the original patch
can be obtained by solving the least squares problem below,

p = argpmin||WTp − f||22, (3)

or to add an energy constraint,

p = argpmin||WTp − f||22 + ||p||22. (4)

The least squares problem can be solved effectively using
the scaled conjugate gradient method. In order for the above
reconstruction method to be feasible, the feature vector f has
to contain enough information about the original patch. The
original patch can be recovered using LLE [27] when fewer
features, represented as canonical variates, can be extracted.
The assumption that localized geometries pertaining to the
manifold of the feature space and that of the patch space
are similar, is taken into consideration (see [11]). The patch
from the image to be converted and its corresponding features
have similar reconstruction coefficients. If p1,p2, . . . ,pk are
the patches whose features f1, f2, . . . , fk are f′s k nearest
neighbors, and f is able to be recovered using neighbor-
ing features with f = Fw, where F = [f1, f2, . . . , fk] ,
w = [w1,w2, . . . ,wk]T , we can reconstruct the original
patch using p = Pw, where P = [p1,p2, . . . ,pk]. Using a

probe IR image, we divide it into smaller patches, and obtain
the feature vector fir of every patch.Whenwe infer the corre-
spondingVIS feature vector fv , theVIS patch can be obtained
using p = Pw for reconstruction and then the patches will
be combined into a VIS facial image.

4 Face image restoration and denoising

Unwanted noise is introduced into the image through the
image synthesis process (see Fig. 3). Therefore, image
denoising [24] is considered as a worthy post-synthesis step
that could help improve FR accuracy. Simple image filtering
is not ideal for recovering useful image content because it
can remove important frequency components in the pipeline.
To help alleviate the challenge of effective removal of noise
and subsequent image restoration, linear denoising (e.g., fil-
tering), and nonlinear denoising (e.g., thresholding) can be
combined to alleviate the noise introduced during image syn-
thesis.

5 Face recognition

5.1 Database

A total of two different datasets were utilized for our exper-
iments. One of the datasets was collected and assembled for
our experiments in our laboratory. Each dataset consists of
only full frontal face images with a neutral facial expression
for every subject. Three different methods are performed for
pre-processing across all subjects in both datasets prior to
synthesis. A total of about 128 subjects were used in the con-
struction of our database. Each subject had 4 samples that
were used for our matching and synthesis experiments (see
Table 1).

– WVU The (1) VIS-MWIR subset consists of 308 bitmap
images (154 for probe and 154 for gallery) with four
sequential images in time per subject (77 subjects). Vis-
ible images for this database were extracted from videos
captured in our laboratory, using a Canon EOS 5DMark
II camera, where a full image contained the subject’s
complete head and shoulders. This digital SLR cam-
era produces ultra-high-resolution RGB color images or
videos, with a resolution of 1920×1080 pixels. The face
images are obtained by obtained from the movie files in
JPEG format. The MWIR images for this database were
extracted from videos captured in our laboratory, using
a FLIR SC8000 MWIR camera, where a full image con-
tained the subject’s complete head and shoulders. The
infrared camera produces high-definition thermal videos,
with a resolution of 1024 × 1024. The (2) VIS-LWIR
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Table 1 Brief description of the database used in empirical evaluation of the proposed approach

Database

Datasets Description Number of (subjects/samples per subject)

WVU 1. Visible & MWIR Controlled face (Canon Mark II and FLIR SC800) 77/4

2. Visible & LWIR Controlled face (Canon Mark II and FLIR SC600) 78/4

NVESD 1. Visible & MWIR Controlled face (Basler Scout sc640 and DRS MWIR) 50/4

2. Visible & LWIR Controlled face (Basler Scout sc640 and DRS LWIR) 50/4

This database is constructed using three different methods for pre-processing face images prior to image synthesis methods for WVU dataset and
NVESD dataset

subset consists of 312 bitmap images (156 for probe and
156 for gallery) with four sequential images in time per
subject (78 subjects). Visible images for this subset were
extracted from videos captured using the aforementioned
Canon EOS 5D Mark II camera. The LWIR images for
this subset were extracted from videos captured in our
laboratory, using a FLIR SC600 LWIR camera, where
a full image contained the subject’s complete head and
shoulders. The science-grade infrared camera produces
high-resolution LWIR images or videos, with a reso-
lution of 640 × 480 pixels. The first 2 samples were
utilized as gallery images, while the remaining 2 sam-
ples were the probe images. It is noteworthy that images
between sensor pairs were not captured simultaneously
or co-registered (e.g., captured in both bands at the same
time), making our database more challenging given our
patch-based approach.

– NVESD The NVESD dataset [7] was acquired as a
joint effort between the Night Vision Electronic Sen-
sors Directorate of the U.S. Army Communications-
Electronics Research, Development and Engineering
Center (CERDEC), and the U.S. ArmyResearch Labora-
tory (ARL).TheportionofNVESDdataset examined two
experimental conditions: vigorous exercise in the form of
a fast paced walk and subject-to-camera range (1, 2, and
4m). A group of 25 subjects were imaged before and
after exercise at each of the three ranges. Another group
of 25 subjects were at rest and imaged at each of the three
ranges. All 50 subjects were used to create the dataset;
however, only a subject-to-camera range of 1 and 2mwas
used for our dataset. For the (1) VIS-MWIR subset, vis-
ible images were captured using the Basler Scout GigE
Vision Sensor sc640-74gm equipped with Sigma 24 mm
f/1.8 EX DG Aspherical Macro Large Aperture Wide
Angle Lenses. The visible sensor was used to acquire 8-
bit grayscale facial images and was connected to GigE
via a Netgear router connected to the collection PC. The
sensor has pixel pitches of 10µm and spectral responses
of 400–1000nm, with a peak at 500nm. The images were
acquired for 15 s per capture at a resolution of 640×480 at
30Hz. Software known as JAI Camera Control Tool was

used to obtain the images and store them in raw, uncom-
pressed AVI and TIFF formats. The MWIR face images
were acquired using a DRS sensor. The DRS sensor was
used to acquire 16-bit (12-bit) grayscale facial images in
each band. The MWIR sensor has a pixel pitch of 12µm
and a spectral response of 3–5µm. The same aforemen-
tioned Basler Scout sc6470 camera was used to acquire
visible images for the (2) VIS-LWIR subset. The LWIR
face images were acquired using a DRS sensor. The DRS
sensorwas used to acquire 16-bit (12-bit) grayscale facial
images in eachband.TheLWIRsensor has a pixel pitch of
15µm and a spectral response of 8–12µm. Images were
acquired for 15 s per capture at a resolution of 640× 480
at 30Hz. AutoIt software was used to acquire the images
and store them in the .raw format. Each acquisition lasted
15s at 30 frames per second for each camera, with all the
sensors started and stopped almost simultaneously (sub-
ject to slight offsets because of human reaction time). To
form a set of gallery and probe images for face recogni-
tion, a frame was extracted at the 1 and 14s marks for
each video. The first 2 samples of the gallery and probe
sets, respectively, were constructed using the still frames
of a 1 and 2m subject-to-camera range. Images between
sensor pairs were captured simultaneously.

5.2 Methodological steps

The entire overview of this framework is illustrated in Fig.
2. The pertinent stages of the methodology proposed in this
work are described below:

1. Pre-processing Our proposed approach is patch-based;
therefore, it is important that the correct correspond-
ing patches overlap as precisely as possible in both
spectra. We experiment with three different face image
pre-processing techniques, all discussed in detail below.
The metric we use for performance evaluation is rank-
1 identification accuracy (CMC). The left and right eye
coordinates are manually annotated on the raw images
prior to pre-processing. Samples of the face images after
pre-processing can be seen in Fig. 3.
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Fig. 2 Schematic of the proposed FR methodology which consists of normalization, synthesis, restoration, and matching

Fig. 3 Example original, synthesized, synthesized and denoised and ground truth images from two separate subjects. The subject on top row
(MWIR to VIS) was normalized using CSU normalization, while the subject on the bottom row (VIS to MWIR) was normalized using our proposed
normalization technique

– Face detection For the visible spectrum of our
database, Viola & Jones face detection algorithm
[37] is used to determine the rectangular overlay or
boundary around the face. This algorithm has been

regarded to perform efficiently on facial images cap-
tured in the visible spectrum, but additional training
is necessary for the passive IR band. However, there
were still several limitations when Viola & Jones
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is applied to the passive IR band of our database,
due to the lack of training data (not many avail-
able and the operational cost to collect more with
both our cameras was prohibited). To compensate,
blob detection-based approach is applied in our pas-
sive infrared band images, resulting in 85% better
detection accuracy than Viola & Jones (whose haar
cascades are trained specifically for visible data). .

– CSU normalization Colorado State University’s
(CSU) Face Identification Evaluation System [3] FR
software is first utilized for pre-processing. The nor-
malization is a spatial transformation, which utilizes
the left and right eyes as control points. Shapes in the
original image are unchanged, but the image is dis-
torted by a combination of translation, rotation, and
scaling. After geometric normalization, the image is
cropped using an elliptical mask so that only the face
from the forehead to the chin and cheek to cheek can
be seen.

– Normalization (proposed)A standard interocular dis-
tance is set and the eye locations are centered and
aligned onto a single horizontal plane and resized to
fit the desired distance. Each face image was geo-
metrically normalized based on the manually found
locations to have an interocular distance of 60 pixels
with a resolution of 111 × 121 pixels. There is no
elliptical mask applied in our approach, in contrast to
the CSU normalization software.

2. Image synthesis and restoration The formulated image
synthesismethodology is combination ofmanifold learn-
ing and nonlinear dimensionality reduction. We utilize
the leave-one-out method during synthesis, where the
sample left out of the training set is used for conver-
sion from one spectrum to another. Through the image
synthesis algorithm, we are able to convert the datasets
described and create their synthesized versions. After the
synthesized data is created, it is later used for identity
authentication. We restore the synthesized images from
the previous step using a combination of linear denoising
and thresholding. Noniterative denoising methods are a
possible solution for the noise problem through numer-
ical calculations that are explicitly solved. Noniterative
methods are usually easier to implement and are not com-
putationally complex.

3. Face recognition systemsWeutilize theLocalBinaryPat-
terns (LBP) method [33] for FR due to its previous use
and successwith the cross-spectral face recognition prob-
lem [5]. The LBP operator is an efficient, nonparametric,
and unifying approach to traditional divergent models for
analyzing texture that are statistical and structural based.
Occurrences of different binary patterns are then counted
up using a histogram. The cumulative match characteris-

tic (CMC) curve is used to measure the identification
accuracy of the system. With this metric, the ranking
potential of the system can be measured, showing the
1 : m identification performance.

5.3 Gender classification

Gender-based cohort classification is achieved using an
approach that detects Histogram of oriented gradient (HOG)
features [8] and a support vector machine (SVM) classifier
[25]. In order to train the classifiers, it is important that vec-
torized HOG features are extracted from the images used
for training. The extracted HOG feature that is vectorized
should be capable of encoding an precise amount of informa-
tion pertaining to the subject. SVM is a kernel based method
and has mostly been used for two class classification [25].
Through the use of nonlinear mapping, kernel algorithms are
capable of mapping data from a original space into a higher
dimensional feature space. The downside of this is that in
high dimensional spaces, the curse of dimensionality is evi-
dent, although there exists aworkaround for finding the scalar
products in the feature space. When considering two feature
space vectors, calculation of the scalar product can be done
explicitly with the help of kernel functions.

6 Empirical evaluation

The experimental scenarios we evaluate in this work are
as follows: (1) baseline experiments; (2) optimization of
image synthesis; (3) post-synthesis image restoration w.r.t.
FR accuracy; (4) automatic classification experiments; and
(5) identification performance after gender-based filtering.
After optimizing our selected matcher for the given prob-
lem (e.g., LBP/LTP), the distance transform (DT) appears to
be a more consistent method in achieving higher FR accu-
racy.When comparing selected matchers (e.g., LBP vs LTP),
LBP holds a slight edge over LTP in many scenarios. For our
selected texture-based matcher (e.g., LBP DT), we evaluate
the challenge of image alignment using varied pre-processing
within our proposed synthesis approach during experimen-
tation.We trained our synthesis and classification algorithms
using a leave-one-out approach, i.e., take one image sample
out of the training dataset and use that sample as test image
for synthesis (the IR image as the input and the VIS image
as the ground truth, and vice-versa); the remaining samples
of the subject are used for training within our system.

6.1 Baseline experiments

We employ a set of baseline experiments (cross-spectral face
matching) by using commercial and academic based soft-
ware: (1) Commercial-of-the-shelf (COTS) identity software
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Table 2 Baseline Rank-1 FR
results (%) for VIS-MWIR and
VIS-LWIR face matching
experiments

WVU Rank-1 raw baseline (CSU) FR accuracy (%)

Methodology VIS-LWIR LWIR-VIS VIS-MWIR MWIR-VIS

L1 Systems (G8) 62.82 61.54 40.26 37.01

Bayesian MAP 11.54 11.54 7.69 5.13

Bayesian ML 11.54 10.26 7.69 5.13

LDA Euclidean 11.54 19.23 7.69 8.97

LDA IdaSoft 14.10 19.23 8.97 6.41

PCA Euclidean 8.97 5.13 7.69 6.41

PCA MahCosine 15.38 15.38 5.13 7.69

The bold values are the maximum FR accuracies across gallery and probe

Table 3 NVESD dataset
baseline Rank-1 FR results (%)
for VIS-MWIR and VIS-LWIR
CSU face-matching experiments

NVESD Rank-1 raw baseline (CSU) FR accuracy (%)

Methodology VIS-LWIR LWIR-VIS VIS-MWIR MWIR-VIS

Bayesian MAP 38.00 10.00 20.00 10.00

Bayesian ML 32.00 12.00 18.00 12.00

LDA Euclidean 32.00 30.00 14.00 10.00

LDA IdaSoft 32.00 30.00 16.00 16.00

PCA Euclidean 20.00 14.00 4.00 4.00

PCA MahCosine 32.00 28.00 16.00 16.00

The bold values are the maximum FR accuracies across gallery and probe

tools (G8) provided by MorphoTrust (formerly L1) ; (2)
Face Identification Evaluation System which contains stan-
dard training-based face recognition methods developed by
the CSU [3], including PCA [9,31,36], PCA + LDA [2],
the Bayesian Intrapersonal/Extra-personal Classifier (BIC)
using either the maximum likelihood (ML) or the Maxi-
mum a posteriori (MAP) hypothesis [35]. Distance metrics
such as Euclidean Distance (EU) are used by both PCA
and LDA, which result in the ordinary or standard distance
between two feature vectors (PCAEU+LDAEU); (3) Local
Binary Pattern (LBP) method [26], as aforementioned in the
methodological steps for our face recognition pipeline.

Utilizing a commercial matcher (G8), the rank-1 identi-
fication rate achieved is 40.26% for the WVU VIS-MWIR
dataset and 62.82% for the WVU VIS-LWIR dataset. For
CSU academic matcher, the maximum rank-1 identification
rate recorded is 19.23% for WVU VIS-LWIR and 8.97%
for WVU VIS-MWIR using the LDA algorithm. For our
NVESD dataset, the Bayesian algorithm had the best results
with a rank-1 identification rate of 38.00% for NVESD VIS-
LWIR and 20.00% for NVESD VIS-MWIR combination.
With regard to the LBPDTmatcher, the rank-1 identification
rate achieved is 5.29% for the WVU VIS-MWIR spectrum.
For the WVU VIS-LWIR spectrum, the rank-1 identifica-
tion rate achieved for the LBP DT matcher is 5.19%. When
evaluating the LBP DT matcher on the NVESD VIS-MWIR
dataset, a rank-1 of 20.00% was achieved. For the LBP
DT matcher on the NVESD VIS-LWIR dataset, a rank-1 of
14.00% was recorded. The baseline results using COTS G8

Table 4 WVU dataset baseline Rank-1 FR results (%) for pre-
processed VIS-MWIR and VIS-LWIR face-matching experiments
(LBP DT)

Gallery Probe Baseline Rank-1 FR accuracy (%)

Face detect Proposed (WVU) CSU

VIS MWIR 4.55 3.90 5.19

MWIR VIS 3.90 3.90 1.95

VIS LWIR 2.56 4.49 4.49

LWIR VIS 3.85 5.13 1.92

The bold values are the maximum FR accuracies across gallery and
probe

for the WVU dataset is shown in Table 2. We are unable
to provide results for COTS G8 algorithm with the NVESD
dataset for this work. For training-based academic matcher
CSU, the baseline results for both the WVU and NVESD
datasets can be seen in Tables 2 and 3, respectively. The
baseline results using texture-based LBP DT matcher can be
seen in Tables 4, and 5 for both datasets.

6.2 Image synthesis experiments

There are several parameters to be chosen in our proposed
synthesis algorithm, such as the size of patches, the number
of canonical variates k (the dimensionality of feature vector)
we take for every patch, and the number of the neighbors
we use to train the canonical directions. Generally speak-
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Table 5 NVESD dataset baseline Rank-1 FR results (%) for pre-
processed VIS-MWIR and VIS-LWIR face-matching experiments
(LBP DT)

Gallery Probe Baseline Rank-1 FR accuracy (%)

Face detect Proposed (WVU) CSU

VIS MWIR 6.00 12.00 6.00

MWIR VIS 16.00 20.00 20.00

VIS LWIR 4.00 8.00 6.00

LWIR VIS 14.00 14.00 16.00

The bold values are the maximum FR accuracies across gallery and
probe

ing, the correlation between pairs of IR and VIS patches
of a smaller size is weaker, so the inference is less reason-
able. While the larger the patch size, makes the correlation
stronger, more canonical variates are needed to represent the
patch, whichmakes training samplesmuch sparser in the fea-
ture space. The size of all the images in our database despite
pre-processing methodology is 320 × 256 during the syn-
thesis step, and we choose a patch size of 9 × 9 with 3-px
overlapping. Since the projections (features) onto the former
pairs of direction have stronger correlations, choosing fewer
features makes the inference more robust, while choosing
more features gives a more precise adaptation of the original

patch. Similarly, when we choose a larger number of neigh-
bors, K , there are more samples, which makes the algorithm
more robust but computationally expensive.We choose 5 fea-
tures and 100 neighbors for LLE. Once we have converted a
spectrum from VIS to MWIR, MWIR to VIS, VIS to LWIR,
or LWIR to VIS, our heterogeneous cross-spectral match-
ing problem can now be considered to be an homogenous
intra-spectral matching problem again. CLAHE normaliza-
tion is applied to both sets of gallery and probe images after
synthesis and prior to matching. Although not practical, our
matching experiments after synthesis are tested using the
synthesized images as both gallery and probe set, for each
spectrum.

With respect to the WVU dataset, we achieve a maximum
rank-1 identification rate of 85.06% when using LBP DT
matcher after synthesis for WVU VIS-MWIR and a max-
imum rank-1 identification rate of 79.49% for the WVU
VIS-LWIR spectrums, using WVU normalization. For the
NVESD dataset, we achieve a maximum rank-1 identifi-
cation rate of 98.00% when using LBP DT matcher after
synthesis for NVESD VIS-MWIR and a rank-1 identifica-
tion rate of 100.00% for the NVESD VIS-LWIR spectrums,
using CSU normalization. The synthesis results can be seen
in Tables 6 and 7 for the synthesized WVU and NVESD
datasets, respectively.

Table 6 Rank-1 FR results (%)
for synthesized WVU
VIS-MWIR and VIS-LWIR
datasets using selected matcher
(LBP DT)

WVU synthesized Rank-1 FR accuracy (%) LBP DT

Gallery Probe Face detect Proposed (WVU) CSU

VIS Synth. VIS (MWIR) 19.48 31.17 27.27

Synth. VIS (MWIR) VIS 68.18 76.62 72.73

MWIR Synth. MWIR 24.68 35.71 26.62

Synth. MWIR MWIR 58.44 85.06 76.62

VIS Synth. VIS (LWIR) 8.97 40.38 27.56

Synth. VIS (LWIR) VIS 53.85 85.26 66.67

LWIR Synth. LWIR 26.28 38.46 45.51

Synth. LWIR LWIR 56.41 79.49 77.56

The bold values are the maximum FR accuracies across gallery and probe

Table 7 Rank-1 FR results (%)
for synthesized NVESD
VIS-MWIR and VIS-LWIR
datasets using selected matcher
(LBP DT)

NVESD Synthesized Rank-1 FR accuracy (%) LBP DT

Gallery Probe Face detect Proposed (WVU) CSU

VIS Synth. VIS (MWIR) 50.00 68.00 74.00

Synth. VIS (MWIR) VIS 86.00 86.00 84.00

MWIR Synth. MWIR 62.00 56.00 88.00

Synth. MWIR MWIR 90.00 94.00 98.00

VIS Synth. VIS (LWIR) 54.00 68.00 76.00

Synth. VIS (LWIR) VIS 86.00 84.00 78.00

LWIR Synth. LWIR 80.00 60.00 39.00

Synth. LWIR LWIR 90.00 96.00 100.00

The bold values are the maximum FR accuracies across gallery and probe

123

Author's personal copy



658 N. Osia, T. Bourlai

Fig. 4 Gender-based filtering of dataset for a WVU VIS-MWIR, b WVU VIS-LWIR and c NVESD VIS-IR. NVESD VIS-MWIR and NVESD
VIS-LWIR both have the same amount of subjects (50) and male-female proportion

Table 8 Rank-1 FR results (%)
for restored synthesized WVU
VIS-MWIR and VIS-LWIR
datasets using selected matcher
(LBP DT)

WVU restored synthesized Rank-1 FR accuracy (%) LBP DT

Gallery Probe Face detect Proposed (WVU) CSU

VIS Synth. VIS (MWIR) 21.43 30.52 31.17

Synth. VIS (MWIR) VIS 68.83 75.32 77.27

MWIR Synth. MWIR 27.27 42.86 51.30

Synth. MWIR MWIR 59.74 81.17 76.62

VIS Synth. VIS (LWIR) 5.13 37.82 23.72

Synth. VIS (LWIR) VIS 53.85 81.41 79.49

LWIR Synth. LWIR 25.00 43.59 57.69

Synth. LWIR LWIR 60.90 78.85 80.77

The bold values are the maximum FR accuracies across gallery and probe

Table 9 Rank-1 FR results (%)
for restored synthesized
NVESD VIS-MWIR and
VIS-LWIR datasets using
selected matcher (LBP DT)

NVESD restored synthesized Rank-1 FR accuracy (%) LBP DT

Gallery Probe Face detect Proposed (WVU) CSU

VIS Synth. VIS (MWIR) 66.00 70.00 78.00

Synth. VIS (MWIR) VIS 86.00 86.00 92.00

MWIR Synth. MWIR 74.00 67.00 88.00

Synth. MWIR MWIR 90.00 92.00 98.00

VIS Synth. VIS (LWIR) 88.00 71.00 76.00

Synth. VIS (LWIR) VIS 88.00 82.00 90.00

LWIR Synth. LWIR 82.00 66.00 88.00

Synth. LWIR LWIR 90.00 92.00 96.00

The bold values are the maximum FR accuracies across gallery and probe

6.3 Image restoration experiments

In this evaluation, we determine the effects of applying a
combination of filtering and TI-denoising on synthesized
images in order to improve FR accuracy of our datasets under
practical scenarios (e.g., gallery images are not synthesized).
Both synthesized and ground truth (gallery and/or probe)
sets were LP filtered and subsequently denoised. We opti-
mize our proposed image restoration parameters, LP filter
type and sigma value threshold used for TI-denosing, using
CMC rank-1 accuracy as a metric. First, we apply an LP
Filter to minimize distortion due to the subsampling. The
type of LP filter used is a boxcar filter with a fixed win-

dow size. Through previous experimentation [6], we found
a window size of 3 to be optimal. After we are able to
LP filter the image, denoising is carried out using the TI-
denosing scheme. The sigma value chosen for TI-denoising
appears to be optimal depending on whether we are denois-
ing synthesized images or ground truth images. Synthesized
images received a sigma value of 3, while ground truth
images were only slightly denoised with a sigma value of
.01.

With respect to the WVU dataset, we achieve a maximum
rank-1 identification rate of 81.17% when using LBP DT
matcher after synthesis for WVU VIS-MWIR and a rank-1
identification rate of 80.77% for the WVU VIS-LWIR spec-

123

Author's personal copy



Bridging the spectral gap using image synthesis: a study on matching visible to passive… 659

Fig. 5 a Identification rates (Rank-1 to Rank-5) for WVU VIS gallery and MWIR probe. b Identification rates (Rank-1 to Rank-5) for WVU
MWIR gallery and VIS probe

Fig. 6 a Identification rates (Rank-1 to Rank-5) for WVUVIS gallery and LWIR probe. b Identification rates (Rank-1 to Rank-5) for WVU LWIR
gallery and VIS probe

trums, using WVU and CSU normalization, respectively.
For the NVESD dataset, we achieve a maximum rank-1
identification rate of 98.00% when using LBP DT matcher
for NVESD VIS-MWIR and a rank-1 identification rate of

96.00% for the NVESD VIS-LWIR spectrums, using CSU
normalization (Fig. 4).

The results for FR of synthesized images after image
restoration can be seen in Tables 8 and 9 for the restored
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Fig. 7 a Identification rates (Rank-1 to Rank-5) for NVESD VIS gallery and MWIR probe. b Identification rates (Rank-1 to Rank-5) for NVESD
MWIR gallery and VIS probe

Fig. 8 a Identification rates (Rank-1 to Rank-5) for NVESD VIS gallery and LWIR probe. b Identification rates (Rank-1 to Rank-5) for NVESD
LWIR gallery and VIS probe

WVU and NVESD datasets, respectively. Identification rates
(Rank-1 to Rank-5) can be seen for our collected data and
proposed methodology (after denoising and image restora-
tion) when compared to classic academic matchers, in Figs.
5 , 6, 7 and 8, respectively.

6.4 Gender classification

We achieve gender-based cohort classification scheme using
Histogram of oriented gradient (HOG) features [8] and a
support vector machine (SVM) classifier [25]. The cell size
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Table 10 Rank-1 FR results
(%) for cohort filtered and
denoised synthesized WVU
VIS-MWIR and WVU
VIS-LWIR datasets using
selected matcher (LBP DT)

WVU cohort filtered denoised synthesized Rank-1 FR accuracy (%) LBP DT

Gallery Probe Face detect Proposed (WVU) CSU

VIS Synth. VIS (MWIR) 42.51 51.30 54.54

Synth. VIS (MWIR) VIS 84.41 83.77 88.96

MWIR Synth. MWIR 41.56 68.18 68.83

Synth. MWIR MWIR 76.62 88.96 85.71

VIS Synth. VIS (LWIR) 22.44 49.36 41.67

Synth. VIS (LWIR) VIS 70.51 90.38 88.46

LWIR Synth. LWIR 43.59 76.28 73.72

Synth. LWIR LWIR 78.85 90.38 89.10

The bold values are the maximum FR accuracies across gallery and probe

Table 11 Rank-1 FR results
(%) for cohort filtered and
denoised synthesized NVESD
VIS-MWIR and NVESD
VIS-LWIR datasets using
selected matcher (LBP DT)

NVESD cohort filtered denoised synthesized Rank-1 FR accuracy (%) LBP DT

Gallery Probe Face Detect Proposed (WVU) CSU

VIS Synth. VIS (MWIR) 66.00 75.00 78.00

Synth. VIS (MWIR) VIS 86.00 86.00 92.00

MWIR Synth. MWIR 73.00 71.00 96.00

Synth. MWIR MWIR 90.00 94.00 98.00

VIS Synth. VIS (LWIR) 63.00 73.00 76.00

Synth. VIS (LWIR) VIS 88.00 84.00 94.00

LWIR Synth. LWIR 82.00 73.00 90.00

Synth. LWIR LWIR 90.00 98.00 96.00

The bold values are the maximum FR accuracies across gallery and probe

that we use to encode the vectorized HOG feature is 4 × 4.
When training using the leave-one-out scheme, we achieve
perfect performance across all pre-processing methods and
tested datasets.

6.5 Demographic filtering experiments

The face datasets are filtered by gender and the resulting
system performance is evaluated. The objective is to deter-
minewhether the hypothesis that face-matching performance
improves with a filtering hold, such as gender-based classi-
fication. Two different gender subsets, one for each dataset,
were used for this experiment. For the gender-based sub-
sets, we split the data into (1) male and (2) female gallery
and probe. With respect to the WVU VIS-MWIR gender-
based subsets, 52 subjects were male, while 25 subjects were
female. For the WVU VIS-LWIR gender-based subsets, 57
subjects were male, while 21 subjects were female. For both
the NVESD VIS-MWIR and VIS-LWIR gender-based sub-
sets, 35 subjects were male, while 15 subjects were female.
A pie chart representing gender-based distribution for both
datasets can be seen in Fig. 4.

With respect to the WVU dataset, we achieve a maximum
rank-1 identification rate of 88.96% when using LBP DT
matcher after synthesis for WVU VIS-MWIR and a rank-1

identification rate of 90.38% for the WVU VIS-LWIR spec-
trum, using WVU normalization. For the NVESD dataset,
we achieve a maximum rank-1 identification rate of 98.00%
when using LBPDTmatcher andWVUpre-processing, after
synthesis for NVESDVIS-MWIR and a rank-1 identification
rate of 96.00% for the NVESD VIS-LWIR spectrum, using
WVU and CSU normalization, respectively.

The results for FR of the denoised synthesized images
after image restoration and demographic filtering can be seen
in Tables 10 and 11 for the synthesized WVU and NVESD
datasets, respectively.

7 Conclusions and future work

Westudy the problemof image synthesis as ameans to bridge
the informational gap between face images from two differ-
ent spectral bands. Our study shows that image alignment
and co-registration is important in achieving higher FR accu-
racy for the proposed approach. Experimental results show
that recognition accuracy is much higher when the synthe-
sized face image is used as a gallery set, as opposed to the
probe set. We believe there is so much difference in rank-1
scores when the synthetic dataset is the gallery vs. the probe
because there is more data present in the raw image. When
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a synthesized face image is used as the gallery, all infor-
mation in the synthesized face image should be present in
the raw face image of the same subject. However, when the
raw face image is the gallery, the synthesized face probe
image is likely missing some information that is present in
the raw face gallery image. In practical applications, the use
of raw face images as the gallery set would be the more
realistic scenario. The image restoration step increases the
score where we use the slightly denoised raw images as
the gallery set, irrespective of the spectral band. However,
rank-1 accuracy is decreased when a denoised synthesized
image is used as the gallery image. The image restoration step
was particularly valuable on the datasets pre-processed using
face detection and CSU normalization, excluding matching
using VIS gallery and synthesized VIS probe. The image
restoration step decreases face recognition accuracy for our
proposed geometric normalization pre-processing step. FR
software whichmay be COTS, is difficult to evaluate because
it may contain proprietary geometric and photometric nor-
malization, in conjunction with restoration which are unable
to be accounted for by the user. This is challenging because
when using COTS packages, in addition to ours, a perfor-
mance drop can be expected when compared to using our
proposed approach.

Utilizing our image synthesis approach,we achieve amax-
imum rank-1 identification rate of 85.06% when using LBP
DTmatcher after synthesis forWVUVIS-MWIR and amax-
imum rank-1 identification rate of 79.49% for the WVU
VIS-LWIR spectrum, using WVU normalization. For the
NVESD dataset, we achieve a maximum rank-1 identifi-
cation rate of 98.00% when using LBP DT matcher after
synthesis for NVESDVIS-MWIR and a rank-1 identification
rate of 100.00% for the NVESD VIS-LWIR spectrum, using
CSU normalization. After image restoration and denoising
of our data, we achieve a maximum rank-1 identification
rate of 81.17% when using LBP DT matcher after synthesis
for WVU VIS-MWIR and a maximum rank-1 identification
rate of 80.77% for the WVU VIS-LWIR spectrum, using
WVU and CSU normalization, respectively. For the NVESD
dataset, we achieve a maximum rank-1 identification rate
of 98.00% when using LBP DT for NVESD VIS-MWIR
and a rank-1 identification rate of 96.00% for the NVESD
VIS-LWIR spectrum, using CSU normalization. I think it is
an important to note that although overall identification rate
deceases in scenarios where there is a synthesized gallery
set, identification accuracy improves in modes of operation
that mimic reality (e.g., when the gallery set is not synthe-
sized). After gender filtering of our synthesized and denoised
data, we achieve a maximum rank-1 identification rate of
88.96% when using LBP DT matcher after synthesis for
WVUVIS-MWIR and a rank-1 identification rate of 90.38%
for the WVU VIS-LWIR spectrum, using WVU normaliza-
tion. For the NVESD dataset, we achieve a maximum rank-1

identification rate of 98.00% when using LBP DT matcher
and WVU pre-processing, after synthesis for NVESD VIS-
MWIR and a rank-1 identification rate of 96.00% for the
NVESDVIS-LWIR spectrum, usingWVUandCSUnormal-
ization, respectively. Overall, the assembled WVU dataset
appears to be more challenging, perhaps because the images
were not co-registered while being captured.

We gather that manifold learning is highly dependent on
the data available for training and requires a good approxi-
mation of the underlying distribution of data. Data restraints
are present, particularly in IR to visible FRwhere datasets are
very limited in population. The collection and organization
of such data, particularly data that has been co-registered,
should be considered for the future. Also, the use of tech-
niques such as neural networks that may be able to learn
mappings by adjusting projection coefficients over the train-
ing set should be taken considered for future use as well.
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