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Vibrational-electronic resonance in photosynthetic pigment-protein complexes invalidates Forster’s
adiabatic framework for interpreting spectra and energy transfer, thus complicating determination of
how the surrounding protein affects pigment properties. This paper considers the combined effects of
vibrational-electronic resonance and inhomogeneous variations in the electronic excitation energies of
pigments at different sites on absorption, emission, circular dichroism, and hole-burning spectra for a
non-degenerate homodimer. The non-degenerate homodimer has identical pigments in different sites
that generate differences in electronic energies, with parameters loosely based on bacteriochlorophyll
a pigments in the Fenna-Matthews-Olson antenna protein. To explain the intensity borrowing, the
excited state vibrational-electronic eigenvectors are discussed in terms of the vibrational basis local-
ized on the individual pigments, as well as the correlated/anti-correlated vibrational basis delocalized
over both pigments. Compared to those in the isolated pigment, vibrational satellites for the correlated
vibration have the same frequency and precisely a factor of 2 intensity reduction through vibrational
delocalization in both absorption and emission. Vibrational satellites for anti-correlated vibrations
have their relaxed emission intensity reduced by over a factor 2 through vibrational and excitonic
delocalization. In absorption, anti-correlated vibrational satellites borrow excitonic intensity but can
be broadened away by the combination of vibronic resonance and site inhomogeneity; in parallel, their
vibronically resonant excitonic partners are also broadened away. These considerations are consistent
with photosynthetic antenna hole-burning spectra, where sharp vibrational and excitonic satellites are
absent. Vibrational-excitonic resonance barely alters the inhomogeneously broadened linear absorp-
tion, emission, and circular dichroism spectra from those for a purely electronic excitonic coupling
model. Energy transfer can leave excess energy behind as vibration on the electronic ground state of the
donor, allowing vibrational relaxation on the donor’s ground electronic state to make energy transfer
permanent by removing excess energy from the excited electronic state of the dimer. © 2018 Author(s).
All article content, except where otherwise noted, is licensed under a Creative Commons Attribution

(CC BY) license (http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5003193

. INTRODUCTION

The remarkable efficiency of photosynthetic light harvest-
ing has been a mystery since the 1930s.! Recently, Tiwari
et al. argued that low temperature absorption spectra of a
photosynthetic light harvesting antenna and the Raman spec-
tra of the isolated pigments imply a vibrational-electronic
resonance between singly excited electronic states of the
antenna and showed that reported 2D spectroscopic signa-
tures are consistent with such a resonance for a model dimer
with one vibration per pigment.” For this model, the delo-
calized anti-correlated linear combination of intramolecular
vibrations causes a breakdown of Forster’s adiabatic frame-
work® for energy transfer. In Paper I'! starting from a
Hamiltonian for a dimer embedded in a protein, a nonadi-
abatic energy gap “tuning coordinate” for energy transfer
between pigments was formulated to generalize the antisym-
metric homodimer vibration in theories® of electronic energy
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transfer. This paper uses that Hamiltonian to investigate the
role of additional pigment and protein vibrations and how
absorption, emission, circular dichroism, and hole-burning
spectra are modified by vibrational-electronic resonance for
parameters appropriate to chlorophylls in photosynthetic light
harvesting antennas. The key questions to be answered are
as follows: How are systematic vibrational-excitonic reso-
nances consistent with the wide body of spectroscopic experi-
ments on photosynthetic systems? How should the parameters
controlling resonance be determined? This paper emphasizes
how interpretation of 1D spectra are and are not distorted
by the vibrational-excitonic resonances present in some pho-
tosynthetic antenna proteins. As in the pioneering investi-
gations of photosynthetic electron transfer by Friesner and
co-workers,* the results obtained here indicate that vibronic
complications in spectra of the antenna are such that the spec-
tra of the isolated monomers, in combination with the lin-
ear absorption and circular dichroism spectra of the antenna,
provide sound initial estimates for the underlying parame-
ters of a vibrational-excitonic resonance model for energy

transfer.
—(D
© Author(s) 2018
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Approximations from more strongly coupled systems
assume that vibrational and electronic excitation stay together
as a vibronic exciton during electronic energy transfer.® For
a dimer with one Franck-Condon (FC) active mode on each
pigment, we briefly show that non-adiabatic energy transfer
to the acceptor pigment also involves a pathway where after
electronic “de-excitation,” the donor pigment is still left vibra-
tionally excited on its electronic ground state. The coherent
exciton scattering (CES) approximation and the “one-particle”
approximation of the vibronic-exciton model®'? assume that
vibrational and electronic excitation stick together and thus
fail to capture this essential pathway. By contrast, pathways
in which either the donor or acceptor can be left vibrationally
excited are both simultaneously present for energy transfer
that excites an anti-correlated vibration delocalized over both
pigments. This doubles the non-adiabatic enhancement of
vibrational amplitude on both the ground and excited states
of the antenna as a whole. In the Golden rule rate equa-
tion limit, this additional pathway doubles the energy transfer
rate.!!

Non-adiabatic vibrational-electronic mixing has a finite
width around the resonant vibrational frequency. The reso-
nance width also makes it essential to consider additional
resonant or near-resonant vibrations. Two kinds of effects
involving more than one coupled intramolecular vibration
are considered here. In one, a FC active vibrational is split
into two and its reorganization energy is shared among two
vibrations with slightly different frequencies. If the splitting
is small compared to the resonance width, the vibrational-
excitonic resonance “reassembles” the coupled mode from
the split modes. This phenomenon is intimately related to
the way in which vibrational-excitonic resonance assembles
a delocalized and maximally coupled anti-correlated vibra-
tion from two localized but less strongly coupled pigment
vibrations.

We also consider two Franck-Condon (FC) active vibra-
tional modes on each pigment, with one vibrational frequency
resonant and the other slightly off-resonant with the exci-
tonic energy gap. In this case, both anti-correlated modes
mix with the exciton. In the absence of line-broadening, the
linear absorption spectrum around the excitonic line corre-
sponding to the electronically excited donor pigment would
split into n + 1 lines, where n is the number of near-
resonant, Franck-Condon active vibrational levels. Such split-
tings of higher excitons are obscured by the overall line
shape in absorption, do not appear in the relaxed emis-
sion spectrum from the lowest exciton, and change with
the electronic energy gap between pigments. These observa-
tions have implications for the interpretation of low temper-
ature absorption, emission, line-narrowing, and hole-burning
spectroscopies.

Il. THEORY
A. Hamiltonian

The dimer model used here has an electronic ground state
(no pigments excited) and two singly excited states (one pig-
ment excited). It also has one set of harmonic vibrations com-
mon to all three electronic states, which includes vibrations of
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both pigments plus vibrations of the surrounding protein. Tak-
ing the ground state geometry as a reference, these vibrations
are linearly displaced upon electronic excitation. In a diabatic
basis of localized pigment excitations, the dimer Hamilto-
nian for the ground and singly excited electronic states can
be written in the form

N 1,
Hgimer = Z sz(q,z +pj2)ldimer
i
1 B A
+(EA + 5 +g77%) - q) |A) |Gg) (Gl (Al

1
+ (EB + 5= g7y q) |Ga) |B) (B| (G4l
+J [|A) |Gg) (BI{(Gal + G4) IB)(Gpl(Al]l. (1)

In Eq. (1), Tiimer is the identity operator for the dimer, which
includes the ground state and the two excited states on the
second and third lines. The coupling J between excited pig-
ments appears on the last line. The ith harmonic oscillator
has frequency w; and dimensionless coordinate operator §;
with conjugate momentum p;. EA and E® are the excitation
energies for the electronically excited states localized on pig-
ments A and B, respectively, which may differ if the pigments
are in non-equivalent sites in the protein. Right superscripts
indicate belonging to an electronic state or states, while sub-
scripts (except d for diabatic) indicate belonging to a pigment
or vibrational mode. The pigment excitation energy gap (at
q =0)is A = EB — EA. The vector operator § = {§;} is dot-
ted into diabatic correlation ¢; = {—a),-(d;‘1 + dlB )} and tuning
vectors g7 % = {—w;(d? — dP)} that quantify the equilibrium
displacement for each vibrational mode upon electronic excita-
tion of a pigment (d;“ or df ). Upon transformation [see Eq. (9)
of Paper I''] to the diabatic exciton basis {a,8} that diago-
nalizes the coupling at q = 0, the excited state Hamiltonian
becomes

A

, | NN
Hdimer = Z Ewi(qz‘z +pi2)1dimer
1 - A
+ (E" +5(ca+ g5 P cos(26,)) - q) ) |G )Gl (el

1
N (E/s + 3 (ea - g} Pe0s(20,) q)|Ga>|/s> (Bl (Gal

+ ()77 sin(04) - @)/2 [10)|Gp) (B (Gl
+1Ga) 18) (Gl el] . @

where the excitonic energies are

Eo = [(E® + EN)/2] £ \J(AJ2)% + )2

and 26, = arctan[2J/A]

which gives the diabatic excitonic mixing angle 6,. (Note that
this is a different diabatic exciton basis from that described
in Ref. 12.) The excitonic energy gap (at q = 0) is APX = EF
— E®. In terms of the uncoupled monomer electronic transition
dipole vectors ugs and mgp, the diabatic exciton transition
dipole vectors are

WGy = cos(@MG, — Sin(0)gp

and
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Wop = sin(@)ng, + cos(0a)mgp.

If the monomer transition dipoles have a parallel component,
interference will alter the excitonic transition strengths (for
example, H vs. J aggregates in which the upper vs. lower exci-
ton takes all the absorption strength'?). If the monomer transi-
tion dipoles have perpendicular components, interference will
rotate the excitonic transition dipoles in the molecular frame.
In some aggregates, monomer transition dipoles have parallel
and perpendicular components, and both excitons have absorp-
tion strength (these are sometimes called HJ aggregates'). For
equal magnitude perpendicular monomer transition dipoles,
excitonic coupling generates a pure rotation of the transition
dipoles (by up to 45°) in the molecular frame; both excitonic
transitions have the same total dipole strength as a monomer,
independent of the coupling. The electronically off-diagonal
coupling on the last line of Eq. (2) mixes vibrational lev-
els across the two excitons so that vibronic transitions in the
stick spectrum have transition dipole moments with various
magnitudes and rotation angles.

The correlation vector tunes both excitonic energies rela-
tive to the ground state in exactly the same way that it tuned
both pigment excitation energies. Only the tuning vector is
affected by the transformation, with an attenuated role in tun-
ing the excitonic energy gap and a new role in excitonically
off-diagonal vibronic coupling. The term on the last line of
the Hamiltonian in the diabatic excitonic basis shows that
vibrational-excitonic mixing can only happen through the anti-
correlated nuclear motions which tune the energy gap between
the singly excited states of the two pigments.

In general, the correlation and tuning vectors are not
orthogonal. For example, an environmental mode k that is dis-
placed by dj only upon excitation of pigment A makes an equal
contribution of —wydj to both vectors (adding to —2w;dy for A
and subtracting to O for B). For intramolecular modes, it is use-
ful to transform the normal modes localized on the pigments
into delocalized normal modes. For equal localized mode fre-
quencies w; and equal positive displacements d;, correlated
vibrations gj. = (g4 + €]j3)/21/ 2 contribute only to ¢; while
delocalized anti-correlated vibrations §;— = (g4 — ;5)/2"/
contribute only to g5~# (both contributions are equal in magni-

tude to w; V2d ;). This transformation is advantageous because
only the anti-correlated vibrations are directly coupled to
the nonadiabatic energy transfer dynamics, though asym-
metric environmental modes must also be included in the
nonadiabatic Hamiltonian.

B. Quantum vibrational states for delocalized
vibrations

The quantum nature of the delocalized vibrations is impor-
tant for the energy transfer process. Here, we illustrate the
nature of the delocalized vibrational quantum states using a
common, localized vibrational basis on all electronic states.

|

Eg +w
0
+wd sin(26,)/2V2

e
Il

@
E0+w
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The diabatic excitonic basis is used for the electronic states. In
this subsection, for simplicity, the equilibrium harmonic oscil-
lator vibrational basis of the ground electronic state is used for
both excitonic states (so vibrational states do not have an elec-
tronic superscript here). This simplification is fairly accurate
because the equilibrium displacements are small compared
to zero point vibrational amplitude in chlorophylls so that
the resonant couplings between vibrational levels on differ-
ent electronic states cause the most significant changes in the
quantum states.

For illustration, we consider a single vibrational mode
on both pigments with identical displacements d. The
lowest vibrational state of the singly excited dimer is the
isolated vibrational zero point level of the excitonic accep-
tor state, |@)|v4q = 0)|vp = 0), which has diagonal energy
EF = E” + w (zero point energy from two vibrations). Near
vibrational-excitonic resonance, w ~ AEX and the next three
basis states have approximately isoenergetic diagonal ener-
gies: the two vibrational basis states |@) [v4 = 1) [vg = 0) and
|a@) [va = 0)|vg = 1) on the lower energy exciton both have
diagonal energy E + w; the zero point vibrational level of
the excitonic donor state, |8) [v4 = 0) |[vg = 0), has diagonal
energy Eg =Ej + AEX ~ EY +w.

We now consider only the part of the Hamiltonian matrix
in Eq. (2) that directly couples these three isoenergetic basis
states and neglect their coupling to other basis states as a
perturbation. For the single vibrational mode, the tuning vec-
tor operator simplifies to g% - § = —wd(ga — gp). The
nonzero matrix elements of the vibrational coordinate oper-
ators are (vx|gy [vx + 1) = V(vx + 1)/2 and its Hermitian
conjugate. The vibrationally diagonal matrix elements of
2778 - §cos(204)/2 are zero and the first basis two states
on the acceptor are not directly coupled to each other by
gfd‘_B - q cos(26,)/2 because there is a simultaneous change
in both vibrational quantum numbers between them. How-
ever, both are directly coupled to the zero point basis state on
the donor by the electronically and vibrationally off-diagonal
operator +g3~% - §sin(26,)/2, which has vibrational matrix
elements

(vg = 0[(va = 0| +g77% - qsin(26,4)/2 [va = 1) |v = 0)
= —wd sin(204)/2V2

and

(g =0[(va = 0] +g77% - qsin(264)/2 [va = 0) |vg = 1)
= +wd sin(26,)/2V2.

Thus, the part of the Hamiltonian matrix A coupling the three
isoenergetic states in the vibrationally localized vibrational-
exciton basis becomes, in the (shorthand v, vp) basis {041,
(XIAOB, ﬁOAOB},

0 +wd sin(26,)/2V2

—wd sin(26,)/2V2 | . 3)

—wd sin(204)/2V2 Ef
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Under the transformation U,
N2 =182 0
U=[1/V2 1/N2 0], “)
0 0 1

the matrix in Eq. (3) transforms to

E(‘)’ +w 0 0
uthu=1| 0 E¢+w —wd sin(26,)/2
0 —wd sin(264)/2 EP

&)

|
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The zero-point excitonic donor basis state | 8) [v4 = 0) [vg = 0)
is coupled only to the antisymmetric superposition of the
two vibrationally excited excitonic acceptor basis states
l@) (lva = 1) |vg = 0) — [va4 = 0) |vg = 1))/V2. Further, the
donor coupling to the one antisymmetric vibrational super-
position is increased by a factor of V2 compared to the donor
coupling to either of the two localized vibrational states.

The vibrational part of these vibrational-electronic states
can be understood from the viewpoint of delocalized vibra-
tional modes. Using the vibrational wavefunctions {gx|vx)
where |gx) is the position ket corresponding to a vibration
of pigment X, and the correlated g, = (44 + §)/2"/? and anti-
correlated §_ = (g4 — §p)/2"/* delocalized coordinates, one
can show that

@) [ve = 1) [v_ = 0) = @) [lva = 0) [vg = 1)+ [va = 1) [vp = 0)]/V2,
la) vy = 0 [v- = 1) = |) [Iva = 1) [vp = 0) = va = 0) [vp = 1)1/ V2, (6)
1B)Ive =0)[v- = 0) = [B)|va = 0) |vg = 0).

The transformed matrix in Eq. (5) shows how the first state
in Eq. (6), with a quantum of excitation along the correlated
vibrational coordinate g,, is decoupled from the other two
isoenergetic states. Only a quantum of excitation along the
anti-correlated vibrational coordinate g on exciton |a) is cou-
pled to the higher energy exciton | 8). At vibrational-excitonic
resonance, the eigenstates around one vibrational quantum of
excess energy are approximately

la) vy =1) |v_=0),

I(1+0)) = [|@) [vs =0) [v_= 1) + [ B)lv4 = 0) [v_ = 0)] / V2,

(1= 0)) =[la) [vs=0) [v_=1) = |B)lvs = 0) [v_ = 0)] /V2.
(7

The first state is partially electronically delocalized by the
non-resonant excitonic coupling and fully vibrationally delo-
calized but vibronically decoupled. The last two states are fully
electronically and vibrationally delocalized 50:50 mixtures of
vibronically coupled basis states. In the shorthand notation
on the left, the 1 and O represent the anti-correlated quan-
tum numbers on @ and S, respectively. The physical picture is
that coupling to localized vibrations on both donor and accep-
tor pigments decouples a delocalized correlated vibration and
assembles a delocalized anti-correlated vibration with all of
the coupling. This delocalized anti-correlated vibration drives
energy transfer and is driven by energy transfer but need not
survive after energy transfer.

Figure 1 shows a vibronic energy level mixing diagram
for an excitonically coupled non-degenerate (E* # E®) homod-
imer with one vibrational mode per pigment. The nested poten-
tial surfaces for this model can be seen in Fig. 1 of Ref. 15. The
model parameters are taken from Ref. 2 and roughly mimic one
of the interpigment interactions in the Fenna-Matthews-Olson
(FMO) antenna complex from green sulfur bacteria.'® Figure 1
shows all vibronic levels with up to one vibrational quantum

(

on the dimer with an electronically excited donor and up to
two vibrational quanta on the dimer with an electronically
excited acceptor. The energies of the localized vibrations of
the uncoupled dimer [ignoring the electronically off-diagonal
terms in Eq. (1)] are given at the far left and far right. Exci-
tonic coupling gives rise to diabatic exciton states [obtained
by ignoring the electronically (and vibrationally) off-diagonal
terms in Eq. (2)] that have a systematic pattern of vibronic level
degeneracies (vibrational excitonic resonances). The energies
of the exact nonadiabatic eigenstates are given in the middle
along with their approximate vibrational-excitonic character
as determined by diagonalizing a Hamiltonian sub-matrix of
degenerate states. The approximate state labels include direct
couplings through the electronically and vibrationally off-
diagonal coupling on the last line of Eq. (2) but neglect indirect
couplings from the electronically diagonal but vibrationally
off-diagonal terms that cause the reorganization energy [on
the second and third lines of Eq. (2)]. For the zero point donor,
the degenerate Hamiltonian sub-matrix has 3 states [as in
Egs. (3)—(7)]. For a dimer with one vibrational quantum and
electronic excitation on the donor, the degenerate sub-matrix
has 5 states. Excitation of the anti-correlated vibration on the
donor makes the vibrational excitonic resonance a factor of V2
stronger (this larger splitting can also be seen in Fig. 1 of Ref. 2
and all 5 eigenstates can be seen in Fig. 2 of Ref. 17 for differ-
ent parameters). This increase follows from the Vv + 1 scaling
of the matrix elements of the vibrational coordinate operators.
More generally, excitation of the anti-correlated vibration pro-
motes nonadiabatic coupling, while excitation of the correlated
vibration has no effect.

The above treatment should be contrasted with the
coherent exciton scattering (CES) approximation used for
polymers'® and the “one-particle” vibronic-exciton model
used for molecular crystals;”!° both assume that vibrational
excitation follows electronic excitation and omit the state
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FIG. 1. Vibronic energy level diagram for the one-exciton states of a non-degenerate homodimer with vibrational-excitonic resonance. The uncoupled pigment
site energies are E4 = =75 cm™! and EB = +75 cm™! with coupling J ~ 66.14 cm™! such that the excitonic energy gap AFX = 200 cm™! is resonant with one
intramolecular vibration at w = 200 cm™!. The vibrational displacements are d* = d® ~ 0.224, which lowers all energy levels by the reorganization energy
A=(1/2)wd? =5 cm™! for electronic excitation of a pigment. The abbreviated quantum state labels are defined at lower right and enclose the set of vibrational
quantum numbers with subscripts that indicate the mode inside parentheses, with a right superscript for the electronic state. Localized pigment states and energies
(in the absence of the coupling J) are given at the far left for the donor B (orange-red) and the far right for the acceptor A (violet). Among these states, the
states that appear in the coherent exciton scattering approximation or one-particle approximation of the vibronic exciton model are set in boldface type. In the
diabatic exciton approximation, all states with an electronically excited donor 3 (red) are shifted up 25 cm™! by excitonic coupling (red arrow), while all states
with an electronically excited acceptor  (blue) are shifted down 25 cm™! (blue arrow). The energy levels in the middle were obtained by diagonalization of
the Hamiltonian in Eq. (1) using a basis set that included all states with v4 < 9 and vp < 9. The approximate state labels in the middle reflect only resonant
vibrational-excitonic mixing from the direct electronically and vibrationally off-diagonal coupling in Eq. (2). For each state, the energy in cm™! is rounded off
to the nearest integer and indicated after the @. Relative to the diabatic exciton basis states, the electronically off-diagonal coupling in Eq. (2) does not affect
acceptor exciton states in which only the correlated vibration is excited. For these states, the exact nonadiabatic energy given in the middle also specifies the
energy of all diabatic exciton basis states shown on the same level. For each state in the middle panel, the contributing diabatic exciton states (red and blue)
are indicated by solid lines (when the highest anti-correlated vibrational quantum number contributing to the eigenvector is 0), dashed lines (when the highest
anti-correlated vibrational quantum number contributing to the eigenvector is 1), or dotted lines (when the highest anti-correlated quantum number contributing

to the eigenvector is 2).

|@) [va = 0) |[vg = 1) in which the acceptor is electronically
excited but vibrational excitation remains behind on the donor.
As discussed in Paper I!' these approximations reduce the
energy transfer rate by a factor of 2. This factor of 2 error can
be understood in two ways: from the perspective of delocal-
ized vibrations, only the anti-correlated vibrational coordinate
is coupled to electronic energy transfer, but with a factor of
V2 greater coupling [Eq. (5)]; from the perspective of local-
ized vibrations, the coupling is independent of whether the
vibrational excitation follows the electronic excitation or is left
behind [equal magnitude matrix elements in Eq. (3)], so there
are two equally probable energy transfer products. The chan-
nel with vibration on the donor and electronic excitation on the
acceptor represents dissociation of a “vibronic exciton.”!%?
Since the concept of a “vibronic exciton” was developed as
the excitonic analog of a polaron (“excitaron,”? “excitonic
polaron,”! and “Frenkel polaron™®), in which a lattice distor-
tion adiabatically follows a charge, the name is not accurate
when dissociation is so probable.

Figure 1 also shows that the “one-particle” approxima-
tion of the vibronic exciton model fails in another way to
capture the role of vibration in promoting energy transfer.
Although there are 5 states with energy approximating that
for an electronically excited donor with one vibrational quan-
tum, there are only two “one particle” states around this energy
[IBY [va = 0)|vg = 1Yand |A) |[va = 2) |[vg = 0)]. Because their

corresponding vibrational quantum numbers differ by more
than one, these two states are not directly coupled to each other
through the electronically off-diagonal coupling in Eq. (2).
As a result, the “one-particle” approximation of the vibronic
exciton model incorrectly yields smaller splittings (from indi-
rect couplings—see the supplementary material) as vibrational
excitation increases. This failure of the “one-particle” approx-
imation for electronic absorption spectra has been previously
discussed by Spano®? and impacts the vibrational progressions
in Ref. 14. For energy transfer, the “one-particle” approxima-
tion leads to the qualitatively incorrect conclusion that vibra-
tional excitation would slow nonadiabatic energy transfer.

In spectroscopy, if perturbation theory is applicable to the
energy transfer coupling, the CES approximation and “one-
particle” vibronic exciton model incorrectly reduce the absorp-
tion intensity borrowed through the energy transfer coupling
by a factor of 2. This factor also extends the width of the
vibrational excitonic resonance, which impacts both the spec-
troscopy and energy transfer dynamics of the dimer. In a full
non-adiabatic treatment, such vibrational-excitonic resonance
generates eigenstates that are both electronically and vibra-
tionally delocalized, with rapid changes in electronic character
as a function of the anti-correlated vibrational coordinate.’
The mixed states that result from diagonalizing the interacting
2 X 2 sub-matrix in Eq. (5) provide a low order descrip-
tion of these states and the vibrational-excitonic resonance
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criterion that is much simpler but slightly less accurate than the
non-adiabatic treatment of Ref. 2. This sub-section has simply
and approximately illustrated a rigorous, symmetry dictated
decoupling of the correlated coordinate and enhanced cou-
pling to the anti-correlated coordinate that occur in any correct
treatment of the problem. As will be seen below, the resolved
1D spectra directly reflect both decoupling of the correlated
vibration and enhanced energy transfer coupling through the
anti-correlated vibration.

C. Huang-Rhys factors for delocalized vibrations

The evaluation of Franck-Condon factors makes a dis-
placed vibrational basis set on each electronic state more
natural than the common vibrational basis set of the ground
electronic state used above. In this paper, intramolecular vibra-
tional displacements upon electronic excitation are identical
for the uncoupled pigments so that the correlated and anti-
correlated vibrations become symmetric and anti-symmetric
under pigment exchange. As in Paper I,'! a right superscript
(0, @, or B) will be used to denote the electronic state for dis-
placed vibrational basis states. All vibrations on the ground
electronic state 0 have their equilibrium at zero displacement.
|vj(.fr = O> and |vfi = O> are the kets for the correlated vibra-
tional basis states with v;; = 0 on the diabatic potentials for
excitons a and S, respectively; both have their equilibrium at
di.=d;/ V2, where d /; is the positive equilibrium displacement
for mode j upon electronic excitation for either isolated pig-
ment. |v‘.{ = l> and ‘v‘B_ = 1> are the kets for the anti-correlated
vibrational basis states with v;_ = 1 on the diabatic potentials
for excitons @ and S, respectively; these have equal and oppo-
site equilibrium displacements of d]ff = djcos(264)/ V2 and

dﬁ = —djcos(264)/ V2. The anti-correlated displacements are
reduced to their localized electronic state probability weighted
average by excitonic mixing. These displaced basis states
are eigenstates of the Hamiltonian in Eq. (2) when the elec-
tronically off-diagonal coupling (gﬁ‘B sin(26,4) - q)/2 between
excitons is neglected.

Symmetric correlated vibrations have the same pattern of
displacements as a totally symmetric vibration in a Jahn-Teller
system, and Franck-Condon vibrational overlap integrals can
be evaluated using Egs. (8)—(15) of Ref. 23. Anti-symmetric
anti-correlated vibrations have the same pattern of displace-
ments as Jahn-Teller active vibrations so that Franck-Condon
overlap integrals can be evaluated using Egs. (16)—(27) of
Ref. 23. In linear spectra, the adiabatic intensities depend on
the ratio of Franck-Condon factors

oAb UL LD FCAL FADIETAZ
®)

where j indicates the intramolecular mode number, m = {+,—}
indicates the correlated or anti-correlated delocalized vibra-
tion, and p = {a,B} indicates the diabatic exciton. For equal
frequency harmonic vibrations on both electronic states, the
ratio S]’:n ~C is known as the Huang-Rhys factor and has the

value given by the last equality.”* The Huang-Rhys factors
give exact intensity ratios for adiabatically separable harmonic
vibrations even when the Franck-Condon principle fails for the
overall vibrational-electronic state. A correlated vibration’s
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Huang-Rhys factor is exactly half of that for the isolated
pigment vibration

470 = 8070 = (di)?/2 = (/N2 )2
= S;"G /2= sf*G /2. (9a)

The anti-correlated vibrations’ Huang-Rhys factors are each
less than that of the corresponding correlated vibration by a
factor of cos?(26,),

S0 = 579 = (@2 = (dj cos(204)/V2)* /2
= §170c0s(204)/2 = S~ %cos’(204)/2.  (9b)

In the diabatic exciton approximation, Eq. (9) shows that the
sum of the Huang-Rhys factors for the correlated and anti-
correlated delocalized vibrations lies in the range

S;‘—G/z < S]ffr‘G + S;'_‘G < sj‘-G. (10)

This sum is greater than or equal to half of the Huang-Rhys fac-
tor for the localized vibration on an isolated pigment, becom-
ing equal for complete excitonic delocalization (as occurs in
degenerate homodimers®). This sum is also less than or equal
to the isolated pigment vibration’s Huang-Rhys factor, becom-
ing equal in the absence of excitonic mixing. Such reductions
in Huang-Rhys factors'>?> from excitonic delocalization are
well known,> but the explanation in terms of reduced displace-
ments for correlated and anti-correlated vibrations is new and
has consequences for resonances. Such reduced displacements
are related to the 1/N.,, reduction in strength for vibronic
bands in aggregate photoluminescence? treated by Spano and
Yamagata.”® The totally symmetric phonon in the aggregate
there corresponds to the correlated vibration here so that 1/N
for the degenerate aggregate generalizes 1/2 for the correlated
vibration of the dimer. The vibrational-excitonic resonance
in a non-degenerate homodimer treated here was explicitly
excluded in the treatment of disorder by Ref. 26. It provides
a different perspective on disorder in an aggregate: here the
0-0 linestrength is almost unaffected by excitonic delocaliza-
tion because the monomer transition dipoles are perpendicular
(so that the total excitonic strengths are unaffected by delo-
calization) while the Huang-Rhys factor (hence 0-1 emission
linestrength) for the anti-correlated vibration is reduced by
exciton delocalization, but not zeroed; in Ref. 26, for paral-
lel transition dipoles the 0-0 linestrength growth slows from
N to N, through disorder-induced localization while the 0-1
emission linestrength is unaffected. Schulze et al. have noted
similar monomer dipole arrangement effects.”> Womick and
Moran have presented an inverse participation ratio (or par-
ticipation number) that generalizes the coherence length for
vibrational-excitonic mixing.?’

The displaced basis states for the correlated vibration
are eigenstates of the adiabatic excitons and of the full non-
adiabatic Hamiltonian—their Franck-Condon factors show up
directly in the 1D spectra. By contrast, the eigenstates of the
anti-correlated vibration become anharmonic in the adiabatic
approximation (requiring use of the more general Franck-
Condon factors) and can become vibronically entangled with
the excitons [see Eq. (7)] so that the Franck-Condon princi-
ple fails. All these effects are treated exactly in the numerical
calculations below.
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lll. MODELS AND RESULTS

Vibrational-excitonic resonance can alter the intensities
of vibrational-electronic transitions so that they do not reflect
the Franck-Condon vibrational overlap factors given by the
displacement of vibrational equilibrium between electronic
states. Consideration of the vibrational-excitonic resonance
hypothesis requires an analysis of how it affects the inter-
pretation of all spectroscopic experiments. For this reason,
we prefer to start calculations with the displacements deter-
mined from Franck-Condon analysis of the intensities in the
isolated pigment, where vibrational-excitonic resonance is
absent.

The approach adopted here is based on a second hypoth-
esis that large changes in vibrational-electronic intensities
between isolated pigment and antenna are primarily caused by
excitonic delocalization and vibrational-excitonic resonance
rather than by perturbations of single pigment properties in
specific protein sites, which also undoubtedly occur. If this
hypothesis is correct, displacements determined from antenna
vibronic intensities without taking the vibrational-excitonic
resonance into account may be seriously in error. In FMO,
Freiberg and co-workers have ascribed changes in effective
Huang-Rhys factors across exciton bands to energy trans-
fer,282% and Schulze et al. have discussed excitonic effects.?
Ultimately, excitonic delocalization, vibrational-excitonic res-
onance, and site-specific protein effects on vibrational fre-
quencies®®3! and on vibrational displacement upon electronic
excitation®'*> must all be considered in order to synthesize
models that consistently treat both isolated pigments and each
specific antenna protein. This second hypothesis adopted here
is not meant to be exact and must be judged on its fruits as a
starting point in individual cases.

Based on the small displacements in vibrational equilib-
rium upon electronic excitation in the isolated BChl a pigment
(d> < 1), the absence of vibrational progressions in the
Qy-band electronic spectra of BChl a suggests that distinct
and similarly intense peaks in the vibrationally unresolved
0y-band electronic absorption spectra of FMO should roughly
reflect excitonic basis state energies. It will be shown below
that this assumption, used in prior modeling of the FMO linear
and circular dichroism spectra with excitonic Hamiltonians, '®
remains valid for FMO on the hypothesis of vibrational-
excitonic resonance. Thus, linear absorption spectra pro-
vide a starting point for determining excitonic energy gaps
here.

For FMO, the low temperature absorption spectrum
clearly shows that there is an exciton ~165 cm™! above the tran-
sition to the lowest observed exciton. Resonance Raman,
fluorescence line-narrowing,’®3¢ and hole-burning®’ experi-
ments have shown a FC active vibration of the BChl a pigment
with w/2re ~ 165 cm™!. As a result, the v = 1 level of this
vibration on the lowest observed exciton is resonant with the
v = 0 level of the higher exciton. Here, resonance is mod-
eled for a ~200 cm™! vibrational frequency and excitonic
splitting; 4 excitonic models that predate 2D spectroscopy
on FMO give excitonic splittings (between the 2nd and 5th
excitons—see models B, C, D, and E in Table 7 of Ref. 16) of
190-210 cm™!, while resonance Raman,>® fluorescence line

16,33,34
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narrowing,”®3¢ and hole burning®’ experiments all find a

~195 cm™! FC active vibration of the BChl a pigment.
Neither the pigment site energies nor the Coulombic cou-
plings are directly known from experiment, only the exci-
tonic energy gap. Electronic coupling between different pig-
ment sites in the FMO antenna protein can range from
~30 to 110 cm1.163840 The average site energy gap (A)
=150cm™! *! and Coulombic coupling J = 66.14 cm™! are cho-
sen to reproduce the average energy gap between the excitons,

(AEX) = <2[(A/2)2 w2 2> =200 e,
A second key model parameter is the anti-correlated
inhomogeneity in site energies, which is quantified by o

= <(A - A0)2>1/2, where A = (EB — E4) is the excitation energy
gap between pigments in one protein, Ay = (A) is the ensem-
ble average excitation energy gap, and the brackets indicate
averaging over the ensemble of proteins. The femtosecond
pump-probe polarization anisotropy decay of FMO measured
by Savikhin, Buck, and Struve determined this for one pair of
excitons at 19 K.*! They reported strong quantum beats with
~220 fs period decaying on a ~140-180 fs time scale in the
anisotropy, attributed the beats to coherence between excitons,
and attributed the decay to the distribution of excitonic energy
gaps, finding o arx = 34 cm™'.*! As explained in Ref. 2, this
distribution is narrower than the underlying distribution of site
energies, giving o-p = 45 cm™! for the average site energy gap
and coupling used here.

A. Dimer with one intramolecular vibrational
mode per pigment

The special case of one FC-active vibrational mode on
each pigment, with identical frequencies w and positive FC
displacements d, has been treated in Ref. 2. The total single
exciton Hamiltonian A 1 1S a sum of the correlated Hamil-
tonian H, in Eq. (32) of Paper I (H, = H_,, of Ref. 2)
and the interaction Hamiltonian A_ in Eq. (34) of Paper I
(H_ = Hiy of Ref. 2).!! The generalized tuning vector gives
g4? - § = —V2wdg_. Tiwari et al.> have shown that a sin-
gle FC-active vibrational mode resonant with the excitonic
energy gap of the dimer system can lead to strongly cou-
pled nuclear and electronic states on the excited state of the
dimer.

Model parameters are roughly based on one pair of exci-
tons in the Fenna-Matthews-Olson (FMO) complex from green
sulfur bacteria'® and are identical to those used in Ref. 2. In
the dimer model, the transition dipoles of the two pigments
are perpendicular and are assumed to be of equal strength.
The FC active vibrational frequency of w/2wc = 200 cm™!
and dimensionless displacement of d = 0.22 are based on the
~3-5 cm™! reorganization energy [, = (1/2)wd? ~ 5 cm™']
reported in various fluorescence line-narrowing studies on
BChl a_28,34,36

Broadening due to the low-frequency phonon sideband
of FMO protein and other low frequency vibrations of BChl
a is incorporated using a Brownian oscillator that introduces
an effective damping of the coherence between the ground
and singly excited state and therefore broadens the absorption
line shapes. A critically damped Brownian oscillator with a
frequency of 70 cm™! and an effective reorganization energy
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of A4 = 30 cm~! is used. When a pigment vibration with
Avip =5 ecm™! is incorporated, this reproduces the total reor-
ganization energy of A,,; = 35 cm™! used in some models®®
for 2D spectra of FMO. The low temperature Stokes’ shift of
22 cm~! between absorption and emission maxima for the low-
est exciton in stable FMO proteins*” is attributed mainly to
environmental protein phononsz&43 (Ao ~ 11 cm™1). A sum
of reorganization energies for low frequency BChl a vibra-
tions (v < 500 cm™!) from Ref. 36 accounts for the rest. This
Brownian oscillator broadening is just an effective line shape
that roughly accounts for a great many phonons and vibrations
because it has a similar spectral density even if the dynamics
are oversimplified.** For 1D spectra, the quantum Brownian
oscillator line shape*#¢ can be incorporated by convolution
with the stick spectrum calculated using Boltzmann eigenstate
populations, the numerical eigenvalues, and transition dipoles
calculated from numerical eigenvectors of the Hamiltonian>*’
in Eq. (1)—complete equations are given in the supplementary
material.

The upper panel of Fig. 2 shows the absorption spec-
trum of the dimer model described above, but modified to set
the Franck-Condon vibrational displacement to d = 0. This
modification eliminates the vibrational-electronic coupling to
generate a purely electronically coupled dimer. The stick spec-
trum shows transition dipole strengths | ,u,~f|2 calculated from
the dimer Hamiltonian and does not include line-broadening.
The stick spectrum reveals two purely excitonic transitions
with equal intensity.

The absorption cross section at a temperature of 80 K
includes both line broadening from the Brownian oscillator
model and the proportionality to frequency from the radiative
excitation rate. Line broadening from the Brownian oscillator
is strongly asymmetrical because it arises from vibrational-
electronic transitions: thermal excitation of the Brownian
oscillator mode is required for transitions with frequency
below the line in the stick spectrum (hot bands), but not for
transitions above the line.*> This blue-shifts both peaks in
the absorption cross section. The proportionality to frequency
and a slight asymmetry in the overlapping line shapes around
their centers make the peak cross section around the tran-
sition to the higher energy exciton slightly greater than the
peak cross section around the transition to the lower energy
exciton.

The middle panel of Fig. 2 shows how the purely exci-
tonic spectrum in the upper panel is modified by vibrational-
excitonic resonance when the Franck-Condon vibrational
displacement of the pigment vibration is d = 0.22 [A,
= (1/2)wd? = 5 cm™']. The underlying stick spectrum reveals
that the upper excitonic transition has split into two strong lines
of nearly equal dipole strength. Closer inspection of the stick
spectrum shows that the transition to the lower exciton has
been red-shifted by the 5 cm™! reorganization energy, A,;,
of the pigment vibrational mode in the dimer Hamiltonian.
The stick spectrum also shows a number of weaker lines (see
below).

When a Brownian oscillator line shape is used to model
line broadening due to the correlated part of the low-frequency
phonon sideband in FMO, the absorption cross section (shown
in gray) completely obscures the splitting seen in the stick

[
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FIG. 2. Absorption cross section for a non-degenerate homodimer with a
90° angle between pigment transition dipoles and one FC active vibrational
mode per pigment. Maximum peak intensity in the upper panel has been nor-
malized to one and the peak intensities in the middle and lower panels are
shown relative to the upper panel. In all panels, the average site excitation
energy is (B4 + EP)/2 = 11 574 cm™! and the site energy gap between pig-
ments is A = 150 cm™! with coupling J = 66.14 cm™! such that the excitonic
energy gap is APX =200 cm™!. The line shapes are calculated at a temperature
T =80 K using convolution with the line shape for a critically damped Brow-
nian oscillator with a frequency of 70 cm™! and a reorganization energy of
her =35 em™! = A,. The line shape is then multiplied by frequency to gen-
erate the absorption cross-section. All cross sections are relative to peak 2,
which is normalized to one at the maximum in panel (a). (a) Purely electronic
coupling with A5, = 0. The lower and upper exciton peaks are at 11 474 cm™!
and 11 674 cm™! in the stick spectrum. (b) Vibrational-excitonic resonance
for w = 200 cm™! and vibrational reorganization energy A, = 5 cm™!.
The upper exciton peak is split into peaks 2a and 2b at 11 654 cm™! and
11684 cm™!, respectively. Peaks 2a and 2b are separated by 29 cm™!
due to vibronic coupling between the states |B) |vf =0) |v/_3 =0) and
|a@) V¥ = 0) [v® = 1). The lower exciton peak 1 lies at 11 469.5 cm™! (thin
gray dashed line). A small peak at 11 669.5 cm™! with intensity 80x smaller
than peak 1 isaFC transitionto |@) [v¢¥ = 1) |[v® = 0) (second thin gray dashed
line). (c) The effect of reducing the site energy gap A = 122 cm™! so that the
excitonic energy gap of 180 cm™! is slightly off-resonant with the FC-active
vibration of frequency 200 cm™! on each pigment. The average site energy
was adjusted to (B4 + EB)/2 = 11 563.9 cm™! at A, = 5 cm™! in order
to keep the lower exciton peak fixed at 11 469.5 cm™!. The upper exciton
peak is split into two peaks of unequal intensities located at 11 641 cm™! and
11 678 cm™!. The weaker split peak is largely |@) [v¥ = 0) [v® = 1) and the
stronger has a predominant |3) |vf =0) |v€ = 0) character. The weak FC
transition to one quantum of correlated vibration on the lower exciton remains
at 11 669.5 cm™!.

spectrum, even at a temperature of 80 K. The differences
between the absorption cross sections in the upper and mid-
dle panels are slight: the transition to the upper exciton


ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-018807
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loses some peak intensity and gains some intensity in the
high frequency tail. The spectrum could be made to fit
a purely electronic exciton Hamiltonian with site-specific
displacements.

To understand the stick spectrum of the simplest case
of a dimer with one identical FC-active mode per pig-
ment described above, the delocalized vibrational basis kets
[vX3vXy are critical (the right superscript X = G, «, § indi-
cates the diabatic electronic state for which the ket is a vibra-
tional eigenstate). Only a quantum of excitation along the
anti-correlated vibrational coordinate g- on exciton |a) is
coupled to the higher energy exciton |8). For the stick spec-
trum (shown in black), the transition to the lower energy
exciton has an essentially unmodified |G)|[v¢ = 0)[v¢ = 0)
to |a)[v¥ = 0)[v* = 0) band origin (peak 1). The higher
energy peak is split by 29 cm™! into two lines (2a and 2b)
with nearly equal intensity due to vibronic coupling between
the states |B) V2 = 0)" = 0) and |)|v? = 0)v® = 1) in
Eq. (5). For a purely electronically coupled dimer (vibra-
tional reorganization energy A = 0 cm™!), the excitonic state
|B) |vf = 0)v* = 0) has all the intensity (upper panel of
Fig. 2). In the presence of FC vibrational displacement upon
electronic excitation, this intensity is partially borrowed by
the isoenergetic basis state |a) [v¥ = 0) |[v® = 1). This splitting
slightly weakens the peak absorption cross section around the
upper excitonic transition.

A small peak (coincident with the thin gray dashed line)
between the peaks 2a and 2b arises from a transition to
the state |a) [v¥ = 1) [v® = 0), with a quantum of excitation
along the correlated vibrational coordinate §,. Since this state
does not borrow intensity from the isoenergetic basis state
18y V2 = 0)v* = 0), a weak Av, = +1 FC factor renders
transition strength from the ground electronic and vibrational
state |G)[v¢ = 0)|vC = 0) to the state |@)[v¥ = 1)|v? = 0)
80x less than the strength for peak 1, as predicted by Eq. (9a).
This pattern of two strong transitions that share intensity
through vibrational-electronic coupling and one weak transi-
tion that is reflective of the intrinsic Franck-Condon factors
(with precisely half the Huang-Rhys factor of the isolated
pigment) is a direct manifestation of the role of vibrational
delocalization in energy transfer coupling treated in Secs. II B
and II C. This pattern of intensities appears difficult to under-
stand on the basis of equal coupling to vibrations localized on
the donor and acceptor.

With vibrational-electronic resonance, this mixing gives
rise to mixed vibrational-electronic eigenvectors with elec-
tronic character strongly dependent on the anti-correlated
vibrational coordinate.? Thus, transition dipoles from the
ground to the excited state of the dimer acquire a strong
nuclear coordinate dependence. The Condon approximation,
which assumes the electronic transition dipole is indepen-
dent of vibrational coordinates, breaks down along the anti-
correlated vibrational coordinate. Using a Condon approx-
imation*® in such a scenario neglects these effects. Such
vibrational-electronic mixing has also been shown? to give
rise to an “unavoidable nested funnel” on the excited state that
allows non-adiabatic energy transfer between the excited states
and leads to enhanced Raman excitation of the anti-correlated
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vibrational wavepackets on the ground electronic state of the
dimer.

Higher FC progressions involving transitions from
the ground state |G)[v¢ =0)|vY =0) to higher lying
vibrational-electronic states with mixed |a) [v§ = 0) [v® = 2)
and |82 = 0)|v* = 1) character are weak due to a
Av_ = +1 FC factor and lead to very weak peaks in the fre-
quency range 11 850—11 890 cm™! with intensities ~180x less
than peak 1. These underlie the intensity gained in the high
frequency tail of the absorption cross section. There are also
weak hot band transitions from |G)|[v¢ = 0)|v¢ = 1) to the
resonant pair @) [v¥ = 0)[v® = 1) and |B) P = 0)p” = 0)
near the band origin peak 1. Similarly, a weak hot band tran-
sition from |G)[v¢ = 1)[vC = 0) to |a)|v® = 1) p® = 0) is
also present near peak 1. These hot band transitions derive
their strength from Av_ = 0 and Av, = 0 FC factors but are
weak because only ~5% of the total ground state popula-
tion is in the v = 1 levels of the electronic ground state at
T=80K.

In antenna proteins, there is a distribution of pigment elec-
tronic excitation energies and thus a distribution of energy
gaps between pigments (04 = 34 cm™! was used in Ref. 2).
The lower panel of Fig. 2 shows how the stick spectrum and
absorption cross section are modified with a different exci-
tonic energy gap. The pigment excitation energies are chosen
so that the transition to the lower exciton has the same energy
as in the other panels, but the excitonic energy gap is reduced
to 180 cm™! while the vibrational frequency is kept con-
stant at 200 cm™!. Although the underlying model includes
the vibrational-excitonic coupling reflected in the stick spec-
trum, the reduction in upper exciton energy red-shifts the
peak absorption cross section for the transition to the “upper
exciton” by ~20 cm™!, as expected for a purely electronic
model.

Compared to the middle panel, the lower panel shows that
level shifts and intensity borrowing are significantly reduced
in the stick spectrum. The red-shifted transition to the nom-
inal upper exciton retains over 3/4 of the purely electronic
dipole strength shown in the upper panel. Although the transi-
tion energies to the lower excitons are precisely coincident (by
construction) in the middle and lower panels, the intensity bor-
rowing transition to the state which nominally has one quantum
of anti-correlated vibration on the lower exciton is red-shifted
in the lower panel because it has a smaller blue-shift from off-
resonant vibronic coupling. The weak Franck-Condon tran-
sition to the state with one quantum of correlated vibration
on the lower exciton remains precisely coincident between
middle and lower panels (see thin gray dashed line) with
exactly the same dipole strength. These observations about the
effects of inhomogeneity have implications for hole-burning
spectroscopy (see Sec. IV).

Figure 3 shows the line strengths, which indicate
vibrational-electronic mixing between the second and the third
state in Eq. (5), as a function of vibrational frequency for
a fixed excitonic energy gap of 200 cm~!. Unlike the vari-
ation in 2D cross-peak oscillation amplitude in Fig. S2 of
Ref. 2, there is no ensemble average over an inhomoge-
neous distribution of excitonic energy gaps; Fig. 3 shows the
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FIG. 3. The line strengths for peaks 2a and 2b in Fig. 2(b) as a func-
tion of vibrational frequency for APX = 200 cm™'. At the resonant vibra-
tional frequency of 200 cm™!, the two split peaks have nearly equal line
strengths.

narrower energetic range for vibrational-excitonic mixing
through one vibration within a single antenna. Also, the vibra-
tional displacement d is fixed as vibrational frequency is varied
in Fig. 3 (the vibrational reorganization energy A was fixed in
Fig. S2 of Ref. 2). The amplitudes of the split peaks are nearly
equal at diabatic vibrational-excitonic resonance;* that is, the
intensity borrowing is maximum near w,;/2mc = 200 cm™ !,
with a single dominant excitonic peak for much lower or much
higher vibrational frequencies. The slight shift off precise dia-
batic resonance arises through interference from the weak
FC overlap for (v¥ = 0[v? = 1). Based on the vibrational—
excitonic energy gaps that generate peak strengths with a
1:2 (or 2:1) ratio, a resonance full-width at half maximum
(FWHM) of 23 cm™! is estimated.

The width of such a vibrational-electronic resonance is
dictated by the dimensionless FC displacement d, the pig-
ment energy gap A, and the electronic coupling J. One can
roughly estimate the width of the resonance from the trun-
cated diabatic excitonic Hamiltonian in Eq. (5) [and more pre-
cisely from Eq. (34) of Paper I'']. The two coupled pigment-
localized electronic states have a diabatic excitonic mixing
angle of 26, = arctan(2J/A) = arctan(2-:66/150) = 0.72 rad
so that, for a vibrational frequency of w/2rc¢ = 200 cm™!,
the off-diagonal vibrational-excitonic coupling in Eq. (5) is
[wdsin(20,)/2]/2nc = 14 em™L. The dark state reaches a 1:2
intensity ratio at vibrational-excitonic mixing angles 26yg
= arctan[wdsin(20,7)/(AFX — w)] that satisfy sin?(8yg) = 1/3.
Ignoring the vibrational frequency dependence of the coupling,
this would occur at vibrational-excitonic energy gaps (AFX
— w) of about 10 cm™!. Figure 2 shows that this rough esti-
mate is reasonably accurate and indicates that the truncated
Hamiltonian can be quantitatively useful for the dimension-
less displacements d found in low frequency bacteriochloro-
phyll vibrations. A different choice of Coulombic coupling J
would change the width of the resonance, as would a differ-
ent vibrational reorganization energy A. The finite width of
the resonance shows that one must consider how additional
FC-active modes lying close to the excitonic energy gap con-
tribute to vibrational-electronic mixing. The assessment of the
resonance width is different for cross-peak oscillations in 2D
spectroscopy, for which a wider range can be determined from
Fig. 2 (see Paper IIT).%°
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B. Dimer with two FC-active modes per pigment

Fluorescence line-narrowing (see Fig. 5 of Refs. 28, 34,
and 36) and resonance Raman studies on the BChl a chro-
mophore (see Fig. 1 of Ref. 35 and Fig. 8 of Ref. 51) that
were conducted independently of the 2D experiments on FMO
have revealed a broad feature with a solvent dependent struc-
ture*® around the 160200 cm™! vibrational frequency range.
This points to closely spaced FC-active modes in the BChl a
chromophore. Features near 161 cm™! and 195 cm™! are con-
sistently reported and have been assigned, based on isotopic
substitution, to vibrations with highly mixed in-plane deforma-
tions of substituent groups, and highly mixed magnesium dom-
ing, macrocycle deformation, and substituent group motions,
respectively.’! Four sharper vibrational features at 167 cm™',
180 cm™', 191 cm™!, and 202 cm™!, superposed on top of
the broad pedestal, have been reported for FMO in Ref. 28
and very similar frequencies have been reported in BChl a
films.>! Tt is not clear that each feature represents a transi-
tion to a single FC active vibrational eigenstate—it could be
that each peak represents a FC bright mode coupled to more
than one vibrational eigenstate.’” All the vibrational frequen-
cies mentioned above have weak reorganization energies and
lie close to excitonic energy gaps in the FMO antenna. Cal-
culations® suggest that additional modes can be enhanced
by vibrational-excitonic resonance in fluorescence line
narrowing.

It is clear from Fig. 3 that, even if these Raman/fluore-
scence peaks do not represent vibrational eigenstates, more
than one Franck-Condon bright vibrational state lies within
the energetic range of the vibrational-excitonic coupling. To
study the effects of nearby FC-active vibrational modes on the
dynamics, the case of two FC-active modes on each pigment is
treated here under the assumption that the corresponding fre-
quencies and positive FC displacements on each pigment are
identical. From Eq. (33) of Paper I,!! the generalized tuning
vector dot product is g77% - § = ~V2wid1§1- — V2wadaga—,
where the subscripts 1 and 2 correspond to the two intramolec-
ular FC active vibrational modes. The total single exciton
Hamiltonian H 1 i1s a sum of the correlated and interaction
Hamiltonians in Eqs. (32) and (34) of Paper I, respectively.'!

The second FC-active vibration has frequency 180 cm™!
and reorganization energy A,;, = 5 cm~! on each pigment.
The reorganization energy for line broadening now becomes
A = 25 cm™! (instead of 30 cm™!), such that the total
reorganization energy is constant at 35 cm~!. All the other
parameters are the same as used for the one-mode dimer case
(Sec. IIT A).

Figure 4 shows the stick spectrum and absorption cross
section. Due to the near-resonant mode at 180 cm™!, the three
isoenergetic states in Eq. (6) are accompanied by states with a
quantum of excitation along the correlated and anti-correlated
coordinates for the near-resonant mode. The stick spectrum
shows that for a dimer with two near resonant FC active modes
per pigment, the intensity of the transition to the upper exci-
ton is shared among three strong lines: the upper exciton plus
two anti-correlated vibrational states on the lower energy exci-
ton. The 3 lines can have roughly equal intensities depending
on the choice of parameters for the two individual FC-active
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FIG. 4. Absorption cross section for a dimer with 2 FC active vibrational
modes per pigment. The average site energy is (E* + EZ)/2 = 11 574 cm™!
and the site energy gap between pigments is A = 150 cm™! with coupling
J =66.14 cm™! such that the excitonic energy gap is AFX =200 cm™!. The
vibrational frequencies are 180 cm™! and 200 cm™!, each with A, =5 cm™ .
The remaining line broadening is calculated for a critically damped Brownian
oscillator with 70 cm™! frequency and reorganization energy Ay =25 cm™!
at a temperature of T = 80 K. Peaks are normalized relative to peak 2 in
Fig. 2(a). The lower exciton lies at 11 465 cm™'. The upper exciton peak is split
into three peaks with different intensities at 11 636 cm~!, 11 657 cm™! , and
11682 cm™!.

modes. This sharing among three lines for two near-resonant,
FC-active vibrational modes per pigment extends the intensity
sharing among two peaks with one near-resonant, FC active
vibrational mode per pigment. Thus, with n FC-active vibra-
tional modes per pigment lying close to the excitonic energy
gap, the dipole strength of the upper exciton can be distributed
to n dark basis states of excited, anti-correlated vibrational
levels on the lower energy exciton, yielding n + 1 peaks with
bright upper exciton character. Significant redistributions of
intensity are not additive.

Very weak peaks between the three split peaks under
the higher energy exciton at frequencies 11 645 cm™' and
11 665 cm™! correspond to transitions from the ground elec-
tronic and vibrational state to the lower energy exciton with
one quantum of excitation along the correlated vibrations
at 180 cm™! and 200 cm™, respectively. These peaks are
~80x less intense than the lower exciton peak at 11 465 cm™!.
~5% of the total ground state population has one quantum of
vibrational excitation at T = 80 K, allowing weak hot bands
near the lower exciton.

At 80 K in FMO, the total linewidth of the 0-O bands
and the width of the vibrational-excitonic resonance are such
that the nominal higher-exciton band is hardly affected by such
mixing and the peak splittings are completely hidden under the
broadened line shapes. For a single mode, the subtle effect of
the splitting in the underlying stick spectrum was most appar-
ent as a decrease in peak absorption cross section around the
transition to the upper exciton (compare upper and middle
panels of Fig. 2). For coupling to two modes, the underlying
splittings in the upper exciton transition stick spectrum cause
both a reduction in peak absorption cross section and a visible
broadening in Fig. 4 when compared to the purely electronic
model with the same excitonic energy gap in the upper panel
of Fig. 2. Such slight effects of splitting on the absorption
cross section could be accommodated in a purely electronic
model by invoking differences between pigment couplings to
the bath.
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C. Vibrational-excitonic resonance reassembles
a split vibration

The Raman spectrum of BChl a reveals complicated line
shapes that are not strongly dependent on temperature.’>-!
This suggests that FC bright vibrational character is frag-
mented over a few normal modes. To investigate how such
fragmentation (which generates a spectral density of coupled
modes when taken to the limit) affects vibrational excitonic
resonance, we consider a two-mode model in which a vibra-
tional reorganization energy of A, =5 cm™! on each pigment
is split evenly between two vibrations with slightly different
frequencies. Figure 5 shows the results as the frequency of
the second vibration is reduced while that of the first is held
fixed at 199 cm™! along with the 200 cm™! excitonic energy
gap. Transitions starting from vibrationally hot states are neg-
ligible at 1 K. As expected, the 0-0 transition to the lower
exciton is hardly affected, and the stick spectrum with 180
and 199 cm™! vibrations resembles Fig. 4 (but differs because
the summed vibrational reorganization energy for the two
modes is half of that in Fig. 4). As the vibrational frequencies
approach each other (red to black stick spectra), an interfer-
ence effect develops and the upper exciton region contains
only two lines. It is most interesting that for small splittings,
the vibrational-excitonic resonance essentially “reassembles”
a single maximally coupled state.

For 198 and 199 cm™! vibrations on each pigment, the
stick spectrum strongly resembles Fig. 2(b), which shows a
single 200 cm™' vibration with the same summed vibra-
tional reorganization energy. Although two vibrations are
resonantly coupled, only one extra line is lit up by the
vibrational-excitonic resonance. For the same mathematical
reasons explained in discussing Eq. (5), this “reassembly” is
perfect if the two vibrations have the same frequency. This
reassembly of the coupled mode gradually goes away as the
split-off vibration leaves the range of the vibrational-excitonic
resonance. Re-interpreting the parameters, this reassembly of
the coupled modes also illustrates how a single anti-correlated
mode can be fashioned out of localized modes on the donor and
acceptor, even when their vibrational frequencies are slightly
different. For the original interpretation, with two localized
modes on each pigment, a total of 4 coupled vibrations com-
bine such that only one acceptor eigenstate is lit up by the donor
exciton. The supplementary material shows similar effects on
spectra for models of vibrational splitting on one pigment
through coupling to environmental modes. This suggests that
vibrational-excitonic resonance cannot only reassemble split-
tings but may “defragment” a fragmented vibrational state.
The circumstances which allow excitonic resonance defrag-
mentation of a fragmented vibrational state require further
study.

D. Dimer with one FC-active mode per pigment
and a global environmental mode

We now consider the effect of one environmental vibra-
tional mode belonging to the protein that surrounds the
pigments along with one FC-active vibrational mode on
each pigment. An environmental mode with frequency w,
will in general experience a displacement in equilibrium
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FIG. 5. Absorption stick spectra for a non-degenerate homodimer with a 90° angle between pigment transition dipoles and two FC active vibrational modes
per pigment. The average excitation energy is (E* + E¥)/2 = 11 574 cm™! and the site energy gap between pigments is A = 150 cm™! with coupling
J =66.14 cm™! such that the excitonic energy gap is AFX =200 cm™!. The frequency of one FC active vibrational mode is fixed at 199 cm™!, while the other FC
active vibrational mode frequency is varied from 198 cm™! to 180 cm™!. The reorganization energy for each vibrational mode is fixed at Ay, = 2.5 cm™! so that
the two modes split the vibrational reorganization energy of A, =5 cm™!, in Fig. 2(b) or 2(c). The spectrum is calculated at a temperature T = 1 K. The intensity
of the lower exciton does not change with the frequency of the near-resonant vibrational mode, and its frequency (11 469.5 cm™!) is unperturbed to one decimal
place. In general, the transition to the upper exciton splits into three peaks, shown in more detail in the inset. The smallest vibrational frequency difference
(black stick spectrum) closely resembles Fig. 2(b), with two dominant peaks replacing the upper exciton peak. The largest vibrational frequency difference (red
stick spectrum) resembles Fig. 4, with three peaks splitting the upper exciton intensity. A weak FC transition (~0.6% of the lower exciton peak) to one quantum
of correlated 199 cm™! vibration on the lower exciton occurs at 11 668.5 cm™! for all models. Equally weak FC transitions to the correlated lower frequency
vibration on the lower exciton shift to the red. When both vibrational frequencies are close to each other, the middle anti-correlated black peak has destructive
interference that yields less intensity than the FC transition to one quantum of correlated vibration; as a result, it is not seen on the scale of the figure. The lower

black peak gains this intensity through constructive interference.

coordinate upon electronic excitation of either pigment, but
the displacements d% and d? are not simply related. In general,
low-frequency protein modes are anharmonic at physiologi-
cal temperature® and the assumption of a harmonic protein
mode made here may not describe the dynamics for very
long.

With a single mode affecting both pigments unequally
(as in the special pair in the bacterial photosynthetic reac-
tion center>*), the separation into H, and A_ in Egs. (32)
and (34) of Paper I (or A, and H,, respectively, in
Ref. 2) no longer applies and we must revert to Eq. (1) or (2)
given here. The environmental mode must be included in the
nonadiabatic Hamiltonian but will alter the average pigment
excitation energy (like a delocalized intramolecular vibration
that is anti-correlated but not anti-symmetric). Apart from the
anti-correlated vibrations g;_, which tune the relative energy
gap between the singly excited states and allow non-adiabatic
energy transfer between them, additional contributions from
the environmental mode ¢, in tuning the relative energy gap
[Eq. (25) of Paper I''] can affect the non-adiabatic energy
transfer between the pigments. Recently*’, such delocalized
environmental vibrational modes in the FMO antenna com-
plex have been implicated in the fast dephasing of coherences
and fast energy transfer. When the environmental vibrational
mode is symmetric, that is, when the FC displacements on
the excited state of the two pigments due to the environmen-
tal mode become equal, the contribution of the environmental
mode towards the tuning vector gji“B vanishes [Eq. (25) of
Paper I''], and energy transfer between the pigments due to
the anti-correlated vibrations is not affected. This absence of
energy transfer coupling for equal displacements of a com-
mon mode was noted by Soules and Duke in 1971,% who also
noted the implication that acoustic phonons with wavelengths

much longer than the pigment separation play no role in energy
transfer.

The calculations here include one environmental mode
and the pigment mode with vibrational-excitonic resonance
treated in Sec. III A. The low-frequency phonon sideband of
BChl a in the FMO complex peaks at around 20 cm™! and
has an integrated Huang-Rhys factor, S,,, of 0.3, when mea-
sured at a low energy fluorescence excitation wavelength?8-3*
of ~829 nm. The total reorganization energy from the asym-
metric phonon sideband is ~11 cm™'. A similarly low envi-
ronmental Huang-Rhys factor has been reported for BChl a
in a lauryldimethylamine N-oxide (LDAOQO) detergent/water
glass.’” Given the distance between pigments, their electronic
excitations may be coupled to different protein vibrational
modes, but there are no experimental data bearing directly
on this point aside from the 2D spectra (for which the roles
of pigment and protein vibrations are studied in Paper III).>°
In the paper by Renger et al.,** calculated diagonal spectral
densities in Fig. 2 and energy gap spectral densities in Fig. 4
suggest that FMO protein modes with frequencies above 20
cm™! tend to be primarily coupled to one pigment, while lower
frequency modes are more likely to be delocalized so that
they affect more than one pigment. For exploratory purposes,
we choose a displacement for the environmental mode that is
maximally different from both correlated and anti-correlated
intramolecular pigment vibrations.

Based on the above discussion, in order for the pro-
tein environment to affect energy transfer, both excited pig-
ments must be coupled differently to the protein vibrational
mode. Here we assume that only the higher energy pigment,
B, is coupled to the environmental mode, with a reorga-
nization energy of 3 cm~!. This is about a quarter of the
reorganization energy of the lowest energy pigment due to
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the environment (as measured with red-edge excitation). The
reorganization energy of 3 cm™! for the higher energy pig-
ment due to its coupling to the environment does not contribute
towards the total Stokes’ shift determined from emission by
the lowest energy exciton. Only the intramolecular vibrational
reorganization energy of 5 cm™! for the lowest pigment con-
tributes towards the total reorganization energy of 35 cm™!
from Ref. 56 such that the reorganization energy needed for
broadening of line shapes remains A, =30 cm™ !, All the other
parameters are the same as for the one-mode per pigment dimer
in Sec. IIT A.

Figure 6 shows the low temperature (4 K) absorption and
emission spectra for the dimer model with one environmental
mode 6(a), one pigment vibration 6(b), and a pigment vibra-
tion plus an environmental mode 6(c). The model does not
include inhomogeneous broadening. The strongly asymmetri-
cal line shapes arise from the quantum mechanical critically
damped Brownian oscillator model*® used for line broadening,
which effectively generates a reasonable line shape for mod-
eling 2D spectra at higher temperature (80 K)? but does not
resemble the low temperature line shapes measured through
hole-burning and line-narrowing;?%2%-3%-3743 the phonon side-
bands in such low temperature line shapes require a large
number of more weakly coupled, underdamped quantum oscil-
lators.>” The most important features in Fig. 6 are the stick
spectra.

Figure 6(a) shows that the environmental mode coupled
to pigment B, by itself, adds a vibrational satellite only to the
absorption band for the transition to the upper exciton (which
has primarily character corresponding to electronic excitation
of pigment B). Absorption to the lower exciton is essentially
unaffected. The relaxed emission spectrum, which involves
exclusively emission from the lower exciton, is also unaffected.

Figure 6(b) shows the 4 K temperature spectra for a pig-
ment vibrational mode alone. The absorption spectrum can
be compared to the 80 K absorption spectrum in Fig. 2(b)—
both show the homogeneous spectrum for a single dimer in
the ensemble. The weak hot bands in the 80 K absorption
spectrum are absent at 4 K because all transitions originate
from the zero point level on the ground electronic state. The
absorption spectrum clearly shows the splitting from the strong
vibronic interaction between the zero-point level on the upper
exciton and one quantum of anti-correlated vibration on the
lower exciton. The stick spectrum again shows an unperturbed,
very weak Franck-Condon transition to one quantum of cor-
related vibration on the lower exciton, but this is obscured in
the absorption spectrum. The absorption spectrum also shows
very weak peaks about 200 cm™! blue of the upper exciton
(about 150x weaker than the lower exciton). These involve a
Av, =1 transition to | 8) |v4 = 1) |[v— = 0) |[vg = 0) and a tran-
sition to the resonant pair |8) [v4+ = 0) [v— = 1) |[vg = 0) and
|a@) vy = 0)|v_ = 2) |vg = 0), which share a small Av_ =1
FC factor.

Figure 6(c) shows the combined effect of the environmen-
tal and pigment modes in Figs. 6(a) and 6(b). The splitting
of the absorption transition to the zero-point level on the
mixed (upper exciton)/(one quantum of anti-correlated vibra-
tion on the lower exciton) states is quite similar to that in
Fig. 6(b). However, the intensity of the absorption transition
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FIG. 6. Absorption (solid gray) and emission (dashed gray) cross sections
for a non-degenerate homodimer with a 90° angle between pigment transition
dipoles, one 200 cm™! frequency FC active vibration per pigment, and a global
environmental mode at a temperature of T = 4 K. The average site energy is
(EA + EB)2 = 11 574 cm™! and the site energy gap between pigments is
A =150 cm™! with coupling J = 66.14 cm™! such that the excitonic energy
gap is APX = 200 cm™!. The stick spectra are normalized relative to the
purely electronic dimer model in Fig. 2(a). The critically damped Brown-
ian oscillator line shapes have a frequency of 70 cm™! and Aer =30 cm” 1 (a)
Pigment B is coupled to an environmental mode with reorganization energy
Aenv =3 cm™ L. There is no coupling to pigment vibrations. The lower exciton
transition is located at 11 474 cm™! in both absorption and emission. The upper
exciton absorption shows a short progression in the environmental mode. The
0-0 transition at 11 672 cm™! is ~200 cm™! above the lower exciton peak
and is accompanied by a ~10x weaker peak at 11 692 cm™! with one quan-
tum of excitation in the 20 cm™! environmental mode. (b) Absorption and
emission spectra for a dimer model with one intramolecular vibrational mode
per pigment (A, =5 cm™!) and no coupling to environmental modes [like
that in Fig. 2(b)]. The absorption spectrum is described in Fig. 2(b) and has
a 0-0 transition to the lower exciton at 11 470 cm™!. The emission spectrum
contains weak overlapping transitions to v¥ = 1 states at 11 270 cm™!. Their
summed intensity is 0.78x that for the Av = 1 emission in a monomer. (c)
The absorption and emission spectra for a dimer model with one vibration per
pigment and an environmental mode coupled to the higher energy pigment
(B). The upper exciton peak in absorption is split into three peaks with two
having nearly equal intensities at 11 654 cm™! and 11 684 cm™!, respectively.
As in panel (b), these peaks are separated by 29 cm™! and surround a FC tran-
sition to |a@) [vy = 1) [v_ = 0) |vg = 0) at 11 670 cm™!. The ~40x weaker
peak at 11 705 cm™! is about 20 cm™! above from the upper split peak at
11 684 cm™! and adds one quantum of excitation along the environmental
mode.

to the upper exciton with one quantum of environmental vibra-
tion is significantly reduced relative to these split transitions,
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indicating non-additive interactions between environmental
and anti-correlated pigment modes, as suggested by the dis-
cussion in Sec. ITI C of Paper I.!! Other features of the absorp-
tion and emission spectra appear to be additive, misleadingly
suggesting rough adiabatic separability.

E. Vibrational satellites in emission

The relaxed emission spectrum in Fig. 6(b) is thermally
equilibrated at 4 K and contains emission exclusively from
the zero point level of the lower exciton. It is dominated
by strong 0-0 emission without any change in vibrational
quantum numbers but also contains red-shifted emission from
the zero-point level on the lower exciton to one quantum of
pigment vibration in the ground-electronic state. This emis-
sion line is a sum of perfectly overlapping transitions that
terminate on two degenerate vibrational levels, with one
quantum in the correlated or anti-correlated vibration, respec-
tively. Relative to the 0-0 transition, the intensity of the weak
Franck-Condon emission to the state with one quantum of cor-
related vibration is unaffected by exciton delocalization caused
by the energy transfer coupling, as expected from the adiabatic
separability of the correlated vibration. In other words, Eq. (9a)
applies and the Huang-Rhys factor for the correlated vibration
in the dimer is 1/2 that of the localized vibration in a monomer.

Interestingly, the intensity of the emission transition to
the anti-correlated vibrational state is also accurately calcu-
lated by the Condon approximation. As can be seen by com-
paring Egs. (1) and (2), the excitonic coupling reduces the
electronically diagonal but vibrationally off-diagonal effect of
the anti-correlated vibrations by a factor of cos(26,), where
6, is the mixing angle for the excitonic states arising from
the energy transfer coupling. This reduces the equilibrium
displacement of the anti-correlated vibration by the same fac-
tor, which reduces the Huang-Rhys ratio of FC vibrational
overlap factors for emission from the zero-point level of the
excited electronic state to the electronic ground state with one
quantum of excitation in the anti-correlated vibration by a
factor of cos?(26,). In other words, Eq. (9b) applies and the
Huang-Rhys factor for the correlated vibration in the dimer is
(1/2)cos?(26,) that of the localized vibration in a monomer.
Relative to the 0-0 transition, the sum of the intensities for
Franck-Condon allowed emission to both v = 1 levels in the
dimer is (1/2) + (1/2)cos?(26,) ~ 0.78 of the relative inten-
sity in the monomer. The sum of the two dimer (0-1) emission
Strengths Liimer(0-1) 18 Sponomer [(1/2) + (1/2)COS2(9d)] times
the dimer (0-0) emission strength 1 iy (0-0), where Syonomer
= Lnonomer(O—=1)/Ionomer(0-0) is the monomer Huang-Rhys
factor [see Eq. (10)].

This match between Franck-Condon and exact non-
adiabatic intensities indicates that the zero-point level of the
lowest exciton is well described by the adiabatic approxima-
tion even though no other levels of the dimer are. Resonant
vibronic coupling lights up the anti-correlated pigment vibra-
tion so that it is almost as strong as a purely electronic
transition in the absorption spectrum but suppresses the anti-
correlated pigment vibration to less than half the correspond-
ing Franck-Condon intensity of the isolated pigment in the
relaxed emission spectrum. Excitonic coupling is known to

J. Chem. Phys. 148, 084308 (2018)

artificially suppress vibrational satellite intensity in fluores-
cence line narrowing experiments,” the new insight here is
that only the anti-correlated vibration’s satellite intensity is
suppressed.

IV. DISCUSSION

The model presented in Ref. 2 and developed in Paper
I'' depends on three key factors: the small displacements
between equilibrium geometries of the ground and first excited
states of pigments; protein fine-tuning of the excitation ener-
gies for pigments in different protein sites such that their
excitonic energy gap resonates with a vibrational frequency
having a small geometry displacement; and a protein structure
that holds the pigments in an electronically coupled geom-
etry. Together, the magnitude of this displacement and the
magnitude of the coupling set an accuracy requirement for
protein fine-tuning of the energy gap between pigments that
will drive non-adiabatic vibrational-exciton resonance. When
the donor and acceptor pigments have similar vibrational fre-
quencies, both vibrations are coupled in an anti-correlated
fashion and their anti-correlated motion acts to increase the
effective energetic range of the resonant vibrational-excitonic
coupling; anti-correlated vibrations double the energetic cou-
pling range for identical vibrations on donor and acceptor.
Since the range of the resonance found here for a simple
model of a vibrational excitonic resonance in FMO is simi-
lar to the inhomogeneity in an FMO excitonic donor-acceptor
energy gap as measured through the pump-probe polarization
anisotropy decay by Savikhin, Buck, and Struve,*! it seems
that this resonance range doubling by anti-correlated vibra-
tions is likely to play an important role in the energy transfer
process on the excited state of FMO and other antennas.

Questions about how fluctuations and damping com-
pete with the resonances that cause vibrational delocalization
remain. This competition has been investigated with the hier-
archical equations of motion®® and a surrogate Hamiltonian
approach.”® These studies reported temperature dependent
(partial) suppression of specific resonance effects. Thermal
excitations increase both damping fluctuations and the nona-
diabatic coupling (see Fig. 1). As noted in the discussion of
Fig. 6, the model used in Refs. 11 and 58 lumps underdamped
vibrations in with overdamped low frequency modes so that a
single overdamped mode can be used to approximate 2D peak-
shape broadening at temperatures around 77 K. Aside from
the differences in damping, underdamped and overdamped
vibrations play different roles in vibronic decoherence, which
is slower than electronic decoherence and is the relevant
decoherence for energy transfer through vibrational-excitonic
resonance.!! The above considerations suggest that addi-
tional study of the interaction between vibrational-excitonic
resonances and other vibrations is needed.

For electronically excited states of an antenna, sys-
tematic vibrational-excitonic resonance dramatically alters
every excitonic level except for the final acceptor, which
is still quantitatively perturbed. In linear spectroscopy, even
the strongest vibrational-excitonic resonance effects can be
qualitatively masked by line broadening. Incoherent energy
transfer can also cause the effective Huang-Rhys factors for
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the environmental phonon sideband to increase with excita-
tion energy.”®2>43 This raises the question of how to deter-
mine vibration-excitonic resonance model parameters from
experiments. In emission from FMO, it has been found that
the effective Huang-Rhys factors are depressed below those
of the isolated pigment by excitonic coupling.?’ This accords
with the results found here and supports use of the isolated
pigment parameters as a starting point for intramolecular
vibrations. The question of coupling to environmental modes
is more challenging because site-to-site variations can be
obscured by vibrational-excitonic resonance or energy trans-
fer and the interactions are not additive. The non-additive
suppression of the weakly coupled environmental mode by
a weakly coupled vibration found in Fig. 6 is opposite the
non-additive enhancement of a weakly coupled vibration by
a strongly coupled vibration reported by Zhao and Spano.®°
Protein modifications of pigment electronic structure**®! are
likely connected to factors such as Mg coordination and to be
smaller than the effective site-to-site variations retrieved from
experiment.

A. Chlorophylls and nested funnels in photosynthesis

Chlorophylls, which are responsible for most of the light
harvesting on our planet,62 have a planar (or near-planar),
fully conjugated macrocyclic ring of m bonds. The strongly
allowed Q, transition from the ground electronic state to the
first excited singlet state has fully delocalized m—x* char-
acter.3 For the aromatic ring in bacteriochlorophyll a, the
excitation of one m electron (out of 54) from a bonding
orbital to an anti-bonding orbital causes less than a 4% change
in average bond order, with correspondingly small changes
in equilibrium bond lengths. The main effect of electronic
m—7t* excitation is a very slight expansion of a fairly rigid ring.
Even in 4-fold symmetric porphine,®* this expansion is divided
among several normal modes of vibration, and displacements
of vibrational equilibrium upon electronic m—m* excitation are
spread over more vibrations by the lower symmetry of the
chlorophylls® (which would have Cy point-group symmetry if
planar).

Experimental determinations of vibrational displace-
ments upon electronic excitation in the Q) band using the
Franck-Condon principle consistently indicate dimensionless
displacements d of less than 0.3.2%3437 Since dimensionless
displacements of +1 correspond to the classical turning points
at the zero-point energy, the change in equilibrium coordinate
for each vibration is much less than the width of the vibrational
eigenfunction for the zero-point level. This implies that the typ-
ical schematic showing potential curves for energy transfer or
charge transfer that are displaced by the width of the potential
at the zero-point level (or more) is qualitatively misleading—
the curves are so slightly displaced that they are nested, inter-
secting only above the first few levels. For electron transfer,
such potentials would be in the Marcus inverted region,*® but
the small energy gaps, nearly identical shapes for the poten-
tial curves, and small displacements are far from the usual
qualitative picture of radiationless transitions in internal con-
version. As a result of these small displacements, the resonant
vibronic matrix element is hardly attenuated in the usual way—
the product of Franck-Condon overlap integrals for which all
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other modes conserve their quantum numbers is near unity (see
Paper I).!!

The formal similarities between theories for charge
transfer and energy transfer are well known,%” suggesting
questions about whether mechanisms similar to that discussed
here could be involved in charge transfer. For photosynthetic
charge transfer between chlorophylls, the same argument given
above for m—mt* excitation indicates that intramolecular vibra-
tions have small equilibrium displacements upon oxidation or
reduction (loss of one bonding 5 electron or gain of a sin-
gle anti-bonding t* electron out of 54 in BChl a). For the
chlorophyll @ macrocycle, corresponding equilibrium bond
lengths calculated for the cation, neutral, and anion all differ
by less than 3%,% and calculated Huang-Rhys factors® indi-
cate vibrational displacements of less than 1 upon oxidation or
reduction. st and &t* orbitals have similar charge distributions
so that optical excitation (hence energy transfer) is coupled to
the surrounding protein environment through smaller changes
in charge density on peripheral substituents.”” Gain or loss
of a charge is more strongly coupled to the protein environ-
ment, but this is tempered by charge delocalization over the
conjugated ring. The change in bond displacements within
each intramolecular vibrational normal mode upon oxidation
or reduction’! appears to be a more significant difference
between charge transfer and energy transfer. These observa-
tions suggest that a modified vibrationally resonant nested
funnel mechanism, with slightly different donor and accep-
tor vibrational frequencies, could be involved in the primary
charge transfer of photosynthesis. In this connection, further
investigation of 2D signatures reported in the photosystem
IT reaction center of plants’>’? could be quite illuminating.
In Sec. IV B, the electron transfer model of Won and Fries-
ner>® will be compared to the energy transfer model developed
here.

B. Absorption and hole burning spectra

The absorption spectra in Figs. 2, 4, and 5 show mixed
vibrational-electronic transitions in which nominally vibra-
tional states acquire transition strengths comparable to purely
electronic transitions through resonantly enhanced coupling.
Under these conditions, perturbation theory fails and reso-
nant vibrations must be treated on an equal footing with the
coupled electronic states. As can be seen from Fig. 3, the res-
onance condition requires a near match between one quantum
of vibrational energy and the electronic energy gap between
two excitons (not the electronic energy gap between two
pigments).

Although all of the stick spectra shown here have sharp
lines from the vibrational-excitonic resonance, such sharp lines
in cryogenic hole burning or fluorescence line-narrowing spec-
tra would be washed out by anti-correlated line broadening.
Although anti-correlated line broadening is not included in
the stick spectra shown here, a comparison between spec-
tra with different energy gaps between single-exciton states
allows its effects to be understood on a line by line basis. Fig-
ures 2(b) and 2(c) show absorption spectra with the same 0-0
transition energy for the lowest exciton, but different energy
gaps between single exciton states. In a hole burning experi-
ment, both of these spectra have the same frequency for the
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zero-phonon transition to the lowest exciton and would be
hole-burned together at that frequency. However, the zero-
phonon lines for satellite transitions to the coupled zero-point
level in the mixed (upper exciton)/(one quantum of anti-
correlated vibration on the lower exciton) states have different
frequencies in the two spectra. An inhomogeneous distribution
of energy gaps between single-exciton states would corre-
spondingly broaden these satellite transitions (the anisotropy
experiments at 19 K indicate broadening over a standard devi-
ation of ~34 cm™! for two excitons in FMO). In agreement
with this expectation, we are not aware of any report that hole-
burning the lowest exciton gives rise to satellites from higher
excitons in a photosynthetic protein (a fairly recent review dis-
cusses broad holes and anti-holes from burning higher excitons
as an effect of hole-burning individual pigments’#). Interest-
ingly, the transition to the lower exciton state with one quantum
of correlated vibration occurs at exactly the same frequency
for the spectra shown in both Figs. 2(b) and 2(c); averaging
over the inhomogeneous distribution of energy gaps between
single-exciton states could give a sharp vibrational satellite
reflecting the Franck-Condon factor for the v=0to v =1 tran-
sition of the correlated vibration. However, these appear to be
below the noise level of antenna hole-burning spectra®’-7>-7¢
and may be further obscured by the hole burning mechanism.”*
Reference 76 has reported an unexplained’’ satellite hole
74 cm™! below the hole-burning frequency in the lowest exci-
ton of FMO. This is below any known exciton and might arise
from a v, = 0 satellite hole after burning v, = 1; the frequency
is close to a ~68 cm™! ground state vibrational frequency in
FMO,28 the hole width is close to BChl a resonance Raman
linewidths,* and the vibrational energy might be low enough
to avoid triggering the slight protein conformational rearrange-
ments hypothesized’® to explain the typical lack of narrow
holes on the high frequency side of the lowest exciton.

This proposed mechanism for lowering the intensity of the
vibrational satellites in hole-burning below the typical noise
level through transitions to delocalized correlated vibrations
has implications for determining the Franck-Condon displace-
ments in antenna complexes if such holes could be observed.
For a dimer model with equal Franck-Condon displacements
for two identical pigments, comparison between Eqgs. (32) and
(1) of Paper I'! shows that the Franck-Condon displacement
of the delocalized correlated vibration on each exciton state is
a factor of V2 smaller than the Franck-Condon displacement
of the localized vibration on an isolated pigment. This reduces
the Huang-Rhys factor [(v¢ = 0 |v¥ = 1)|2/|(vf =0pY = O)|2
for the correlated vibration to half of that of the isolated pig-
ment. This result is independent of the excitonic coupling,
but as the excitonic coupling vanishes, the anti-correlated
vibration becomes less mixed with the upper exciton, hence
less washed out by anti-correlated electronic inhomogeneity,
and ultimately becomes a sharp vibrational satellite with the
missing half of the intensity.

In the dimer model, non-adiabatic interactions reduce
the vibrational satellite intensity in hole-burning by 50%,
which is more than adiabatic interactions reduce the total
0-1 vibrational band intensity in relaxed emission from
the lowest exciton at cryogenic temperatures. The summed
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intensity for emission transitions from |a) |[v¥ = 0) p® = 0)
to |G) [v¢ = 1)v¢ = 0) and to |G) [v¢ = 0)|vC = 1) is reduced
by 22% for this model [see discussion of Fig. 6(b) in Sec.
IIT E]. Vibrational satellite intensities in the dimer depend
strongly on the electronic coupling and energy gap. For
this reason, we have taken the Franck-Condon displacements
from experiments on isolated pigments, which should report
larger Franck-Condon displacements than fluorescence line-
narrowing experiments on antenna complexes. This influence
of excitonic coupling on the vibrational band intensities in
the complex is also why Won and Friesner® used monomeric
pigment parameters to develop their Hamiltonian for the pri-
mary electron transfer in bacterial reaction centers. The weaker
interactions here allow a zero-phonon line for the lower exci-
ton and are quite distinct from the much larger broadening
of both upper and lower exciton holes through stronger, not
necessarily resonant, charge transfer interactions in the Hamil-
tonians developed by Friesner and co-workers®’ for the pri-
mary electron transfer in bacterial photosynthetic reaction
centers.

C. Emission and stimulated Raman spectra

Although the 2D spectra calculated for the dimer model
by Tiwari et al. show a resonant enhancement of the anti-
correlated vibration on the ground electronic state, the calcula-
tions here show that there is no resonant enhancement of vibra-
tion in relaxed emission from the lowest exciton. As explained
by Tiwari et al., the enhancement in 2D spectra occurs through
a stimulated Raman process involving the mixed states aris-
ing from the resonant coupling between the upper exciton and
the anti-correlated vibration; this resonant coupling enhance-
ment “lights up” the anti-correlated vibration so that it has
much more than the Franck-Condon amplitude. By contrast,
emission from the zero-point level of the lowest exciton does
not involve the resonantly coupled levels, is well described by
the adiabatic approximation, and consequently shows only the
Franck-Condon intensity for vibrational excitation, which is
slightly less than the Franck-Condon intensity for vibrational
excitation in the isolated pigment.

Interestingly, if the isolated pigments obey the Condon
approximation, the non-adiabatic stimulated Raman pathways
cancel in integrated pump-probe transients in the fully impul-
sive limit of delta function pulses, leaving only electronic beats
on the excited state. We have computationally verified this
“witness” experiment prediction by Aspuru-Guzik and co-
workers’® for the dimer model. A similar cancellation had
previously been noted for non-adiabatically coupled vibra-
tions in square symmetric molecules.”* Both of these impul-
sive cancellations for non-adiabatic dynamics arise from the
well-understood impulsive cancellation of Raman vibrational
wavepacket excitation for isolated molecules in the Condon
approximation;3®8! as in that case, such cancellation likely
requires pulses with spectra much broader than the electronic
absorption bands from all excitonically coupled transitions. A
practical difficulty with the “witness” experiment is that the
O, transition of the isolated BChl a pigment does not obey
the Condon approximation’®? so that vibrational wavepacket
signals could survive in the impulsive limit.
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References 72, 73, and 83 report oscillation frequencies
in 2D spectra of excitonically coupled systems that are below
the noise in resonance Raman spectra. In each case, the lack
of a corresponding Raman peak has been used to argue that
the non-corresponding oscillation originates from electronic
coherence or mixed vibrational-electronic coherence’? in the
excited state. This extends a line of argument used to assign®*
the first reported vibrational quantum beats®> and repeatedly
since. The original line of argument is based on the Franck-
Condon principle and even then depends on matching the
femtosecond and resonance Raman wavelengths (for exam-
ple, the dominant vibrational frequency in both femtosecond®!
and resonance Raman® experiments switches from the fun-
damental to the second harmonic and back as the electronic
excitation frequency is tuned across the absorption spectrum
of I in solution). Although the BChl a resonance Raman
frequencies and FMO 2D oscillation frequencies are in one-
to-one correspondence,’ this is not a general characteristic
of vibrational-excitonic resonance, which enhances vibrations
around their excitonic resonance but may leave them below
noise at other excitation frequencies.

D. The lowest exciton

The lowest exciton has a zero-point level for which the
adiabatic approximation is reasonably accurate. Since the tran-
sition to this state carries almost all of the Franck-Condon
absorption strength of the lowest exciton, the lowest exciton
appears almost uncoupled in the absorption spectrum. Further,
since relaxed emission proceeds from this state, for which an
adiabatic description is valid, the relaxed emission spectrum
obeys the Franck-Condon principle so far as relaxed emission
from the uncoupled pigment does. However, in the presence
of vibrational-excitonic resonance, higher vibrational levels
of the lowest exciton are thoroughly mixed with higher exci-
ton states so that higher vibrational levels and higher excitonic
electronic states may not actually live long enough to be useful
approximations for describing spectra at short times.! -8

E. Circular dichroism spectra

Circular dichroism requires that the pigment transition
dipoles be spatially arranged with some helicity. At the low-
estlevel of theory, inclusion of vibrational-excitonic resonance
need not dramatically change antenna circular dichroism spec-
tra in comparison to modeling by the standard procedure®® of
dressing the circular dichroism stick spectrum from a disor-
dered ensemble of purely electronic excitonic Hamiltonians
with a narrowed line shape. Applying Kirkwood’s coupled
exciton theory of rotatory strength [Eq. (24) of Ref. 89 or
Eq. (5a) of Ref. 90] to vibronic transitions from the zero-
point level to the upper states given by diagonalizing the
vibronic interactions in Eq. (2) yields an unchanged rota-
tory strength for the lowest exciton transition, two transitions
that sum to the rotatory strength of the upper exciton transi-
tion, plus Franck-Condon Av = 1 transitions for each. Thus,
the stick spectrum of optical rotatory linestrengths is differ-
ent from that of a purely electronic model Hamiltonian, but
the differences can be largely obscured by the anti-correlated
gap ensemble average and correlated linewidths in the same
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manner as in the absorption spectrum. This suggests that the
linewidth-broadened circular dichroism spectra are still use-
ful for rough determination of the purely electronic coupling
parameters of the excitonic states via standard analysis of the
circular dichroism bands. A similar result was found by Won
and Friesner for their more strongly coupled electron transfer
Hamiltonian.5

F. Energy transfer mechanisms

At the quantum mechanical level, an energy transfer
mechanism involves oscillatory transfer of energy back and
forth between donor and acceptor that must be stopped so that
energy becomes localized on the acceptor. Standard mecha-
nisms for stopping these back and forth oscillations involve
decoherence,? which stops the oscillations and leads to an
incoherent energy transfer rate, and vibrational energy relax-
ation,’! which makes the energy transfer irreversible by drain-
ing excess energy. For identical donor and acceptor pigments,
we propose that conversion of their initially excited anti-
correlated vibration into a correlated vibration is a potential
mechanism for trapping electronic energy on the acceptor
or at least delaying backward energy transfer. Trapping can
occur through population transfer from the anti-correlated
vibration to the correlated vibration (this population trans-
fer is equivalent to decoherence between the two localized
pigment vibrations). A temporary anti-correlated to corre-
lated conversion can occur through vibrational inhomogeneity
between donor and acceptor pigments, which may give rise
to a back and forth anti-correlated to correlated quantum beat
if the vibrational-excitonic resonance does not reassemble an
anti-correlated mode. An effective vibrational inhomogeneity
might arise from random thermal excitation of anharmonic
vibrations on the separate pigments, thus causing a similar
temporary conversion and delay of backwards energy transfer.
One might think that such anharmonic processes could also
play a role in hastening the anti-correlated beat decay on the
ground electronic state of the antenna at higher temperatures;
however, the bacteriochlorophyll ¢ Raman linewidths appear
to be dominated by coupling to discrete vibrations and are
essentially independent of temperature,®> suggesting that
thermal variations in pigment vibrational frequencies arising
from anharmonicity are not large enough to cause the reported
temperature dependent beat decay.

G. Role of vibrational relaxation on the ground
electronic state of the donor

As shown by the transformed matrix in Eq. (5) and the
basis states in Eq. (6), basis states of |@) and |B) excitonic
character are coupled together by the vibrationally and elec-
tronically off-diagonal coupling +(g2‘B sin(26) - q)/2. The
resulting eigenstates obtained after numerically diagonaliz-
ing the exact Hamiltonian have a strongly mixed vibrational-
electronic character from both the donor and acceptor pig-
ments which allows non-adiabatic energy transfer from the
donor to the acceptor. The nature of states on the acceptor
pigment A that receive the electronic energy from the donor
pigment B can be better understood by considering the second
state in Eq. (6), with |@) excitonic character and a quantum
of excitation along the anti-correlated vibrational coordinate,
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more carefully. The electronic character of this exciton is
primarily composed of the electronically excited acceptor pig-
ment A and the ground electronic state of the donor pigment
B. The vibrational wavefunction has equal non-zero projec-
tions onto two localized vibrational states: one in which the
acceptor pigment is vibrationally excited and one in which the
donor pigment is left vibrationally excited. This means that
the excess energy of the donor pigment can ultimately either
be converted into a vibrational quantum on the excited elec-
tronic state of the acceptor (as assumed in the one-particle
vibronic exciton or the coherent exciton scattering approxi-
mations”!?) or be left behind as a vibrational quantum on the
ground electronic state of the donor. This has an interesting
consequence. The electronic energy transfer process is com-
pleted and made permanent by energetic relaxation down to the
lowest vibrational state of the lowest exciton, the state written
as |A)|Gg) |va = 0) |[vg = 0) in the localized vibrational-site
basis. Thus, vibrational relaxation on the electronically excited
acceptor and the ground electronic state donor are equally
important in completing energy transfer. It is important to point
out that, from the excitonic point of view of the dimer as a
whole, this latter relaxation path is still an electronic excited
state relaxation process in that both states involved have an
electronically excited acceptor and belong to the one-exciton
manifold. Experimentally determining how this vibrational
relaxation on the electronic ground state of the isolated pig-
ment transforms into relaxation on the one-exciton manifold
is essential for understanding how the ground electronic state
vibrational relaxation processes of the uncoupled pigments
contribute to stabilizing the final energy transfer product.

Some vibronic exciton models of photosynthetic energy
transfer?’?> based on a Holstein-like Hamiltonian®* explic-
itly exclude electronic energy transfer pathways that leave
the ground state of the donor vibrationally excited (as dis-
cussed above). In such treatments, the coupling is restricted
to proceed through the zero point level on the ground elec-
tronic state of the donor. Such a restriction also occurs based
upon the Coherent Exciton Scattering (CES) approximation'’
(also called “one particle approximation™), which assumes
that electronic excitation transfer from one monomer to the
other is always accompanied by vibrational de-excitation of
the donor. Davydov and Serikov’s®! treatment of electronic
energy transfer in the presence of a resonant vibration with
exponential vibrational energy relaxation on the acceptor and
exponential donor quenching also makes the same assumption
that vibrational excitation strictly accompanies electronic exci-
tation. With this assumption, the coupling between the exciton
in one unit cell and the intramolecular vibrations in another unit
cellis discarded, that s, “two-particle” states where at least one
quantum of vibrational excitation resides in an electronically
unexcited molecule are ignored. The analysis of Ref. 2 shows
that this neglect reduces the energy transfer coupling matrix
element by a factor of V2 (the ratio between the coupling to
the anti-correlated vibration and the acceptor vibration). In the
Golden rule rate equation limit,? the factor of V2 in the cou-
pling increases the energy transfer rate by a factor of 2 (see
Paper I'!).

The “one particle” approximation might seem appropri-
ate for strong exciton-phonon coupling such that the exciton
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is accompanied by a vibrational distortion—in other words,
for the excitonic energy transfer analog of a polaron in charge
transfer. However, it cannot capture a finite vibrational distor-
tion radius.® Figure 1 and the supplementary material show
that “one-particle” approximations throw away most of the
coupling between states with multiple vibrational excitations.
This incorrectly eliminates excitonic effects on vibrational pro-
gressions in the spectra (as in Ref. 14). Briggs and Herzenberg
have discussed reasons why the coherent exciton scattering
approximation and time dependent Hartree method fail for the
electronic absorption spectra of dimers.”

Considering the case of energy transfer between a donor
and acceptor with the same energy gap (E4 = E®) provides
additional insight into the role of vibrations with small Franck-
Condon displacements in energy transfer. If a donor pigment
is excited to v = 1 in the excited electronic state, it will have
its strongest emission transition (with Ay = 0) to v = 1 in
the ground electronic state. This emitted frequency overlaps
with the strongest absorption transition of the acceptor, from
v = 0 in the electronic ground state to v = 0 in the elec-
tronic excited state. This strongest actual emission/absorption
path at a large distance becomes the strongest virtual emis-
sion/absorption path in Forster’s resonant energy transfer at
short distances. Note that leaving the vibration behind on
the donor is the overwhelmingly dominant path (which is
completely neglected by the “one particle approximation™).
The “one particle” basis set has also been shown to be a
bad approximation®®® for organic semiconductors where sig-
nificant nuclear rearrangements associated with charge or
energy transport leave a “wake” of vibrational excitations
behind.

It has been suggested that dissociation of vibronic exci-
tons into separate vibrations and excitons is the characteristic
feature of intermediate energy transfer coupling.’*"7 Contra-
dicting this, the above discussion of the high vibronic exciton
dissociation probability for very weak energy transfer cou-
pling indicates vibronic exciton dissociation is not unique to
intermediate energy transfer coupling. Vibronic excitons tend
to hold together with strong coupling to vibrations and tend to
dissociate with weak coupling to vibrations. This suggests that
the more balanced dissociation probabilities discussed here
might be a characteristic of energy transfer with intermediate
coupling to vibrations.

V. CONCLUSIONS

This paper has treated non-adiabatic vibrational-
electronic resonance on the excited state. Analysing the
basis transformation from localized vibrational states |v4, vg)
to delocalized vibrational states |v,,v_), it is shown that
vibrational-electronic mixing near resonance allows for
pathways where the electronic excitation from the donor
is transferred to the acceptor so that the acceptor is both
electronically and vibrationally excited, as well as pathways
where an electronically de-excited donor is still vibrationally
excited in its ground electronic state and the acceptor is elec-
tronically excited without excess vibrational energy. Both
these pathways are treated on equal footing in the non-
adiabatic energy transfer calculations here and in Ref. 2. Such
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pathways where vibrational excitation is not strictly accompa-
nied with an electronic excitation render the coherent exciton
scattering approximation, made in a vibronic exciton model,
invalid. A “one-particle” basis set neglects such pathways
and therefore is unable to fully capture the excited state
non-adiabatic dynamics and its consequences on the ground
state of the antenna. Even under the adiabatic framework of
Forster resonance energy transfer,’ the pathway that leaves the
ground electronic state of the donor vibrationally excited can
become dominant in the very weak vibrational displacement
limit. In these circumstances, the concept of a polaron-like
vibronic exciton does not appear to be useful. From a compu-
tational point of view, the use of one anti-correlated vibration
seems preferable to the two particle basis because the sin-
gle anti-correlated vibration can rigorously capture the full
nonadiabatic dynamics.

Non-Condon effects are known to arise in individual chro-
mophores based on porphyrins®® and chlorophylls.’®#? In the
dimer model presented here, it is assumed that the individual
chromophores obey the Condon approximation. Some previ-
ous studies assumed the validity of the Condon approximation
for both individual pigments and antennas. A crucial point
here is that the Condon approximation still works for the
correlated vibrations and for emission from the zero point
level of the lowest exciton. However, in emission from the
zero point on the lowest exciton, vibrational delocalization
reduces the Huang-Rhys factors twofold (so that the two delo-
calized vibrations sum to the localized result in the absence
of excitonic delocalization) and the Huang-Rhys factors for
transitions to anti-correlated vibrations are further reduced
by excitonic delocalization while the Huang-Rhys factors for
the correlated vibrations are not affected further by excitonic
delocalization. For the model considered here, such resonant
vibrational-excitonic coupling effects appear to be more sig-
nificant for vibrational satellite intensities than typical site-
specific changes in vibrational equilibrium or displacement.
Higher excitonic eigenstates rapidly change electronic charac-
ter as a function of anti-correlated nuclear coordinate so that
the Condon approximation becomes invalid in the dimer even
if it holds for individual pigments. For non-resonant vibra-
tions, the anti-correlated vibrations have adiabatic changes in
vibrational frequency that can exceed the typical site specific
vibrational frequency shift. Thus, analysis of the spectra of pig-
ment protein complexes should probably treat such vibronic
effects on the anti-correlated vibrations and the non-additive
nonadiabatic interactions between modes before consider-
ing site specific effects on vibrations. The combination of
anti-correlated inhomogeneity and vibronic resonance qual-
itatively explains the absence of narrow satellite holes for
higher excitons in photosynthetic antennas and the weak-
ness of vibrational satellites, which arise only from correlated
vibrations with displacements that are smaller than the iso-
lated pigment. This reduces them below the typical noise
level.

For the model considered here, the combined effects of
intramolecular vibrations and environmental modes that cou-
ple to a single pigment are far from additive so that linear
spectra appear to suppress the intensity of the environmen-
tal satellite. By including an additional near-resonant mode
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present in BChl a, we have shown that a finite width of non-
adiabatic coupling around resonance relaxes the condition
for exact resonance and might render such a non-adiabatic
mechanism robust to changes in the protein environment.
Within the resonance width, vibrational-excitonic resonance
can reassemble a coupled vibrational state that has been split
by weaker interactions. This reassembly is similar to the
assembly of a more strongly coupled anti-correlated vibration
from localized pigment vibrations. Nonadiabatic vibrational-
excitonic resonance also offers design principles where struc-
tured environments can be engineered to exploit the width
of non-adiabatic coupling operative in the presence of such
modes.

SUPPLEMENTARY MATERIAL

See supplementary material for the localized to delo-
calized vibrational basis state transformation, information
about numerical calculation of nonadiabatic eigenfunctions,
the vibrational-excitonic coupling Hamiltonian matrix, the
effects of the “one-particle” approximation in the displaced site
basis, equations and line broadening models used to calculate
absorption and emission spectra, and spectra from simulations
with an environmental splitting of a vibration on either the
donor or acceptor.
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Electronic Energy Transfer through Non-Adiabatic Vibrational-Electronic

Resonance. II: 1D Spectra for a Dimer

Vivek Tiwari and David M. Jonas
Department of Chemistry and Biochemistry

University of Colorado, Boulder, CO 80309-0215

S1. Localized To Delocalized Vibrational State Transformation

This transformation is illustrated explicitly for harmonic oscillator eigenfunctions with a
total of two quanta of vibrational excitation. The undisplaced vibrational basis functions of the
ground electronic state are used for all electronic states in each coordinate system. In

dimensionless normal coordinates, the square normalized harmonic oscillator eigenfunctions are:

(q|lv=0)=7""exp(-¢° /2); (SM1)a
(q|lv=1)=2" gz " exp(-q* /2)=2"q(q|v=0); (SM1)b
{(q|lv=2)=2""@2q¢* -Dx " exp(—¢* /2) =27"(2¢* -1)(q|v =0). (SM1)c

Defining a shorthand notation with the first equality on each line below, the localized two quanta

basis states have the coordinate representations

(2,505 =(a.4 |V =2){qs|vs = 0) = 27" (24} =Dy, (SM2)a
0,,2,)= <QA |VA = O><‘13 |VB = 2> =2 (2%2;' — Dy, (SM2)b
(L,1)= <q/1 |VA = 1><‘]B |VB = 1> =249V - (SM2)c
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The last equality on each line factors out the 2D Gaussian zero point eigenfunction
Voo = <qA |vA = 0><qB |vB = 0> = (q+ |v+ = O><q7 |v7 = 0>, which is common to all harmonic
oscillator eigenfunctions, in order to emphasize the relationships between eigenfunctions.

Similarly, the delocalized two quanta basis states have the coordinate representations

(2.,0 ) =(q. |v. =2){g |v. =0)=27"(2¢} — Dy, (SM3)a
(0,,2)=(q.|v. =0)(g_|v.=2)=27"(2¢° ~ Dy, (SM3)b
(L,1)=(q. [v, =1)(q_[v- =1)=24,q vy (SM3)c

So, expressing the delocalized coordinates in terms of the localized coordinates by substituting
q,=(q,+q;)2" (SM4)a
and q-=(q,— 9 )2_1/2 (SM4)b

into Eq. (SM3) gives

(2,,0.)=2"(q7 +29,95 + 5 — Dy, (SM5)a
(0+, 2)= 271" (lel - 2%1(13 + ‘12 - 1)l//oo . (SM5)b
and  (1,,1.)=(q] 95 We- (SM5)c

Writing the delocalized states in Eq. (SM5) as linear combinations of the localized states in Eq.

(SM2), we obtain the equalities

(2+907) = (1 / 2)[(2A’ OB) + (OA > 23)] +271" (IA: 13) > (SM6)a
(0+a 2_) = (1 / 2)[(2A>03) + (OA > 23)] —27? (lA’ 13) > (SMé)b
and (1,,1)= 27 [(2,,0,)—(0,,2,)]. (SM6)c

that give the basis state transformation. Eq. (SM6) shows that the vibrational basis state (2,,0 )

with two quanta of correlated vibration involves all three isoenergetic localized vibrational basis
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states. The same holds for two quanta of anti-correlated vibration (0,,2 ). In the localized
vibrational basis, all three of these basis states have systematic interference effects in their
vibrational-excitonic coupling. In contrast, linear vibrational-excitonic coupling is much simpler
in the delocalized basis, which has Av, =0 and Av_=z+1 selection rules so long as the
undisplaced vibrational basis functions of the ground electronic state are used. If the vibrational
basis functions are displaced to the equilibrium geometry of each electronic state, the Av, =0
selection rule is loosened by Franck-Condon overlap integrals, with a similar modification of the

Av_ = t1rule for linear vibrational-excitonic coupling.

S2. Exact Hamiltonian Diagonalization

All calculations described in the text were carried out in a complete site basis for two

pigments 4 and B, with three dimer electronic states |0,}|0,),

4)|0,),]0,)|B). In the dimer
electronic state |A>|OB>, pigment A is electronically excited while pigment B is in the ground

electronic state, and so on. Each pigment has either one or two vibrational modes, so that the

dimer has up to 4 vibrational modes. These modes are represented in a site basis, which means
that a given coordinate i has its equilibrium displaced [nonzero d;' or d in Eq. (1)] upon

electronic excitation of either pigment 4 or pigment B, but not both. For each dimer electronic
state, the dimer vibronic basis states are obtained by a direct product of the dimer vibrational
basis with the dimer electronic basis. For instance, with one intramolecular vibrational mode on

each pigment, the dimer vibronic basis states associated with the dimer electronic state|4)[0,),
include | 4)|0,)|v,)|v;) for all non-negative values of v, and v,. For simplicity in evaluating

coupling and transition dipole matric elements, the undisplaced vibrational basis of the ground
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electronic state is used for calculations. Harmonic oscillator matrix elements of the coordinate
operators in the Hamiltonian are taken from Papousek and Aliev.' In practice, this basis must be
truncated above some quantum number for numerical diagonalization. For the case of one
intramolecular vibrational mode on each pigment, or one intramolecular vibrational mode on
each pigment and an environmental mode, 9 vibrational basis states for each mode (v=0 to v=8)
were included in the numerical Hamiltonian on each pigment electronic state. This gives a total
of 81 vibrational basis states on the ground electronic state of the dimer and a total of 162
vibronic basis states on the excited electronic state of the dimer. For the case of two
intramolecular vibrational modes on each pigment, 7 vibrational basis states for each mode were
included on each pigment electronic state (4802 vibronic basis states). These basis sets
satisfactorily converge the low energy states accessed in the spectra at temperatures up to 80K.
Matrix elements for the Hamiltonian in Eq. 1 of the text are shown below for the case of
one intramolecular vibrational mode per pigment with vibrational frequency @ for both
pigments. The matrix below only shows 2 vibrational basis states for each mode on each excited

electronic state of the dimer. The rows and columns of the matrix are labeled AVAVB or BVAVB ,

depending on which pigment is excited, with right subscripts on 4 or B denoting the vibrational
quantum numbers v, and vg. Notice that the direct product basis used below allows non-zero v

on the dimer electronic state 4 for which pigment B is in its ground electronic state.
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AOO A AOl All BOO BlO BOI B

10 gy
4, E, —od/2 0 0 J 0 0 0
4, -0d/\N2 E,+o 0 0 0 J 0 0
Ay, 0 0 E,+o -wd/N2 0 0 J 0
A, 0 0 -wdN2 E,+20 0 0 0 J
B, J 0 0 0 E, 0 -wd/N2 0
B, 0 J 0 0 0 E,+ 0  -wd/\2
B, 0 0 J 0 -wd/N2 0 E,+o 0
B, 0 0 0 J 0 -wd/N2 0 E, +20

S3. Comparison to One-Particle Approximations

In contrast to the above exact Hamiltonian, the corresponding Hamiltonian CES
approximation or one particle vibronic exciton model is shown below. These one particle
approximations eliminate all states in which electronic and vibrational excitation reside on
different molecules (for example, v; is restricted to zero in electronic state 4). States such as Ay,
and By, and A4;; and Bj; are not allowed by the one-particle approximation and are simply
eliminated. Since, in the exact Hamiltonian, pairs such as 4y; and By; have a direct Coulombic
coupling J, simple elimination of states such as Ay, effectively eliminates all direct Coulombic
coupling between vibrationally excited states of the dimer. This direct Coulombic coupling
occurs through dimer excited electronic states with vibrational excitation on the ground
electronic state of one pigment. For example, coupling between 4y; and By, is eliminated because
the dimer excited electronic state 4y, has pigment B in its ground electronic state but with a
quantum of vibrational excitation, which disallows it in the one-particle basis. This leaves only

Ago and By with direct Coulombic coupling in the one particle approximation.
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AOO AIO BOO BOl

4, E, -—od/\2 T 0
4, -wd/\2 E,+o 0 0
B, J 0 E, -wd/\2
B, 0 0 -—wdl\N2 E,+o

If one transforms the above matrix (extended to include all states 4, and B, ) so as to

diagonalize the Franck-Condon displacement, one obtains

4y A4, B, B,
An E,~4 0 J(0*[0%)(0°]0%) 7 (0"|0”)(0°|1")
o 0 E,~ave  J(1[09)(0°]0%) (1[0 )(0°]1")
o SO0 S0 O) £ ;
B S0V l0) SN ) o

As can be seen, in the one particle approximation, all couplings except 4, — B,, become indirect
in the sense that they are borrowed or stolen from the one retained direct Coulombic coupling by
Franck-Condon overlap integrals. The couplings are color coded according to the leading power
of the displacement in the Franck-Condon overlap integrals (blue for 0", green for 1%, pink for
2nd). When the vibrational displacement is small, the largest coupling between vibrationally

excited states in the one-particle basis is attenuated by a small Franck-Condon factor.
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S4. Calculation of Absorption and Emission Cross-Sections
For the calculations presented here, the exact dimer Hamiltonian in Eq. (1) of the main
text is numerically diagonalized, resulting in numerically exact non-adiabatic eigenvectors. For

the case of one intramolecular vibrational mode per pigment, the n" eigenvector is given by

V)= 2.

VasVB

A0 )Valva )+ €, [00IB)V.) Vs (SM7)

Since the undisplaced vibrational basis of the ground electronic state is used for all electronic
states, the transition dipole vector between vibrational state (v,,v,) on the ground electronic
state of the dimer |0,)|0,)|v,)|v,) and nonadiabatic eigenstate |y,) on the excited electronic
state of the dimer is given by

Royppn = C:VAVB Hy,t cvavB Ko s (SM8)
where p, , =(0|4a|A)= e, and p,, =(0|4|B)= pé,. The transition dipoles are assumed to
be perpendicular and equal in magnitude, thatis, e, L e, and u, = p,.
Once the transition dipoles are calculated, the stick absorption and stimulated emission cross
sections are given by> —

O (@)= X, @py,, | thy,,, | S@=a,,,)

n,0,v,,vp i (SM9)
Gem (C()) = Z a)pn | /’lOvAan | 5(&) - a)OvAvEn)

n,0,v,,vg
The similarity symbol is used only because constants of proportionality have been omitted. For

absorption starting from ground electronic state of the dimer, the Boltzmann factor p,, , = gives

the temperature dependent occupation probability of the state with v, and vz quanta of

vibrational excitation on pigments 4 and B, respectively. For emission starting from the relaxed
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excited electronic state of the dimer, the Boltzmann factor p, gives the temperature dependent

occupation probability of the n™ nonadiabatic eigenstate.

Electronic decoherence between zero and one-quantum electronic states is caused by
correlated and anti-correlated phonons, and leads to broadening of the absorption and emission
stick spectra. The correlated part of the broadening can be rigorously included in the calculation
by convolution with the nonadiabatic spectra.” Here, all of the line broadening is approximately
included by modeling the low-energy phonon sideband in the FMO protein as a critically

damped quantum Brownian oscillator (time domain lineshape function g(z) given by Eq. 13 of

ref. ) with a frequency of @/27z¢ =70 cm™ and a stabilization energy of 1/27¢ =30 cm™. As
explained in the text, this reorganization energy has been used in a number of spectroscopic
simulations® because it effectively includes line broadening from both environmental motions
and underdamped intramolecular vibrations with frequencies below 500 cm'l; however, this
reorganization energy significantly overestimates the FMO antenna’s Stokes’ shift at a
temperature of 5K.° Some fraction of the environmental reorganization energy and half of the
intramolecular vibrational reorganization energy is anti-correlated,” so incorporation of these
fractions of the total line broadening by convolution is an approximation. Code for evaluating
the critically damped quantum oscillator’s time domain lineshape function can be found in the
EPAPS for ref. ®. The broadened absorption and emission cross-sections are obtained by
convoluting the Brownian oscillator lineshape (given by Eqn. A3 in ref. °) with the transition

dipole strengths.
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o, (0)= Rel}[( Z p,, ., |,un,0VAVB & exp[—ia)n’OVAVBt]exp[—g(t)]] exp(ia)t)dt},
0\ 7,0,v,,vp

(SM10)
O_em (a)) = Re |:J‘[ Z a)pn | ILln,OvAvH |2 exp[_ia)n,OVAvBt] exp[_g * (t)]\] exp(la)t)dt:| .
0\ 7.0,v,vp

SS. Effect of a Vibrational Splitting on either Donor or Acceptor
Figure S1 shows the effect of equally splitting the reorganization energy for the
intramolecular vibration on either donor or acceptor over two modes. The stick spectra were

calculated using the following parameters for the Hamiltonian in Eq. (1) of the main text for all 4
panels: [(E*+E®)/2]/2zc = 11,574 em™; d’ =0; w,/27¢ =200 cm™,d;' =0; w,/27c =
195 cm-1, d) =0; and w,/27c = 195 cm™, d;!=0. Panel a (top) unequal frequencies, no
vibrational splitting: @, /27z¢ =197.5ecm™, d ~0.225 (1/2zc =5 cm™); d =0 df =~ 0.224 (
A/2me 5 em™), di =df =0. Panel b) vibrational splitting of the donor pigment B: @, /27c
=200 cm™,d/ ~0.224 (1/27c =5 em™), d¥ ~ 0.158 (A/27xc = 2.5 cm™), di' =0, df ~
0.160 (1/27zc = 2.5 cm™). Panel ¢) vibrational splitting of the acceptor pigment A: w, /2rc
=200 cm™, d/'~ 0.158 (A/27c = 2.5 em™), df ~0.224 (A/2zc =5 em™), di'~ 0.160 (
Al2me 2.5 =cm™), d 7 =0. Panel d (bottom) vibrational splitting of both pigments: @, /27c
=200 cm™, d' ~ 0.158 (A/27c =2.5 cm™), d¥ ~0.158 (1/27mc =2.5 cm™), d{ = 0.160 (
Al2me 2.5=cm™), d; =~0.160 (1/27c 2.5 = cm™). The spectrum in panel d (frequencies of

200 and 195 cm™) differs very slightly from a spectrum with frequencies of 199 and 195 cm™ in

Figure 5. The approximate displacements given are determined from the reorganization energies

and vibrational frequencies through A =(1/2)wd”.
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The acceptor splitting used here is symmetric and a crude approximation to that which
might arise from a bilinear coupling between the excitonically resonant intramolecular vibration
and a localized vibration of the acceptor environment (comparing panels a and c, the acceptor
reorganization energy is symmetrically redistributed from an intramolecular vibration at 197.5
cm’ into two acceptor/environment modes at 195 cm™ and 200 cm™). The bilinear coupling
model is commonly used to model vibrational relaxation into a continuum of bath states. The
effects of an environmentally induced vibrational splitting on either donor or acceptor alone are
both similar to the effects of intramolecularly induced vibrational splitting on both donor and
acceptor in Figure 5 of the main text. In the spectrum, a single dominant vibronically resonant
partner is reassembled by the vibrational excitonic resonance so that the spectrum is dominated
by a single vibronic resonance splitting (peaks 2a and 2b). Small environmental splittings of
either the donor or acceptor vibration do not appreciably disrupt the vibrational delocalization

generated by vibrational-excitonic resonance.
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Figure S1
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