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Abstract—The extended Kalman filter (EKF) can be used for
the purpose of training nonlinear neural networks to perform
desired input–output mappings. To improve the computational
requirements of the EKF, Puskorius et al. proposed the decoupled
EKF (DEKF) as a practical remedy for the proper management of
computational resources. This approach, however, sacrifices com-
putational accuracy of estimates because it ignores the interactions
between the estimates of mutually exclusive weights. To overcome
such a limitation, therefore, we proposed hybrid implementation
based on EKF (HEKF) for respiratory motion estimation, which
uses the channel number for the mutually exclusive groups and
the coupling technique to compensate the computational accuracy.
Moreover, the authors restricted to a DEKF algorithm in which
the weights connecting the inputs to a node are grouped together. If
there are multiple input training sequences with respect to the time
stamp, the complexity can increase by the power of the input chan-
nel number. To improve the computational complexity, we split the
complicated neural network into a couple of simple neural net-
works to adjust separate input channels. The experimental results
validated that the prediction overshoot of the proposed HEKF was
improved by 62.95% in the average prediction overshoot values.
The proposed HEKF showed a better performance of 52.40%
improvement in the average of the prediction time horizon. We
have evaluated that the proposed HEKF can outperform DEKF by
comparing the prediction overshoot values, the performance of the
tracking estimation value, and the normalized root-mean-squared
error.

Index Terms—Estimate, extended Kalman filter (EKF),
multilayer perceptron (MLP), recurrent neural network (RNN),
tracking.

I. INTRODUCTION

THE problem of predicting moving objects with a given
reference trajectory is a common estimation problem

[1]–[5]. Kalman filters can be widely used in many indus-
trial electronics for state estimation and prediction [6]–[14].
Due to increasingly complex dynamical systems, a variety of
methodologies has been proposed based on the Kalman filter
and its hybrid approach [14]–[19]. The recurrent neural network
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(RNN) can also be one of the estimation methods for predictive
control in many application systems [20]–[32]. Here, RNN is
a class of neural network where connections between units
exhibit dynamic temporal behavior with their synaptic weights.
Owing to this dynamic behavior, RNN can implement dynam-
ical nonlinear multivariable discrete-time systems of arbitrary
complexity [33]–[36].

Target-tracking estimation can be one of the applications of
RNN because of its adaptive learning, which is an ability to
learn how to do tasks based on the data given for training or
initial experience [20], [21], [25], [26], [64]. For example, RNN
can be used for respiratory motion prediction for real-time mo-
tion adaptation in the medical application [37]–[42]. Because of
the self-organized characteristic of neural networks, it can have
a built-in capability to adapt their synaptic weights to change
based on the given samples in the specific circumstance. Thus,
it can provide a better performance in comparison to the con-
ventional methods of respiratory motion prediction [43]–[47].
Intrinsically, a training algorithm for RNN became an issue in
improving the performance of dynamical systems with respect
to the specific environment [48].

There are several algorithms available in training the weights
of recurrent networks based on streams of input–output data.
Basically, the most widely used are the back-propagation-
through-time algorithm [49]–[51] and the real-time recurrent
learning (RTRL) algorithm [51]–[54], which are both based
on the computation of the gradient of an output error measure
with respect to network weights. However, the calculation of
the dynamic derivatives of the recurrent network’s outputs with
respect to its weights by RTRL is computationally expensive
since these derivatives cannot be computed by the same back-
propagation mechanism that was employed in the training of
multilayer perceptron (MLP) networks [55].

As an alternative or improvement of the gradient descent-
based methodology, several authors have noted that the ex-
tended Kalman filter (EKF) can also be used for the purpose
of training networks to perform the desired input–output map-
pings [15]–[19]. Note that the predictor–corrector property is
an intrinsic property of the Kalman filter, its variants, and exten-
sions. Thus, whereas, in traditional applications of the Kalman
filter for sequential state estimation, the roles of predictor and
corrector are embodied in the Kalman filter itself, in supervised-
training applications, these two roles are split between the
RNN and the EKF. Here, the RNN, in which the input training
samples are applied to the recurrent MLP (RMLP) as the
excitation, performs the role of the predictor, and the EKF, in
which the training samples of the desired response are applied
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to the EKF as the observable data in providing the supervision,
performs the role of the corrector [55].

In comparison to the gradient descent algorithms, EKF-based
algorithms for recurrent networks do not require batch process-
ing, making them more suitable for online use. To improve
the computational requirements of the EKF, Puskorius et al.
proposed decoupled EKF (DEKF) as a practical remedy for
the proper management of computational resources [15]. The
author in [15] restricted to a DEKF algorithm in which the
weights connecting the inputs to a node are grouped together.
This approach, however, sacrifices computational complexity
and estimation accuracy since DEKF defines a node as the
mutually exclusive weight group. If there are multiple input
training sequences with respect to the time stamp, the com-
plexity can increase by the power of the input channel number.
To overcome these limitations, we do not adopt the mutually
exclusive weight groups. Instead, we adopt the channel number
for the mutually exclusive groups to propose the coupling tech-
nique to compensate the computational accuracy using multiple
sensory channel inputs. We call this newly proposed method as
hybrid motion estimation based on EKF (HEKF).

The contribution of this paper is twofold. First, we propose
a new approach to split the whole RMLP with the complicated
neuron number into a couple of RMLPs with the simple neuron
number to adjust separate input channels. Second, we present
a new method for respiratory motion estimation using EKF,
which adapts the coupling technique using multiple channel
inputs for the mutually exclusive groups to compensate the
computational accuracy, instead of mutually exclusive weight
groups.

This paper is organized as follows. In Section II, the theoret-
ical background of the proposed algorithm is briefly discussed.
In Section III, the proposed hybrid implementation based on
EKF for RNN with multiple sensory channel inputs is presented
in detail. Section IV presents and discusses the experimental
results of the proposed filter design method—efficient estima-
tion of the measurements, optimized group number for RMLP,
prediction overshoot analysis, prediction time horizon, and
computational complexity of HEKF and DEKF. A summary
of the performance of the proposed method is presented in
Section V.

II. BACKGROUND

A. RNN

An RNN is a class of neural network where connections
between units form a directed cycle. This creates an internal
state of the network which allows it to exhibit dynamic temporal
behavior. A network with a rich representation of past outputs
is a fully connected RNN, known as the Williams–Zipser
network, as shown in Fig. 1[48]. This network consists of
three layers: the input, processing, and output layers. For each
neuron i (i = 1, 2, . . . , N), the elements uj of the input vector
(j = 1, 2, . . . ,M + N + 1) to a neuron u are as follows:

uT
j (k)=[x(k−1), . . . , x(k−M), 1, y1(k−1), . . . , yN (k−1)]

(1)

Fig. 1. Fully connected RNN with external inputs.

where M is the number of external inputs, N is the number
of feedback connections, (·)T denotes the vector transpose
operation, and the (M + N + 1) × 1 dimensional vector u
comprises both the external and feedback inputs to a neuron,
as well as the unity valued constant bias input. Equation (1) is
weighted and then summed to produce an internal activation
function of a neuron v as follows:

vi(k) =
M+N+1∑

l=1

wi,l(k)ul(k) (2)

where w represents weights. Finally, (2) is fed through a non-
linear activation function Φ to form the output of the ith neuron
yi. Here, the function Φ is a monotonically increasing sigmoid
function with slope β, as, for instance, the logistic function

Φ(v) =
1

1 + e−βv
. (3)

At the time instant k, for the ith neuron, its weights form
an (M + N + 1) × 1 dimensional weight vector wT

i (k) =
[wi,1(k), . . . , wi,M+N+1(k)]. One additional element of the
weight vector w is the bias input weight. After feeding (2) into
(3) using the function Φ, the output of the ith neuron yi can be
formed as follows:

yi(k) = Φ (vi(k)) , i = 1, 2, . . . , N. (4)

In an RNN architecture, the feedback brings the de-
layed outputs from hidden and output neurons back into
the network input vector u(k), as shown in Fig. 1. Due
to this recursive function at each time instant, the net-
work is presented with the raw possibly noisy external in-
put data x(k), x(k − 1), . . . , x(k − M) from Fig. 1, input
elements (1) and the filtered data y1(k − 1), . . . , yN (k − 1)
from the network output. Intuitively, this filtered input his-
tory helps in improving the processing performance of RNNs,
as compared with feedforward networks. Therefore, an RNN
should be able to process signals corrupted by additive noise
even in the case when the noise distribution is varying
over time.
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B. EKF for RNNs (EKF-RNN)

As mentioned in the previous section, the learning algorithm
based on gradient descent, exemplified by the RTRL algorithm,
is typically slow due to reliance on instantaneous estimates
of gradients [15]. We can overcome this serious limitation by
using the supervised training of a recurrent network which
recursively utilizes information contained in the training data in
a manner going back to the first iteration of the learning process.
That is based on Kalman filter theory [55].

Consider a recurrent network built around a static MLP with
s weights and p output nodes. Let the vectors w(k), v(k), and
u(k) denote the weights of the entire network, the recurrent
activities inside the network, and the input signal applied to the
network at time k, respectively. With adaptive filtering in mind,
the system state model and measurement model equations for
the network may be modeled as follows:

w(k + 1) =w(k) + q(k) (5)

d(k) = b (w(k), v(k), u(k)) + r(k) (6)

where q(k) and r(k) are the process and measurement noise
with the property of a multivariate zero-mean white noise
with covariance matrices Q and R, respectively. d(k) is the
observable data, and b(·, ·, ·) is the measurement function that
accounts for the overall nonlinearity of the MLP from the input
to the output layer.

For us to be able to apply the EKF algorithms as the facil-
itator of the supervised-learning task, we have to linearize the
measurement equation (6) by retaining the first-order terms in
the Taylor series expansion of the nonlinear part of the equation.
With b(w(k), v(k), u(k)) as the only source of nonlinearity, we
may approximate (6) as follows:

d(k) = B(k)w(k) + r(k) (7)

where B(k) is the p × s measurement matrix of the linearized
model. The linearization consists of the partial derivatives of the
p outputs of the whole network with respect to the s weights of
the model as shown

B(k) =

⎡
⎢⎢⎢⎣

∂b1
∂w1

∂b1
∂w2

· · · ∂b1
∂ws

∂b2
∂w1

∂b2
∂w2

· · · ∂b2
∂ws

...
...

. . .
...

∂bp

∂w1

∂bp

∂w2
· · · ∂bp

∂ws

⎤
⎥⎥⎥⎦ . (8)

The partial derivatives in (8) are evaluated at w(k) =
ŵ(k|k − 1), where ŵ(k|k − 1) is the prediction of the weight
vector w(k) computed by EKF at time k, given the observed
data up to time k − 1.

For the purpose of our present discussion, the relevant equa-
tions in the EKF algorithm are the innovation process and the
weight update equations as follows:

α(k) = d(k) − b(k) (ŵ(k|k − 1), v(k), u(k)) (9)

ŵ(k + 1|k) = ŵ(k|k − 1) + G(k)α(k) (10)

Fig. 2. Closed-loop feedback system embodying the RMLP and the EKF.

where α(k) is the p × 1 matrix denoting the innovations defined
as the difference between the desired response d(k) for the
linearized system and its estimation, ŵ(k|k − 1) is the s × 1
vector denoting the estimate of the weight vector w(k) at time k
given the observed data up to time k − 1, and ŵ(k|k)(= ŵ(k +
1|k)) is the filtered updated estimate of w(k) on the receipt
of the observable d(k). G(k) is the s × p matrix denoting the
Kalman gain that is an integral part of the EKF algorithm.

Let Γ(k), P (k|k − 1), and P (k|k) be defined as the p × p
matrix denoting the global conversion factor for the entire
network, the s × s prediction-error covariance matrix, and the
s × s filtering-error covariance matrix, respectively. In light
of these new notations, we can write the EKF algorithms as
follows:

Γ(k)=
[
B(k)P (k|k−1)BT (k)+R(k)

]−1
(11)

G(k)=P (k|k−1)BT (k)Γ(k) (12)

P (k|k)=P (k|k−1)−G(k)B(k)P (k|k−1) (13)

P (k+1|k)=P (k|k)+Q(k). (14)

As shown in Fig. 2, with the weight vector set at its old
predicted value ŵ(k|k − 1), the RMLP computes the actual
output vector y(k) in response to the input vector u(k). After
updating the old estimate of the weight vector by operating on
the current desired response d(k), the filtered estimate of the
weight vector ŵ(k|k) is computed in accordance with (10).

Note that, in the EKF-RNN of Fig. 2, the RNN performs
the role of the predictor, and the EKF performs the role of the
corrector.

III. MULTICHANNEL COUPLED EKF-RNN: PROPOSED

FILTER DESIGN FOR MULTIPLE SENSORS

A. DEKF

The computational requirement of the EKF is dominated
by the need to store and update the filtering-error covariance
matrix P (k|k) at time step k. For an RNN containing p output
nodes and s weights, the computational complexity of the
EKF is O(ps2), and its storage requirement is O(s2). For a
large s, these requirements may be highly demanding. In such
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Fig. 3. DEKF for RNN. Each group is corresponding to mutually exclusive weight group. The concatenation of the filtered weight vector ŵi(k|k) forms the
overall filtered weight vector ŵ(k|k).

situations, we need to look for a practical remedy for the proper
management of computational resources, i.e., DEKF [15], [55].

The basic idea behind the DEKF is to ignore the interactions
between the estimates of certain weights in the RNN. If the
weights in the network are decoupled in such a way that we can
create mutually exclusive weight groups, then the covariance
matrix P (k|k) is structured into a block-diagonal form, as
shown at the bottom left of Fig. 3.

Let g denote the designated number of mutually exclusive
disjoint weight groups. Also, for i = 1, 2, . . . , g, let ŵi(k|k),
Pi(k|k), and Gi(k) be defined as the filtered weight vector, the
subset of the filtering-error covariance matrix, and the Kalman
gain matrix for the group i, respectively. The concatenation of
the filtered weight vectors ŵi(k|k) forms the overall filtered
weight vector ŵ(k|k). In light of these new notations, we can
now rewrite the DEKF algorithm for the ith weight group as
follows:

αi(k)=di(k)−bi(k)

(ŵi(k|k−1), vi(k), ui(k)) (15)

Γ(k)=

[
g∑

i=1

Bi(k)Pi(k|k−1) (Bi(k))T

+R(k)

]−1

(16)

Gi(k)=Pi(k|k−1) (Bi(k))T Γ(k) (17)

ŵi(k+1|k)=ŵi(k|k−1)+Gi(k)αi(k) (18)

Pi(k+1|k)=Pi(k|k)+Qi(k) (19)

Pi(k|k)=Pi(k|k−1) − Gi(k)Bi(k)Pi(k|k−1) (20)

where αi(k), Γ(k), and Pi(k + 1|k) denote the difference
between the desired response di(k) for the linearized system
and its estimation for the ith weight group, the global con-
version factor for the entire network, and the prediction-error
covariance matrix, respectively.

DEKF can reduce the computational complexity and its
storage requirement of the EKF, but [15] restricts to a DEKF
algorithm for which the weights are grouped by node. That
sacrifices the computational accuracy because of omitting the
interactions between the estimates of certain weights.

To verify the prediction accuracy, we used a certain marginal
value that can be explained in detail in Section III-D. Fig. 4
shows the estimation of the respiratory motion with DEKF. As
shown in Fig. 4, we can notice that the percentage of prediction
overshoot based on the marginal value is over 35%, which
means that we need a new approach to compensate the predic-
tion accuracy with multiple input sequences. Therefore, we will
show a hybrid motion estimation based on EKF (HEKF) in the
next section, which uses the channel number for the mutually
exclusive groups and the coupling technique to compensate the
computational accuracy.
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Fig. 4. Prediction overshoot with DEKF.

B. Hybrid Estimation Based on EKF
for Neural Network (HEKF)

We have extended the DEKF into hybrid motion estimation
based on EKF (HEKF). The author in [15] restricted to a DEKF
algorithm in which the weights connecting the inputs to a node
are grouped together. If there are multiple input sequences with
respect to time k, the complexity can increase by the power
of the input number. To overcome computational complexity
and estimation accuracy, we propose the coupling technique to
compensate the computational accuracy using multiple sensory
channel inputs. We refer to this newly proposed method as
hybrid motion estimation based on EKF (HEKF).

There are two significant innovations for the proposed HEKF.
The first innovation is to comprehensively organize the multiple
channel sensory process by adapting the coupling technique.
The second innovation is the multiple RMLPs with the simple
neuron number for separate input channels. We first introduce
the coupling matrix in (21) and then show the separate EKF
process for each RMLP in (22)–(27).

Let c denote the designated channel number for the mutually
exclusive groups. Here, each group corresponds to an individ-
ual channel that is composed of a position vector sequence
with respect to time k. Also, for i = 1, 2, . . . , c, let ŵCP

i (k|k)
be defined as the filtered weight vector, and PCP

i (k|k) and
GCP

i (k) are the subsets of the filtering-error covariance matrix
and the Kalman gain matrix for the channel i coupled with other
channels, respectively.

Let ΓCP (k) and PCP
i (k|k − 1) be defined as the p × p

matrix denoting the global conversion factor for the coupled
entire network and the s × s prediction-error covariance matrix
for the coupled EKF, respectively. Here, we also need to define
the degree of coupling μij representing the degree to which
component (i) depends on one another (j). Coupling matrix
Π is the p × p matrix containing all components of coupling
degree. We can represent coupling matrix (Π) and coupling
degree (μij) as follows:

Π =

⎡
⎢⎢⎣

μ11 μ12 · · · μ1p

μ21 μ22 · · · μ2p

...
...

. . .
...

μp1 μp2 · · · μpp

⎤
⎥⎥⎦

p∑
j=1

μij = 1, for all i. (21)

The closer to one the coupling degree is, the more tightly
the channels i and j are coupled, i.e., tight coupling. If the
coupling degree is close to zero, we can expect loose coupling.
If μij is corresponding to zero, there is no coupling with
one another. For i = 1, 2, . . . , c, let us define ŵCP

i (k|k) as
the filtered weight vector, and PCP

i (k|k) and GCP
i (k) are the

subsets of the filtering-error covariance matrix and the Kalman
gain matrix for the channel number i, respectively. In light of
these new notations, we can write the hybrid motion estimation
based on EKF (HEKF) as follows:

αCP
i (k)=di(k)−

⎡
⎣ p∑

j=1

μij×yj

⎤
⎦ (22)

ΓCP (k)=

[
p∑

i=1

p∑
j=1

μijBi(k)PCP
i (k|k−1) (Bi(k))T

+R(k)

]−1

(23)

GCP
i (k)=PCP

i (k|k−1) (Bi(k))T ΓCP (k) (24)

ŵCP
i (k+1|k)=ŵCP

i (k|k−1)+GCP
i (k)αCP

i (k) (25)

PCP
i (k+1|k)=PCP

i (k|k)+Qi(k) (26)

PCP
i (k|k)=PCP

i (k|k−1)

−GCP
i (k)Bi(k)PCP

i (k|k−1) (27)

where αCP
i (k), ΓCP (k), and PCP

i (k + 1|k) denote the dif-
ference between the desired response di(k) for the linearized
system and coupled estimations for the channel number i, the
global conversion factor for the entire-coupled network, and the
prediction-error covariance matrix for the coupled, respectively.
In the case of HEKF, we have c identical networks for c input
channels. Each input sequence is inserted into individual neural
network process for each channel prediction, as shown in Fig. 5.

C. Adaptive Coupling Matrix

At the beginning of this section, we define that the coupling
matrix Π of (21) is the p × p matrix containing all components
of coupling degree. To make the time-adaptive coupling system,
we need to adjust the coupling matrix Π(k) with respect to
time k. Here, we define H(k) as the error-gain matrix as
follows:

H(k) =
(
GCP (k)

)T
PCP (k|k)GCP (k) (28)

where GCP (k) and PCP (k|k) are the s × p matrix denoting
the Kalman gain and the s × s filtering-error covariance matrix,
respectively. As would be expected, H(k) can get the p × p
matrix denoting global error gain value. Now, we can define
Δ(k) as the difference of the consecutive global error gain
values as follows:

Δ(k) = H(k) − H(k − 1). (29)

Finally, we can adjust the adaptive coupling matrix as follows:

Π(k) = Π(k − 1) + Δ(k) (30)
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Fig. 5. Hybrid motion estimation based on EKF (HEKF) for RNN. Each group corresponds to an individual channel that is composed of (x, y, z) position
sequence with respect to the time step k.

where the current coupling matrix values can be increased or
decreased depending on the difference value (29) in comparison
with the previous coupling matrix values.

D. Optimized Group Number for RMLP

In the DEKF algorithm, the weights connecting the inputs
to a node are grouped together, whereas each group in the
HEKF algorithm corresponds to the individual channel that
is composed of a position vector sequence with respect to
time k. In order to analyze the group number, we can incor-
porate Fisher linear discriminant on the discriminant analysis,
which employs the within-class scatter value (SW ) and the
between-class scatter value (SB) in the given samples [56].

We have a set of nD-dimensional samples, which correspond
to the filtering-error covariance matrices (Pi and PCP

i ) defined
in (20) and (27) for each group i. Let mi denote the
D-dimensional sample mean for group i, and then, define mi

as follows:

mi =
1
ni

ni∑
j=1

Pi(j) (31)

where ni is the component number of group i.
To obtain the optimization objective function, we define the

scatter values Si and SW as

Si =
∑
P∈Pi

(P − mi)2 (32)

SW =
g∑

k=1

Sk (33)

where g is the number of group in the given samples.

We define the between-class scatter value SB as follows:

SB =
g∑

i=1

g∑
j=1

|mi − mj |2 (i �= j) (34)

where g is the number of group in the given samples and mi is
not identical to mj .

In terms of SB and SW , the objective function J(·), called as
the discriminant criterion, can be written as

J(g) = arg min
g

SW

SB
. (35)

This introduced criterion expects that the within-class scatter
value should be minimized and that the between-class scatter
value should be maximized in the given number. Under the
minimizing eq. (35), we can get the optimized number of group
(g) for RMLP by choosing the smallest J(·) with optimized
group number (g). This value can be used to test the optimized
number of RMLP between HEKF and DEKF. We can evaluate
whether HEKF or DEKF could be more discriminated by com-
paring the objective function values J(·) as the discriminant
degree at the selected (g).

E. Prediction Overshoot Analysis

Here, we evaluate the performance of overshoot for the
prediction values. We define overshoot for cases in which the
predicted output exceeds a certain marginal value with confi-
dence levels corresponding to the tolerances. We would like to
derive such marginal value based on the estimation process of
the uncertainty point estimators or predictors [57]–[63].
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We noted in (4) in the previous section that, generally, a
neural network model can be represented as a nonlinear regres-
sive function as follows:

yi(k) = Φ(xi, θ) + εi, i = 1, 2, . . . , n (36)

where xi (with dimension M × 1) is the input vector and θ
(with dimension s × 1) is a set of neural network true weights.
It is assumed that εi is independent and identically distributed
with a normal distribution N(0, σ2). Let us define θ̂ as the least
square estimation of θ. In a small neighborhood θ, the linear
Taylor series expansion for the model (36) can be shown as
follows [62]:

ŷi(k) = Φ(xi, θ) + ΦT
0 (θ̂ − θ), i = 1, 2, . . . , n (37)

where

ΦT
0 =

[
∂Φ(xi, θ)

∂θ1

∂Φ(xi, θ)
∂θ2

· · · ∂Φ(xi, θ)
∂θs

]
. (38)

To construct marginal values for nonlinear regressive models
in neural networks, the standard asymptotic theory should be
applied. For the linear model in (37), an approximate mar-
ginal value (γ) with 100(1 − α) confidence can be obtained
[58], [62]

γ = ±t1−α/2,nσ̂

√√√√1 +
n∑

i=1

(
Fi · FT

i

)
(39)

where t1−α/2,n is the 1 − α/2 quantile of a t-distribution
function with n degrees of freedom, σ̂ is the standard deviation
estimator, and Fi is the Jacobian matrix of the neural network
outputs with respect to weights, respectively. σ̂ and Fi are
calculated as follows:

σ̂ =

√√√√ 1
n

n∑
i=1

(
yi − Φ(xi, θ̂)

)2

(40)

Fi =

[
∂Φ(xi, θ̂)

∂θ1
· · · ∂Φ(xi, θ̂)

∂θs

]
. (41)

In the experimental Section IV-E, we use this marginal value
to judge whether the predicted outcomes exceed or not and to
know how many overshoots occur.

F. Comparisons on Computational Complexity
and Storage Requirement

The computational requirements of the DEKF, described in
Section III-A, are dominated by the need to store and update
the filtering-error covariance matrix P (k|k) at each time step
n. For an RNN containing p output nodes and s weights, the
computational complexity of the DEKF assumes the following
orders:
computational complexity

O

(
p2s + p

g∑
i=1

s2
i

)
(42)

storage requirement

O

(
g∑

i=1

s2
i

)
(43)

where si is the size of the state in group i, s is the total state
size, and p is the number of output nodes [17].

The computational requirements of the HEKF are also de-
termined by the need to store and update the filtering-error
covariance matrix PCP at each time step n. In the HEKF, it
also needs to calculate the coupling matrix that contains all
components of coupling degree, which means that we need
additional p2 computation at each time step n. Therefore, the
computational complexity of the HEKF assumes the following
orders:
computational complexity

O

(
p2(s + 1) + p

c∑
i=1

s2
i

)
(44)

storage requirement

O

(
p2 +

c∑
i=1

s2
i

)
(45)

where si is the size of the state in channel i.
Note that the HEKF algorithm needs additional computation

to calculate the coupling matrix, whereas the total compu-
tational complexity depends on the channel number c. The
total computational complexity of the DEKF algorithm can be
determined by the group number g. Here, we need to consider
the group and channel numbers. If the group number is greater
than the channel number (g > c) and the output node number
is smaller than the size of the state in group i(p < si), the
HEKF algorithm can improve computational complexity in
comparison to the DEKF algorithm. Note that this complexity
analysis does not include the computational requirements for
the matrix of dynamic derivatives.

When we compare HEKF and DEKF, the computational
complexity of DEKF is recalculated as multiple channel num-
bers. When we use multiple channel numbers, the computa-
tional complexity of the DEKF assumes the following orders:
computational complexity

O

(
p2sc + cp

g∑
i=1

s2
i

)
(46)

storage requirement

O

(
c

g∑
i=1

s2
i

)
(47)

where c is the channel number. The computational complexities
of the DEKF shown in (46) and (47) are larger than that of
HEKF, shown in (44) and (45).

When we implement the proposed HEKF method by compar-
ing it to the DEKF method, it is required to evaluate how much
is the additional computational time. For the comparison on
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Fig. 6. Comparison of objective function values between the HEKF and the
DEKF. With this figure, we can expect to choose the selected neuron number
for HEKF or DEKF to be more optimized. Also, the discriminant criterion itself
tests whether HEKF or DEKF is less enormous.

computational complexity, we have evaluated the performance
of average CPU time in experimental Section IV-F. Here, we
used three RMLPs for each channel in HEKF, whereas we used
one RMLP in DEKF.

IV. EXPERIMENTAL RESULTS

A. Motion Data Captured

We used three channel sets of patient breathing data to eval-
uate the filter performance. Each set of data consisted of chest
displacements recorded continuously in three dimensions at a
sampling frequency of 26 Hz. The recordings lasted anywhere
from 5 min to 1.5 h of the average time at the Georgetown
University CyberKnife treatment facility. These records were
arbitrarily selected to represent a wide variety of breathing pat-
terns, including highly unstable and irregular examples. Each
patient’s breathing record was used to independently train and
test the predictive accuracy of the filter.

B. Optimized Group Number for RMLP

1) Optimized Group Number: With respect to the selected
group number (g) to implement the RMLP, we used an MLP
with two hidden layers, where the first hidden layer is recur-
rent and the second one is not. We increased the number of
hidden units for the first and second hidden layers according to
the group number to calculate the objective function value in
comparing two different methods. In order to analyze the group
number for RMLP, we incorporated objective function (35) in
Section III-C.

As shown in Fig. 6, HEKF is optimized when the group
number is two, whereas DEKF is optimized when the group
number is six. Therefore, we choose the neuron number as two
for HEKF and six for DEKF.

2) Discriminant Criterion to Compare HEKF and DEKF:
Using Fisher linear discriminant on the discriminant analysis
in Section III-C, we can expect that HEKF or DEKF could be
more optimized by comparing them with the objective function
values J(·). Fig. 6 shows the objective function values J(·)
defined in (35). HEKF itself has fewer values than DEKF; thus,

HEKF has more discriminated or further discriminant degree in
comparison to DEKF across any group numbers selected, which
means that HEKF has less error than DEKF.

C. Prediction Overshoot Analysis

To evaluate the performance of overshoot for the predic-
tion values, we derived the marginal value (γ) using (39) in
Section III-D. In this section, we would like to use this marginal
value to judge whether the predicted outcomes exceed or not
and to know how many overshoots occur. With the marginal
value (γ), we can define the upper and lower bounds by adding
the marginal value to the measurement value and by subtracting
the marginal value from the measurement value, respectively.

Fig. 7 shows the comparison of prediction overshoots be-
tween the HEKF and the DEKF. As shown in Fig. 7, most of
the estimation values of the HEKF align between the upper and
lower bounds. After the transient state, we can notice that the
average percentage of prediction overshoot for HEKF is 3.72%,
whereas the average percentage of prediction overshoot for
DEKF is 18.61%. As shown in Table I, most of the prediction
overshoot of the HEKF is within 5%, except for data sets DB00,
DB02, and DB03. We have also noticed that DEKF is slightly
better than HEKF in the case of data sets DB13 and DB14,
which include some discontinuities as well as the system noise
because of the irregular patient breathing and the system latency
during the breathing record [40]. We think that these lacks of
continuity could decrease the Kalman filter gain during the
target prediction. In spite of these defect, however, the proposed
HEKF can improve the average prediction overshoot by 62.95%
in comparison to DEKF.

D. Comparison on Estimation Performance

We evaluate the target estimation by comparing the proposed
HEKF described in Section III-B with the alternative DEKF
described in Section III-A.

1) Tracking Position Estimation: Fig. 8 shows the average
target position estimation of the 3-D Euclidian distance be-
tween the predicted value and the measurement values with
respect to the data time index given by the original CyberKnife
data set. The unit of the vertical axes in Figs. 8 and 9 is
dimensionless for the amplitude, i.e., the target estimation
corresponds to the 3-D position, has the range of [−1,+1], cor-
responding to the real measurement data set range [−1.4735 ×
103,−1.5130 × 103]. As shown, the position estimation values
of the HEKF align closer to the measurement values than the
DEKF values.

2) Position Error Value: We would like to compare the
performance of tracking errors with respect to the data time
index across the entire measurement period between the HEKF
and the DEKF. The error value in Fig. 9 was calculated by the
subtraction of the 3-D Euclidian distance between the predicted
values and the measurement values in the data time index.

Fig. 9 shows that the error value of the HEKF is smaller than
that of the DEKF across the data time index 25 200–25 350 s.
At the beginning of tracking estimation, we notice that both ap-
proaches have several overshoots across the data time because
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Fig. 7. Comparison of prediction overshoot between the HEKF and the DEKF. In this figure, we can notice that most of the estimation values of the HEKF align
between the upper and lower bounds, whereas the values of DEKF do not. After the transient state, we can evaluate that the average percentage of prediction
overshoot for the HEKF is 3.72%, whereas the average percentage of prediction overshoot for the DEKF is 18.61%. Thus, HEKF has a smaller prediction overshoot
value than DEKF.

TABLE I
PREDICTION OVERSHOOT ANALYSIS (HEKF VERSUS DEKF)

Fig. 8. Target estimation between the HEKF and the DEKF. This figure shows
that the position estimation values of the HEKF align closer to the measurement
values than the DEKF values.

of the unstable initialization of the original data set. After the
steady state, the error value of the HEKF aligns more close to
zero point. Two significant position errors are shown in DEKF,
whereas the position error is negligible in HEKF.

Fig. 9. Comparison of the position error between the HEKF and the DEKF.
This figure shows two significant position errors in DEKF, whereas the position
error is negligible in HEKF.

E. Error Performance Over Prediction Time Horizon

Prediction time horizon is the term to indicate the con-
secutive estimate interval that is used to predict the future
sensory signal. We would like to compare the error performance
among various prediction time horizons between the HEKF
and the DEKF in Table II. For the comparison, we used a
normalization that is the normalized root-mean-squared error
(NRMSE) between the predicted and actual signals over all of
the samples in the test data set as follows [40]:

NRMSE =

√∑
i

(yi − ŷi)2
/ ∑

i

(yi − ŷi)2 (48)

where yi is the ith measurement, ŷi is the estimation of the ith
measurement, and my is the mean of all of the measurements.
This metric is dimensionless, and it allows us to compare
prediction accuracy for different signals of widely varying
amplitude.

As shown in Table II, the error performance in the pro-
posed HEKF has improved for all of the data sets by 26.65%
in the average of the prediction time horizon for 38.46 ms.
The prediction interval time has increased, and the calculated
NRMSE has increased. Notice that seven data sets are shown
in bold font since the improvement of error performance for the
proposed method maintained over 25%, with 50% across the
prediction time horizons in data sets DB01, DB03, DB07, and
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TABLE II
ERROR PERFORMANCE AMONG PREDICTION TIME HORIZONS (HEKF VERSUS DEKF)

DB12. Compared to the patient of the CyberKnife data set in the
latest paper [47], the proposed HEKF showed a better NRMSE
performance across all variable prediction interval times (e.g.,
at the prediction time horizon of 500 ms, there is a 422%
NRMSE improvement).

F. Comparisons on Computational Complexity

We would like to evaluate how much additional compu-
tational time is required when we implement the proposed
HEKF method by it comparing with the DEKF method. For
HEKF, we used three RMLPs for each channel, whereas we
used one RMLP for DEKF, where the neuron number for the
first and second hidden layers is two for HEKF and six for
DEKF, respectively. Regarding CPU experimental time, we
have evaluated the overall performance of the average CPU
time using a PC with Pentium core 2.4 GHz and with 3.25-GB
RAM.

Table III shows the performance of the CPU time used.
As shown in Table III, the HEKF method needs more time
compared with DEKF. We think that the actual difference of the
CPU time used in Table III mainly comes from the calculation
of the coupling matrix and the separate neural network for
channel number. Although 30.07% more time is required to
implement the proposed HEKF, it is a modest tradeoff to
consider the better performance than the better computational
time under the condition that PC speed is improving these days.

V. CONCLUSION

In this paper, we have presented respiratory motion estima-
tion with hybrid implementation of EKF, called as HEKF. Our
new method has two main contributions in improving the tradi-
tional EKF-based RNN target tracking. The first contribution is
to present a new approach in splitting the whole RMLP with the
complicated neuron number into a couple of RMLPs with the
simple neuron number to adjust separate input channels. The

TABLE III
CPU TIME USED IN THE TARGET ESTIMATION

second contribution is to comprehensively organize the multiple
channel sensory process by adapting the coupling technique
using multiple channel inputs for the mutually exclusive groups
to compensate the computational accuracy.

The experimental results have validated that the prediction
overshoot of the proposed HEKF was improved for 13 data sets
among 15 data sets by 62.95%. The proposed HEKF showed
a better performance of 52.40% NRMSE improvement in the
average of the prediction time horizon. We have evaluated
that the proposed HEKF can outperform DEKF by comparing
the performance of the tracking estimation values, NRMSE,
and prediction overshoot analysis. Moreover, HEKF has more
discriminated degree in comparison to DEKF across any group
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numbers selected, which means that HEKF has less error
than DEKF. Even though the provided method needed more
computational time compared with the previous method, the
experimental results showed that it improved NRMSE around
24.72% across the overall prediction time horizon.
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