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Abstract—1In packet-switched radio links, the little known
Robust Header Compression (ROHC) has become an integral
part of many wireless and particularly cellular communication
networks. To strengthen existing schemes, this paper aims to
improve ROHC performance in terms of payload efficiency for
U-mode compression under poor wireless channel conditions.
We first consider the parameter optimization of current ROHC
systems, for which we propose a Markov compressor model
suitable for realistic unidirectional (U-mode) ROHC. We present
both the steady-state analysis and the transient behavior analysis
of the ROHC. More generally, we propose a novel trans-layer
ROHC design concept by exploiting lower cellular network layer
status information to adaptively control header compression
without dedicated feedbacks. Considering practical delay and
inaccuracy when acquiring lower layer information, we develop
a ROHC control framework in terms of a partially observable
Markov decision process. Our results demonstrate the strength
of our Markov ROHC compressor model in characterizing both
stationary and transient behaviors, and the significant advantage
of the proposed trans-layer ROHC design approach.

Index Terms—Packet header, compression, ROHC, Markov
chain, optimization, Markov decision process.

I. INTRODUCTION

HE tidal wave of smartphones and high speed networks

has propelled and energized numerous IP based packet
services over cellular wireless networks. The fierce compe-
tition for limited resources by the rapidly growing scope of
services and user population makes it imperative for network
operators to improve the bandwidth efficiency not only through
radio resource management at PHY/MAC layers, but also by
exploiting the redundancy in protocol packets. Header com-
pression is one such an important but less known technology
that has been widely adopted in many modern communication
links [1], motivated by two key observations:

« Packet payloads are often as long as, or sometimes even
shorter than, the accompanied packet headers [2], [3] for
many network services and applications, such as VoIP,
interactive games, and media streaming.
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« Packet headers are mostly compressible, as many fields in
the headers remain unchanged or changes in a predictable
manner in a traffic flow over a connected link.

RObust Header Compression (ROHC) has been standard-
ized [4]-[6] to address the header compression in wire-
less links, characterized by high packet error rate (PER)
and long round-trip time (RTT) [2] and thus conventional
header compression techniques designed for wireline links
are not well suited. Although the boiler-plate ROHC has
found its application in a wide range of wireless packet
networks [7]-[11], its analysis and optimization have only
received modest research attention. Most studies [12]-[20]
present simulation results on the performance of ROHC
under realistic but very specific system settings, yet there
exist very few attempts to comprehensively analyze ROHC
performances, much less to optimize ROCH or key ROHC
design parameters. Most of these analytical works about
ROHC model the channel and/or packet source as random
processes interacting with the ROHC compressor and the
decompressor. Different performance measurements such as
compression efficiency, robustness, transparency, probability
of Out-of-Synchronization (OoS), the average number of bits
to compress RTP sequence number, etc., are evaluated and/or
optimized versus various design parameters such as encoding
codebook, window width of the window-based least significant
bits (WLSB) encoding algorithm, context refresh period, chan-
nel and packet source characteristics, and so forth [21]-[25].
Simplified analytical ROHC model with fixed compressor’s
state transition over finite ROHC session without considering
header encoding is also studied in [26].

Despite of the efforts of these works to balance accuracy
versus simplicity in modeling ROHC systems, many questions
still remain unanswered within the existing ROHC framework.
Firstly, it remains mostly unclear how to optimally select
some key parameters of the unidirectional (U-mode) ROHC
compressor, e.g. a set of timeout limits [4, Sec. 5.3.1.1.2.],
[27, Sec. 3.3.2]. Secondly, even though ROHC was developed
for wireless packet-switch links, existing ROHC designs do
not make full use of the protocol infrastructure of wireless
communication systems. In most designs, the ROHC resides
in the upper Packet Data Convergence Protocol (PDCP) layer
with little or no knowledge from lower or higher layers [7].
For instance, even without dedicated ROHC feedback channel,
U-mode ROHC compressor can still deduce whether or not
packets have been transmitted successfully based on informa-
tion available from lower layers such as HARQ feedback [28].
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Also, from lower layer information such as Channel Quality
Indicator (CQI), it is possible for the ROHC compressor to
estimate the previous channel states. For a timely-correlated
ROHC channel as in [21] and [24], this estimation allows
the compressor to predict the future channel states so as to
adjust the compression level accordingly. Without a trans-
layer design for the ROHC compressor, it remains questionable
whether the full potential of ROHC has been fully realized
under the existing “stand-alone” design philosophy.

Among the contributions of this paper, we first propose a
U-mode ROHC parameter optimization scheme based on the
Markovian approximation of a timer-based ROHC compressor.
The performance is examined in a finite-state Markov channel
model much more general and practical than the Gilbert-
Elliot model used in [24] and [28]. The design objective is to
maximize the transmission efficiency of the ROHC link. The
“slow-start” mechanism is also incorporated to characterize the
transient ROHC behavior. These results lead to an integrated
Markov model for the entire ROHC system consisting of the
compressor, the channel, and the decompressor, where the
Markovian approximation of the compressor greatly reduces
the state space than the timer-based ROHC compressor. Sec-
ondly, to fully explore the potential of ROHC, we propose
a novel trans-layer ROHC compressor design to utilize lower
layer information to dynamically adjust the compression level.
Unlike in [28], our practical consideration takes into account
of the imperfect and delayed estimation on the transmission
status and channel states, leading to a new dynamic control
framework in the form of partially observable Markov decision
process (POMDP), a decision-making tool with successful
applications in many fields [29], [30] and wireless commu-
nications in particular recently [31]-[40]. Different from [41],
our proposed POMDP-based ROHC framework adopts a true
trans-layer design by exploring lower layer signaling without
introducing additional feedback mechanism on the ROHC
layer. Also, our design focuses on adapting ROHC to lower
layer channel conditions, instead of adjusting lower layer
forward error correction (FEC) mechanism to ROHC studied
in [42]. Our results demonstrate how the performance of
ROHC system is impacted by the design parameters of the
Markov model for optimization, as well as the advantages of
the trans-layer design methodology.

We organize the manuscript as follows. Section II describes
the key components of the ROHC system in simple terms
and specifies the channel model used in this work. Section III
delineates the analytical U-mode ROHC compressor model
and the Bayesian representation of the integrated Markov
model for the entire ROHC system including the compressor,
the channel, and the decompressor. Section IV depicts the
POMDP formulation of our trans-layer ROHC compressor
design. We present a general POMDP solution as well as a
detailed complexity analysis in Section V. Section VI delivers
numerical results before Section VII concludes the work.

II. SYSTEM MODEL
A. Notations
The following notational conventions are used throughout
this paper. Scalars, vectors, matrices and sets are represented

4233

Transmitter Receiver
Application Application
RTP RTP
TCP/UDP TCP/UDP
1P P
Compressed-
header packets
ROHC > ROHC
(Compressor) |[e=-======-szmeeunan (Decompressor)
Dedicated feedback]

(O,R-mode)
MAC MAC
PHY PHY

Fig. 1. Wireless ROHC header compressor and decompressor in the protocol
stack of a packet switched network.

with regular font, bold-face lower-case, bold-face upper-
case, and calligraphic letters, respectively. Matrix transpose
is denoted with (-)”. The Cartesian product of sets 4 and B
is denoted as 4 x B. All the Markov matrices are written as
left stochastic matrix in which each column sums to 1, and all
the probability vectors are column vectors. As a naming rule
throughout this manuscript, the subscript “C”, “H”, “D” and
“T” stands for “compressor”, “channel” and “decompressor”
and “transmission”, respectively. And in the Markov model,
state variables with and without prime symbol (e.g. s’ and s)
represent the next state and the current state, respectively. The
time index, i.e. the sequence number of the n-th packet/time-
slot, is denoted as “[n]”. We use C language style notation for
indexing variables which starts from 0.

B. An Introduction to ROHC System

Fig. 1 depicts the location and functionality of ROHC
header compressor and decompressor in the protocol stack of
a packet-switched wireless network. In a typical ROHC mech-
anism, each packet stream must rely on its own compressor
and decompressor. We focus on a simple model in which a
U-mode ROHC compressor transmits a packet stream with
compressed headers whereas a corresponding remote decom-
pressor receives and recovers the packet header (along with
the full packet recovery by the receiver). This work focuses
on the compressor design for unidirectional (U-mode) ROHC
in which there is no ROHC feedback, unlike bidirectional
optimistic (O-mode) and reliable (R-mode) ROHC in which
available feedback greatly simplifies the state transition logic
of the compressor. U-mode ROHC is important since ROHC
must always start from the U-mode before transitioning into
other modes (if so designed) [4, Sec. 4.4.1].

As described in [4, Secs. 4.3.1 and 5.3.1], the U-mode
compressor can be modeled as a finite-state machine (FSM)
with three states, each represented with the type of packets
transmitted at this state. The fields of a packet header can be
roughly categorized as being static, which does not change
throughout the packet session (e.g. IP address), and dynamic,
which changes regularly and mostly in specific patterns and
thus can be compressed, for example, with a non-constant
serial number (e.g. IP ID) [2]. The compressor always starts
in the Initialization and Refresh (IR) state by transmitting
IR packets, whose headers are not compressed, to establish
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context synchronization. First-Order (FO) packets are usually
partially compressed, which contain differential information
of the dynamic fields and rarely a few static fields, in order
to efficiently communicate irregularities in the packet stream.
Finally, the header of the Second-Order (SO) packets are
fully compressed. The compressor state transitions upwards
to higher order states (FO and SO) by sending several packets
within each lower state (i.e., IR and FO) to gain enough
confidence with respect to context synchronization by the
remote decompressor without receiving decompressor feed-
back. It also needs to transition downward based on timeouts
and the need for updates [27, Sec 3.3] to prevent the context
at the compressor and the decompressor to become out-
of-synchronization (OoS) due to loss of packets. Since we
focus on the compressor optimization against lossy channel,
we assume that the input to the compressor is always regu-
lar/compressible, such that downward transition to FO state is
only needed to recover context synchronization and downward
transition to IR state is not necessary. For modeling of the
packet source we refer our readers to [24].

Correspondingly, the decompressor is also modeled as a
FSM with three states [4, Secs. 4.3.2 and 5.3.2]. In the Non-
Context (NC) state, the decompressor requires initialization
and can only decode IR packets. Upon successful reception
of at least one IR packet, thereby establishing context for
both the static and dynamic field, the decompressor transitions
upward to the Full-Context (FC) state, in which all three
types of (IR, FO, SO) packets can be decoded. In case of
repeated decompression failures, the decompressor could also
transition back down to an intermediate Static-Context (SC)
state, where one FO or IR packet would suffice to re-establish
context synchronization to move the decompressor upwards
again to FC state. In this work, we have assumed that the
packet source is always compressible and a decompression
failure is solely caused by transmission error. Consequently,
a single FO packet transmitted successfully is sufficient for
upward transition from SC to FC, and for the original “k—out-
of—n” downward transition rule we can set k = n = 1. Despite
being derived from our regular packet source assumption, both
conditions are highly realistic [4, Secs. 4.3.2 and 5.3.2.2.3].

A key header compression technique is the Window-based
Least Significant Bits (WLSB) algorithm which is adopted
on many header fields [4, Sec. 4.5.2]. As a modification of
the Least Significant Bits algorithm, the WLSB compressor
maintains a reference window based on which the compressor
decides to transmit £ LSBs. Upon receiving the compressed
header verified by CRC, the decompressor is able to figure out
the complete header by identifying the only possible value
in the interpretation interval, as long as the its reference
value resides in the compressor’s window. In this work, we
characterize the robustness of our ROHC system based on
WLSB encoding with a single parameter W, i.e., the maximum
number of packets that can be lost consecutively without losing
context synchronization [21]. We note that the selection of
the WLSB parameters is out of the scope of our work here
and readers may review [23] for more details. Combined with
the aforementioned FSM-model, our decompressor model is
similar to model 2 in [21].
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Fig. 2. Finite state machine (FSM) model of the ROHC decompressor, whose
state transition depends on the transmission status of the channel (s7) and the
header type from the compressor (sc).

In summary, the work flow of our ROHC model during
a packet session is demonstrated with the state transition
diagram of the decompressor dependent on the transmission
status and the header type from the compressor as shown
in Fig. 2. The state of the decompressor is represented
by sp = FCy,...,FCy, SC,NC, where FC, denotes the
decompressor still maintaining full context but a consecutive
of w packets have been lost. Also, s7 = 1 and s7 = 0
represent successful/failed transmission of a packet and sc
denotes the header type. Initially, the decompressor always
starts from the NC state. Upon the successful transmission of
an IR packet with a full header, both the static and the dynamic
context have been established and thus the decompressor
enters the FCp state and is able to decompress all three
types of packets if transmitted successfully. As long as the
decompressor maintains full context (sp = FCy, ..., FCy),
the successful transmission of any type of packet will lead the
decompressor back to FCy state. If a consecutive of W + 1
transmission has failed, the dynamic context will be lost and
the decompressor enters the SC state where it is only able to
decompress IR or FO packet. Upon the successful transmission
of either of these two types of packets, the decompressor will
transition back to FCy state. For notational convenience, we
denote sp = w, w =0,..., W as the decompressor being in
FC,, state, while sp = W + 1 and sp = W + 2 as SC and
NC state, respectively. In the following section we also denote
sc =0,1,2 as IR, FO and SO headers, respectively.

C. Channel Model

Existing work [24] on ROHC adopts the Gilbert-Elliot
model [43] for the time-varying ROHC channel. However,
in practice the channel quality may not be so clear-cut into
only two states. It is even less likely that the transmission
in “good” state always succeeds and that in the “bad” states
always fails as assumed in [21]. Due to error-control measures
in lower layer of the protocol stack such as link-adaptation
and HARQ, it would be more reasonable to characterize the
ROHC channel into more than two states, each associated with
a known probability of successful transmission, as suggested
in the original Gilbert-Elliott model [44]. Moreover, since
different ROHC headers generate different packet lengths
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to be segmented/aggregated at lower layers, in general the
channel for different types of packets needs to be characterized
individually.

In this work, we consider a general finite-state Markov
channel (FSMC) [45], [46] with K states, whose parameters
can be estimated from wireless traces with, for example, a
modified Baum-Welch algorithm [47]. The transition matrices
of this channel are denoted by a K-by-K matrix Py and
the probability of successful transmission of IR, FO and SO
packets are denoted by ps., sc =0, 1, 2 respectively.

D. Assumptions

To enable a simple yet meaningful analysis, we make the
following practical assumptions on our system model:

A1l The three types of headers and the payload capsules
in a packet have fixed lengths, denoted as Hy, Hi, H>
and L p, respectively, such that Hy > H; > H, would
reflect different compression levels of IR, FO and SO
headers. The total length of IR, FO and SO packets are
denoted as Lo, L1, L», respectively, where L; = H;+Lp,
i=0,1,2.

We let po < p1 X p2 to represent the probability of
successful transmission of IR, FO and SO packets, respec-
tively, where < denotes entry-wise less than or equal to
relationship.

As shown in Fig. 2, as long as one IR packet is transmit-
ted successfully, the decompressor is never going back to
the NC state.

Assumption Al is meant to facilitate a straightforward
analysis. In reality, there are more than one types of FO (e.g.
IR-DYN, UOR-2, etc.) and SO packets (e.g. UO-0, UP-1, etc.)
and the payload length may also vary. Such subtle differences
can be neglected. Assumption A2 suggests that under the same
channel condition, longer packets are more prone to packet
loss. Assumption A3 is due to the fact that the static fields of
the headers remain unchanged throughout the entire lifespan
of the packet stream [4, Sec. A.1]. Consequently, we expect
an efficient design of ROHC compressor to transmit many
IR packets at the beginning of the packet session and before
alternatingly transmit the shorter FO and SO packets. This
design philosophy can be deliberately enforced by “slow-start”
in conventional ROHC compressor (Section III-D). On the
other hand, our proposed trans-layer ROHC compressor is
able to decide when to transmit IR packets based on belief
on the decompressor’s states updated with lower layer channel
information (Section IV-B).

A2

A3

III. OPTIMIZATION OF CONVENTIONAL
U-MoDE ROHC COMPRESSOR

The state transition for a U-mode ROHC compressor is
determined by several timer/counters [4, Sec. 5.3.1.1], which
leads to deterministic, periodic behavior easy to implement.
However, in terms of performance analysis and optimization,
this model is undesirable in that it is difficult to derive a
relationship between the average performance measurement
and the parameters without Monte-Carlo simulation. A rigor-
ous Markov modeling of the ROHC system with the periodic
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Fig. 3. (a) The timer-based U-mode ROHC compressor model characterized
by fo, f1, f2 and dy, dy, dp. “cntr” stands for “counter”. (b) The correspond-
ing Markov ROHC compressor model characterized by Pc.

compressor would result in a prohibitively large state space if
the period is large.

To overcome this dilemma of the timer-based U-mode
ROHC compressor, we approximately model it as a Markov
process that is much more amenable to theoretical analysis
and optimization. We identify a few key characterizing vari-
ables which can be evaluated for both conventional ROHC
compressor and the Markov ROHC compressor, and derive
a one-to-one mapping between the design parameters of the
two models. Consequently, to analyze a timeout based ROHC
compressor, we first map it onto a Markov ROHC compressor;
we then carry out the analysis/optimization on the Markov
ROHC compressor before mapping the results back to the
timeout based ROHC compressor.

A. Markov Chain Modeling of Practical Compressor

The Markov compressor has the same three states
as the conventional ROHC compressor, characterized by
a 3-by-3 state transition matrix Pc. The entry Pc;; is the
probability of transition from state j to state i, where i,
j =0,1,2 denotes IR, FO and SO, respectively.

The stationary behavior of any U-mode compressor can be
approximately characterized by 6 design parameters, namely
fsc and d,., which represents the fraction and the average
duration of consecutive transmission of IR, FO and SO pack-
ets, respectively, where sc = 0, 1, 2 denote IR, FO, and
SO packets, respectively (Fig. 3). Because of the constraint
Z§c=0 fsc = 1, these 6 parameters actually have a degree-
of-freedom (DOF) equal to 5. In comparison, Pc has a DOF
equal to 6. To facilitate a 1-to-1 mapping between the two set
of parameters, we note that in practice it makes no sense for
the compressor to transition from IR state to FO state, instead
of directly transitioning to SO state. Consequently, we let
Pc,10 = 0. For the Markov compressor, f = [fo, f1, fz]T
denotes simply the steady-state distribution of P, whereas
do, di, d» denote the mean durations of the three states,
respectively. In summary, the two set of parameters can be
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Fig. 4. Periodic operation of U-mode compressor based on timeout.

mapped from one to the other by solving
1 1 1
d

do = , d = sdy = )
Pc 20 Pc,o1 + Pc21 Pc,o2 + Pc,12
Pcf =f. ey
and such mapping has the feasibility region:
fo_Nh o fa_ Jo
= s s s d ’ d 5 d o= S T > 'R
F [(fo fis f2,do, di, d2) Lod D d
PSR st se=012) @
do d >

It is easy to verify that a typical timer-based U-mode ROHC
compressor [26, Fig. 5] which transmits one segment IR
packet and N segments of FO and SO packets alternatingly
within each period, as shown in Fig. 4, satisfies the feasibility
conditions. Instead of optimizing the timeout-based ROHC
compressor directly, we optimize the parameters of the approx-
imated Markov compressor, and then map its parameters back
to that of the timeout-based ROHC compressor. Our simulation
results in Section VI demonstrates the effectiveness of this
approach. Next we focus on the performance evaluation and
optimization of the approximated Markov compressor.

B. Performance Metrics and Optimization

By modeling the U-mode ROHC compressor as a Markov
process, the entire ROHC system consisting of the compressor,
the channel and the decompressor can now be formulated
as one integrated Markov process. To see this, we denote
the system state as a 3-tuple s = (sc¢,sp,sy) € S, where
sc € Sc = {0,1,2}, sp € S$p = {0,---, W + 2} and
sg € Sy = {0,---,K — 1} are the compressor’s state
(header type of the next packet), the decompressor’s state and
the channel’s state (last realization), respectively. The ROHC
system’s state space S = Sc X Sp X Sy has a cardinality
of 3(W + 3)K. As explained in Sec. II-C, the transmission
status st depends on sc and s,. The state transition prob-
ability is illustrated as a dynamic Bayesian network (DBN)
[48, Sec. 8.2] in Fig. 5, where circles represent random
variables (RV) and arrows represent conditional dependency.
The transition probability of the overall Markov model is

p(s'ls) = p(sclsc)p(sylsu) p(splsp, sc, sy) (3)
where p(si|sc) and p(sy|sg) are defined by Pc and Py,
respectively, and
p(splsp,sc,sy) = p(splsp, st = 1,sc)plst = lIsc, sp)

+p(splsp, st =0,5c)p(st = Olsc, sp)

“)
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Fig. 5. Dynamic Bayesian network (DBN) representation of the ROHC
system with the Markov compressor.

where p(s7 = llsc,sy) = Psc.s), and p(splsp,st,sc) €
{0, 1} are defined by Fig. 2.

The primary benefit for formulating such an integrated
Markov model is that many performance metrics can be
readily defined using its (marginal) stationary distribution. For
instance, we can define the compression transparency t as the
probability that the decompression is successful, conditioned
on a successful transmission. We note that a decompression
success is equivalent to the event of sb = 0. Thus,

psp # 0,57 = 1)

t=pp=0sr=1)=1- Sor = D) 5)
in which

k-1 K-1

plsp #0st=1)= D D> plsc=2,5p=W+1,5m)
sp=0s},=0

x p(sylsa)plst = 1lsc =2,5y) (6)
2 K-l

plr=1)= D" > zcscmpyy, plsr = 1lsc, sy)
SCZOS/H:O

(7N

where p(sc = 2,sp = W + 1,sg) is the full stationary
probability for state s = (2, W + 1, sy), whereas nc 5. and
Tp,s, represent the marginal stationary probability of the
compressor being in state sc and that of the channel being
state s7,, respectively. 7 serves as an indicator of how well
the ROHC avoids unnecessary packet loss caused by header
compression. Against such packet losses, upper layers may
have to retransmit, causing extra delays.

In this work, we consider compressor optimization to maxi-
mize the transmission efficiency #, which directly measures the
effective bandwidth usage of a packet-switched link equipped
with ROHC. Specifically, define # as the ratio of the expected
number of decompressed payload bytes to that of the trans-
mitted bytes (including header and payload), namely
wp,oLlp

n(Pc) = —5 @®)

Zsc=0 7, scLsc
where 7p o stands for the marginal stationary probability of
the decompressor for sp = 0.

Because it is difficult, if not impossible, to derive a closed
form for the stationary distribution of the ROHC system,
our approach solves the problem numerically. At first glance,
there are 5 variables in P¢ to optimize, which represents a
very large search space. In order to simplify the compressor
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design problem, we note that, as mentioned in Section II-D,
it is desirable for a ROHC compressor to transmit only
FO and SO packets alternatingly after the establishment of
context synchronization. This is because FO packets have
less header overhead and are less vulnerable to packet loss
than IR packets. Thus, 7c,0o = 0. However, its optimality
is not guaranteed as Pc may not exhibit such property in
general. Also, since the decompressor always starts in the NC
state, it must receive enough IR packets to establish context
synchronization.

In the following, we will first show that under certain condi-
tions our Markov compressor model indeed favors transmitting
only FO and SO packets. We then show how protocol-dictated
“slow-start” action can be integrated into our Markov ROHC
compressor to ensure context synchronization by transmitting
more IR packets during the initial phase of a ROHC session.

C. Conditions for the Simplification of Pc

From Fig. 2, since st = 1 is a necessary condition for
sy, = 0, we have 7p o = p(s, = 0,s7 = 1). Hence (8) can
be rewritten as

Lp ST = 1)t

2p( )T ©)
ZSC=0 mC,scLsc
We note that both p(s7 = 1) and the denominator in (9)
depend on the Markov compressor only via its stationary
distribution. We construct the following surrogate compressor

nPc) =

0 _0 0
Pc=10 Pci1 Pcox+ Pci2 (10)
1 Pco Pc»
where
= Pcpome, o+ Pepime,l 5 -
Pcor = , Pcii=1—Pcp (11)

mTc,0+C,
which is directly related to the quotient Markov chain [49].
The stationary probability of P¢ is coherent with that of P,
ie.wco=0, 7c1 =nco+ mc,1 and T2 = 7C 2.

Since Hy > Hp whereby L; > Lo, the denominator
in (9) of n(Pc) is no larger than that of 7(Pc). As long as
t(P¢) ~ ©(P¢), which is verified numerically in Section VI,
P tends to generate larger efficiency 7. Consequently, in order
to maximize the transmission efficiency # over Pc, we can fix
Pco1 = Pc,02 = 0 such that eventually only FO and SO
packets are transmitted alternatingly. This is in accordance
with the fact that, in practice, when the decompressor is
in the SC state, reception of any packet sent in the FO
state is normally sufficient to enable transition to resume
context synchronization [4, Sec. 4.3.2]. As a result, we have
7c,0 = 0 since the corresponding states are transient. Now
the maximization of # is reduced to an optimization problem
with respect to Pc 11 and Pc 2, only, instead of Pc which has
5 independent variables in the search space.

Under this condition, we can study a reduced Markov
compressor with only two states s¢ = 1, 2. Correspondingly,
the Markov transition matrix for the ROHC system with
reduced state space Sg = {s|s € S, sc # 0} is defined as

Pc Ty (1- Pc,zz)Tz}

Ps = 12
S |:(1_PC,11)T1 Pc 2T (12)
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where
Ay Al A O
B; 0 0 0
=0 . : C
: B, B, 0
| 0 0 0 Py
Ay A, 0 0
B> 0 0 0
T, =] 0 (13)
. B2 PH 0
Lo - 0 0 Py

where A, = diag(ps.)Py and By, =Py — Ay, sc = 1,2.
Note that, however, Pg has two closed communication classes,
ie. St ={s|lsp Z W+ 2,5 € Sg} and $ = Sr\S1. Therefore,
its stationary distribution is not uniquely defined. To tackle this
issue, it is ensured by the slow-start operation to be introduced
next that enough IR packets have been transmitted before
the compressor enters the stationary distribution such that the
decompressor is not in NC state. Consequently, the stationary
distribution of the ROHC system can be uniquely defined with
non-zero values over 5j.

In summary, the optimization of the Markov compressor is
well-defined as

maXPC,ll,PC,QZ ", s.t. 0 =< PC,H < l; 0 < PC,22 < 1 (14)

which can be easily solved with general-purpose optimization
tools or a basic 2-D grid search.

D. The Slow-Start Strategy

The maximization of efficiency # in (14) is based on the
steady-state analysis of our Markov model. However, in prac-
tice, when a ROHC session starts, the initial state of the system
must have sc = 0 and sp = W 4 2. As a result, when directly
applying the optimized Markov compressor, there shall only be
a limited number of IR packets transmitted on average before
the compressor transitions into other states and would not
transmit IR packets again. Consequently, the decompressor has
a non-negligible chance of never leaving the NC state. Thus,
the ROHC system may not converge to the desired stationary
distribution corresponding to max 7.

This scenario directly justifies the strategy of transmit-
ting IR packets more frequently in the beginning of a
ROHC session. One such strategy already adopted in practical
ROHC compressor is called slow-start [4, Sec. 5.3.1.1.2],
[27, Sec. 3.3.1], in which an uncompressed IR packet is
transmitted with exponentially increasing intervals. To imitate
this operation so as to actually approach the maximum #,
we define the following time-varying Markov compressor
based on the optimal Pc from the previous section:

A Pco 1<n< dn=i—-2+72
Pc[n]={AC’O =1 = G EITETE )
Pc  otherwise
where n = 0,1,... is the index of the transmitted

packet, ny,, is the duration of the slow-start phase and
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Pco=1[0,1,1;0,0,0; 1,0, 0]. The optimal P¢ has Pc 1; and
[A’c,zz optimized as in the previous section and ISC,()() =0
is in accordance with [27] in which only one full header
is sent each time. The Markov compressor defined by (15)
strictly ensures that when n < n;4, there is one IR packet
transmitted with growing intervals as a power of 2. If the
slow start-phase is long enough therefore enough IR packets
has been transmitted, then asymptotically the compressor can
be reduced to have only two states (FO and SO). As long as
}A’c,” # 0 or ﬁc,zz # 0 and Py is ergodic, it is easy to verify
that Pg is also ergodic and thus the stationary distribution
is uniquely defined. In practice, n,,,, can be selected based
on numerical simulations, but it is inherently impossible to
achieve the optimal performance in both the transient and the
stationary stage, as to be shown in Section VI.

IV. A NEwW TRANS-LAYER U-MODE ROHC
COMPRESSOR DESIGN

Thus far, we have focused on optimizing the conventional
U-mode ROHC compressor based on statistical information
regarding the ROHC channel. To further improve the efficiency
and reliability of ROHC U-mode without requiring explicit
and costly feedback channel as in O-mode and R-mode,
we now present a new trans-layer framework for controlling
ROHC compressor by leveraging useful information obtained
from the lower layers to obtain partial information of the
decompressor’s state.

A. Exploiting Trans-Layer Information

We note at least two types of lower layer information
available for ROHC control at the PDCP layer:

1) A status estimate of whether or not the previous ROHC
packets have been transmitted successfully. This esti-
mate can benefit, for example, from the HARQ feedback
as discussed in [28]. It is characterized by the false alarm
probability Pra and the mis-detection probability Pyp
for the detection of transmission failures.

2) An estimate of the previous ROHC channel state. This
information can be acquired by analyzing the control
signaling from lower-layers (e.g.,CQI reports from PHY,
link-adaptation, etc.). The channel estimator’s perfor-
mance is characterized by matrix Eg, whose entry E g ;;
is the probability that the estimated channel state in i
when the true channel state is j.

Ideally, it is possible to get the transmission status estima-
tion and channel state estimation for the most recent ROHC
packet. However, in practice, due to the transmission and
processing delay of, for example, the HARQ and CQI feed-
backs, the ROHC compressor at the transmitter’s PDCP layer
may only acquire lower layer information with d ROHC packet
delay. We will address this problem by extending the state
space after formulating a basic trans-layer ROHC compressor
without observation delays.

B. A POMDP Formulation

For ROHC context synchronization, it is important for the
compressor to process packet headers in accordance with the
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Fig. 6. DBN representation of the ROHC system with the trans-layer POMDP
Compressor.

decompressor’s state. However, the compressor does not have
a direct knowledge on the U-mode decompressor’s state. Our
POMDP formulation aims to allow the compressor, without a
direct state feedback from the decompressor, to estimate the
state of a U-mode decompressor based on partial observations
from lower layer signaling.

Our fundamental principle is that, based on the initial
state of the decompressor, the transmission and channel state
estimation, a belief on the ROHC system’s state can be
continuously updated, and an optimal decision can be made
regarding the type of packet header to transmit next. This
problem can be formulated into a partially-observable Markov
decision process (POMDP) [50]. First, we consider the simple
case of zero-delay estimation where d = 0, represented as a
DBN in Fig. 6. Our trans-layer ROHC compressor is formu-
lated into a POMDP defined by the following elements [50,
Definition 12.2.1]:

o State of the system: Defined as the Cartesian product
of the decompressor’s state and the channel’s state § =
(sp,SH) €S =5p X SH.

o Action of the agent: The POMDP compressor decides
the type of packets to transmit next, which is defined as
aca=5 =1{0,1,2}.

e Observation: Defined as the combination of packet status
estimation and channel estimation 0 = (o7,0y) € Q =
Qr x Qg where or € Qr = {0, 1} has the same meaning
as st, and Qg = Sy = {0,..., K — 1}. Qr and Qp
represent the observation space of the transmission status
and the channel state, respectively.

o Probabilistic transition function T (8, a,§) = p@E'[§, a):
the probability of transition from § to § given action a.
This function is defined as

T(§,a,8) = p(sylsu)p(splsp. a,sy) (16)

in which p(splsp,a,s}) is defined exactly the same
as (4) by replacing s¢ with a.

o Observation function O, a,0) = p(o|§, a): the prob-
ability of observing o in state s’ after executing a. This
function can be defined as

0@ a,0) = plonlsy)plorla,sp,sy) — (17)

where p(op|sy) is defined by the channel estimation
matrix Exy whereas

plorla, sy, sy) = plorlst = Dp(st = 1la, sy, sy)
+plorlst = 0)p(st =0la, s}, sy). (18)
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Here p(or|st) is defined by Ppa and Pyp. Moreover,
p(stla, s, sp;) can be evaluated as:

- If sb = 0, the transmission must have been success-
ful, ie., p(st = 1la, sy, sy) = 1.

- If s}) =1,..., W, the transmission must have failed,
ie. p(st = lla,sp,sy) =0.

-If s, = W+ 1, when a = 0,1, p(s7 =
lla,sp,sy) = 0; When a = 2, there is no
knowledge on whether the transmission was suc-
cessful or not without knowing sp. Hence, the best
action one can do is to “infer” the transmission
status according to the channel state, i.e. p(sy =
la, sy, sy) = plsr = lla, sy) = Pa.s),» a4 € A.

— Similarly, if s, = W 4 2, then for a = 0, we have
pGst = lla,sp,sy) = 0; For a = 1,2, p(st =
lla, S/D, s}{) = p(st = la, s;{) = Pa,sy-

e Reward function R(8, a, §'), the immediate reward of tran-
sition from § to § by executing a. In order to optimize 7,
the reward function is defined as the single-transmission
efficiency, namely

RS, a,8) = 1(s/D =0)1(a=i)Lp/L; (19)

fori =0,1,2.

Let g, (s) be the joint belief regarding the decompressor and
the channel’s state s at time m. Denote the |S|-by-1 vector qy,
whose entries are ¢,,(s), s € S as the belief vector of the
POMDP system at m, which is updated by the observation o
and the action a via [50, eqgs. (12.2) and (12.3)]. The goal of
our POMDP formulated from the ROHC design problem is to
find an optimal policy 7, which maps belief of the state at m
to an action, namely a, = 7(q,;,), to maximize the infinite-
horizon discounted reward:

max 355y - E[R(n, 7 (dn), su+1)] (20)

with discount factor 0 <y < 1.

Due to the choice of the reward function in Eq. (19),
our POMDP maximizes the discounted sum of instantaneous
transmission efficiency instead of the asymptotic efficiency

o[Egen] - s @
to formulate a classical POMDP, where sc[n], sp[n] denote
the state of the compressor and the decompressor at time n,
respectively and 1(-) denotes the indicator function.

The solution to the POMDP problem termed policy is a
set of “lower bound planes” vectors ¥ = {a} of dimension
|S| [51]. Each vector is associated with an action a[a] € 4.
The optimal action is selected with a simple online look-up
according to the belief vector q:

alq) =a |:arg max och:|. (22)
acV

Now we have established the basic POMDP model for the
optimal control of ROHC when lower layer information is
available with zero delay. To address practical issues, in the
next section we will generalize the POMDP framework by
considering delayed lower layer information.
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C. POMDP Given Observation Signal Delay

For practical systems, we must take into account the effect
of observation delay d. One classic approach is to augment
the state space with the action history such that 5, =
(a4, SD,d, SH,d) € S; = a9 x S, where ag = [ay,...,aq]
to incorporate a; as the action taken i-ROHC packets ago.
Note that sp 4 and sy 4 are, respectively, the decompressor’s
state and the channel’s state going back d ROHC packets
in time. As a result, the dimension of the state space grows
from dim(5) = (W + 3)K to dim(5;) = 3%(W + 3)K. Fur-
thermore, the observation obtained with delay is represented
as 04 = (OT,d, 0H,d) e Q.

The POMDP formulation under observation delay of d
packets are then augmented as follows. The probability tran-
sition function T, (84, a, 521) is redefined as:

TaBa,a,8)) = p(sy 41sH.a)P(Sp 41SD.d> Ads Sy 4)
x d(aq, a, a);) (23)

where

d
d(ag,a,a)) =1(a) = a)Hl(alf =a;,_1)
i=2

(24)

The observation function 0(521, a,0q):8; x Ax Q— [0,1]

0@y, a,04) = p(on,alsy ) p(or.alsp 4> ads Sy 4)-  (25)
And the reward function R(84,a,8)) : 54 x Ax 53 — R
L
RGa.a.5) = 7-0@d.a, a)1(sp 4 =0).  (26)

aq
We shall present a general POMDP solution and a detailed
complexity analysis in Section V.

V. SOLVING THE POMDP DESIGN PROBLEM
AND COMPLEXITY ANALYSIS

It is generally intractable to solve POMDP problems exactly
due to its prohibitive complexity [52], [53]. Nevertheless,
there are efficient approximated POMDP solving techniques
such as MDP-based heuristics and point-based value iteration
methods (See references in [50, Sec. 12.3]) and many imple-
mentations [54]-[58]. In this work, we adopt the SARSOP
algorithm [54], [59] to solve the POMDP problems on a
general-purpose PC (with an Intel Core-i7 4790 CPU and
16GB DDR3 memory), which can provide decent solutions
for state space with dimension of ~ 10* within a few seconds.
Since the POMDP needs only to be solved once for given sys-
tem settings, our proposed algorithm can be executed during
each the ROHC negotiation process or even offline followed
by a policy look-up. Hence, algorithm of such complexity level
is in fact practical.

The online complexity for our trans-layer ROHC compres-
sor to determine the header type for each packet transmitted
originates from two operations. First, for the belief update,
the main computational overheads are in the evaluation of
the a priori belief on state §); caused by an action a without
observation [50, egs. (12.2) and (12.3)], namely

2.6 = D pGyla, )qGa)

§d 63}1

27)
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TABLE I
THE DEFAULT SIMULATION SETTINGS

WLSB W=53
Headet/Payload Ly=59,L1=15Ly=1,Lp=20
Channel Ip=5,€e=0.1;pp=0.1,pg=09

Nmax = 20

d=2,1=10% Ppy = Pyp =0.1
P(oy =B|s}, = G) = P(oy =Glsj, =B) =0.1

Markov Comp.

POMDP Comp.

which can be evaluated as a matrix-vector product q, = Ty 4q,
where q,, q, T, 4 represent the belief vectors corresponding
to ¢4(5);),q(54) and the transition probabilities p (5|54, a),
respectively, for §,5; € S4. Due to the sparsity of the
transition matrix T, 4, for each given action a, the complexity
to compute all g4(5)) is O(15]K).

Second, the optimal action selection in (22) requires the
evaluation of Aq, where A is a |7|-by-|S,| matrix whose rows
correspond to o € V. In practice || is usually of the same
order of scale as |Sy|. An effective approach to lower this
complexity is to replace the policy matrix A with its /-rank
approximation A; = U;,1;121¢1,1¢1(V;,1;1)T where A = UT VT
is the SVD of A [60]. Since the SVD only needs to be
performed once, it does not account for the online complexity.

Let ® be the set of rows of matrix U. 1.,XZ1.,1.¢ and
a[r] € A4 be the action associated with the same row in A
as r in A;. The policy-lookup in (22) can be evaluated in two
steps:

by = (V.1..)"b, and a(b) =a [argmaerR rTbV] , (28)

Consequently, the reduced complexity for policy look-up
becomes O(|S4|€ + |V|€). In our test £ is determined by
parameter A such that o1/0¢ < A and o1/0¢+1 > A, where
o; denotes the i-th largest singular value of A.

VI. NUMERICAL EXAMPLES AND RESULTS

In this section, we present examples and numerical results
to demonstrate the efficient design of the Markov compressor
and the POMDP compressor, and compare their performances
under various settings and measurements.

A. Test Setup

Unless otherwise noted, we consider a ROHC system with
the settings as listed in Table. I. Here the WLSB window width
is set to 3 according to [23] for higher packet loss rate, which
corresponds to W = 5. Larger W results in stronger robust-
ness to lossy channels at the expense of larger compressed
header size and/or fewer CRC bits in the compressed headers.
We consider a typical IPv6/UDP/RTP stream. Different header
types have the following different structures [4, Sec. 5.7]:

o IR packet: packet type (1 octet) 4+ profile (1 octet) +
CRC (1 octet) + IPv6 (38 octets) + UDP (6 octets) +
RTP (12 octets) = 59 octets.

o« FO packet (IR-DYN): packet type (1 octet) + profile
(1 octet) + CRC (1 octet) + IPv6-dyn (2 octets) + UDP-
dyn (2 octets) + RTP-dyn (8 octets) = 15 octets.

o SO packet (UO-0): 1 octet.
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Fig. 7. Cumulative density of the relative error of 7 and # from the surrogate
Markov compressor. Here At = t(P¢) —t(P¢) and Ay = n(Pc) — n(Pc).

The length of a typical VoIP payload can be as low as
20 bytes [61]. The channel model considered in our simulation
is the Gilbert-Elliot model defined with the average duration
of a sequence of “bad” states /p, or mean error burst length,
and the steady-state probability of the “bad” state €, which are
set to some realistic values as in [21] and [43] and mapped to
state transition probability with p(sy; = Glsyg = B) = 1/13,
p(sy = Blsy = G) = p(syy = Glsy = B)/(1/e — 1). The
successful transmission probability pg and pp are selected
to characterize that the “good” and “bad” state may not be
so clearly-cut. For the POMDP compressor, we assume a
default channel state estimation error probability of 0.1. All the
POMDP instances in this section are solved within 30 seconds
with the maximum gap between the upper and lower bound
of the value function returned by SARSOP to be 4.78%.

B. Optimization of U-Mode Compressor
With Markov Approximation

In Fig. 7 we firstly verify the fact that z(Pc) ~ 7(Pc)
and that n(Pc) Z n(Pc). For this figure, 200000 instances
of Pc are generated randomly in which (Pc 00, Pc,20),
(Pc,01, Pc,11, Pc,21) and (Pc,02, Pc,12, Pc,22) are uniformly
distributed on the 2-D/3-D simplex and the cumulative fre-
quency histogram of the relative error of #(P¢) and 7 (Pc)
w.rt n(Pc) and 7(Pc¢), respectively, are evaluated numeri-
cally. As expected, Pc in general achieves approximately the
same or better performances as compared with Pc, thereby
justifying the use of }A’c,m = IA’cjoz =0.

Fig. 8 demonstrates the optimization of dy, d» of a timer-
based ROHC compressor by mapping them into Pc 1 and
Pc>> and optimizing the latter accordingly. The empirical
performance of the timer-based compressor is shown in filled
contour graph. The optimal solution (marked with “o”) for
our default settings is Pc,11 = 0.000 and Pcay = 0.895,
corresponding to di = 1 and d> ~ 10. We find that 13c,11 =0
is generally true for better channel settings asymptotically,
which is consistent with [19]. Also, # drops sharply when
Pc 2> approaches 1, i.e. when the FO packets are not trans-
mitted frequently enough to maintain context synchronization.
On the other hand, it appears that # is less sensitive to smaller
Pc 2>, implying that conservative strategy of transmitting more
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Fig. 8. n and 7 over dj,dp = 1,2,...,100, which are mapped
to Pc 11 = 1—1/dy and Pc 27 = 1—1/dp and plotted with 2-D filled contour
graphs. The optimized transition probability Pc 11 and Pc 2o are marked with

2

a “o”. The gap between the optimal performance from the Markov compressor
and the timer-based compressor is 1.89%.

FO packets is better than the aggressive strategy of sending
fewer FO packets, especially under inaccurate channel esti-
mates. We also notice that max # corresponds to a compression
transparency of 7 = 0.95, suggesting that the efficiency is
maximized at the cost of minor loss in the transparency.

C. Demonstration of POMDP Belief Update

In Fig. 9, we demonstrate the mechanism of how our
POMDP compressor observes and estimates the channel and
transmission status, updates its belief on the state of the ROHC
system, and determine the type of packets to transmit. For
simplicity we consider d = 0. Some interpretation about this
result are as follows:

o At n = 0, the belief on the channel follows its stationary
distribution and the decompressor state is NC, therefore
an IR packet is transmitted.

e At n = 1, the POMDP compressor observes that the
last channel state was “good” and the transmission was
successful. Reflected by the updated belief, the decom-
pressor is likely in FCy state. Consequently, a SO packet
is transmitted.
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Fig. 9. Evolution of the marginal belief of the POMDP compressor on
the channel and the decompressor’s state versus the actual (Act.) states. The
estimated (Est.) channel and transmission states are also plotted. Transmission
failures are represented with markers.

e At n = 6, the last channel observation was “bad” and the
last transmission observation was a failure; Thus there is
a moderate possibility that the decompressor is in FCj.

e At n = 10, the last channel observation was ‘“bad” but
the last transmission observation was a success. However,
these two estimations seem contradictory since a bad
channel rarely results in a successful transmission. Con-
sequently, in the belief update we observe a “splitting”
phenomenon with a moderate belief for the decompressor
in both FCy and FC; states. This phenomenon is also
observed in n =7, n = 27 and n = 28.

o Starting from n = 9, there are 6 consecutive transmission
failures. At n = 14, the belief for the decompressor in SC
state is already high. As a result, the compressor begins
to transmit FO packet. At n = 15, due to the “splitting”
phenomenon, the decompressor is most likely to have
reverted to FCy state; Hence a SO packet is transmitted.

o« Atn = 16, we observe a “merging” phenomenon. Due to
the “splitting” at n = 10, the belief on the decompressor’s
state at n = 15 focuses mainly on FCs and SC, apart from
FCyp. Then an observation of failed transmission suggests
transitioning into SC from both FCs and SC, i.e. the two
beliefs combine into a single larger belief on SC. As a
result, the compressor decides to transmit a FO packet.
This phenomenon also manifests at n = 21.

o At n = 28, the observation of a successful transmission
and “good” channel state gives the POMDP compressor
a higher confidence that the decompressor is back in
FCy state. Consequently, SO packets are transmitted for
ensuing transmissions.

D. Empirical Performance

In Fig. 10, we demonstrate the evolution of the empirical
efficiency z[n], i.e. the average of the ratio between the
total successfully decompressed bits over the total transmitted
bits (cumulative). We compare the empirical performance of
the conventional timer-based compressor optimized with the
Markov approximation technique in Sec. III (red lines) and
that of the POMDP compressor (the blue line). For reference
purpose, we also plot (black lines) the expected efficiency
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Fig. 10. Evolution of the empirical efficiency #.

when a single type of header is used assuming no OoS, namely

~ r_ Lp
Na=p,®g—, a=20,1,2 29)
Lq

where mg is the stationary distribution of the Markov channel.
Apparently 7, is an upper-bound of transmission efficiency
for all tested ROHC schemes. We also plot the theoretical
efficiency maximized with the Markov approximation in (14)
(the magenta line). To demonstrate the necessity of the slow-
start phase, we also plotted the performance of the timer-based
Markov compressor with n,,,c = 1, i.e. only 1 IR packet is
transmitted to establish context synchronization.

It is important to note that the performance gain of the
POMDP compressor over the optimized timer-based compres-
sor is two-fold. First, the asymptotic efficiency of the former
surpasses the latter by about 10%. Second, the efficiency
of the POMDP compressor grows much faster than that of
the timer-based compressor. In fact, the performance gain of
the POMDP compressor over the Markov compressor is over
15% for n < 80. This suggests that the POMDP compressor
outperforms the conventional U-mode compressor by an even
larger margin when the packet stream requires frequent context
re-initialization. Hence, our proposed POMDP compressor for
ROHC exhibits much better applicability than the conventional
U-mode ROHC compressor.

In Fig. 11, we demonstrate the performance gain of the
POMDP compressor over the Markov compressor when inac-
curate trans-layer information is available. We let Ppa =
Pup = P.r and ploy = Blsy = G) = plog =
Gls;, = B) = P, p, which define the accuracy of the
transmission status the channel state estimation, respectively.
As our results show, the performance is more sensitive to
the former accuracy. Nevertheless, when at least one of the
two estimators exhibits a moderate accuracy, the POMDP
compressor achieves a substantial performance gain over the
timer-based compressor.

We also notice that there are two special cases herein.
On one hand, the case of P.,,7 =0 and P, g = 0.5 is equiva-
lent to a conventional R-mode compressor, where each packet
transmission results in an ACK/NACK, with the same feed-
back delay. The performance of the POMDP compressor can
approach that of the R-mode compressor even under moderate
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Fig. 12. Empirical efficiency # versus estimator delay.

estimation error. On the other hand, the case of P, 7 = 0.5
and P, y = 0.5 is equivalent to a U-mode compressor whose
actions fully rely on the underlying unobservable Markov
decision process (UOMDP). As we can see, its asymptotic
performance is close to that of the Markov compressor, which
justifies our Markov approximation technique for efficiency
optimization.

The impact of the observation delay d on the POMDP
compressor is demonstrated in Fig. 12. The results show that a
transmission/channel state estimation delay d up to 5 packets
has little impact. However, when only a small number of
packets are transmitted, the effect of an observation with non-
zero delay on the performance can be more noticeable.

Next we test the performance against various channel con-
ditions. In Fig. 13 and Fig. 14, we demonstrate the perfor-
mance of the POMDP and the Markov compressor under
different channel quality (¢) and time-correlation (/) settings,
respectively. Apparently, the POMDP compressor is more
robust against poor channel conditions. Intuitively, when the
channel is nearly perfect (¢ — 0) or when the Markov
channel degenerated into a time-independent and random
channel (labeled as /g = 0), the gain on asymptotic efficiency
of the POMDP compressor over the optimized timer-based
compressor diminishes. In fact, in comparison with the upper-
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bound 7y, we note that there is little room for improve-
ment as the optimized U-mode compressor already performs
well. Even in this case, the POMDP remains advantageous
when only a small number of packets are transmitted before
re-initialization. On the other hand, when the channel is in
poorer condition with larger € and longer coherence time, the
POMDP compressor outperforms the timer-based compressor
by a larger margin, both in stationary efficiency and short-term
transient efficiency.
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As mentioned earlier, the conventional ROHC compressor
cannot maintain high compression transparency and high
transmission efficiency at the same time. In comparison,
the POMDP compressor optimized for maximum transmis-
sion efficiency also outperforms the timer-based compressor
in terms of compression transparency. In Fig. 15-Fig. 18,
the empirical compression transparency 7 of the POMDP
compressor is compared with that of the optimized timer-
based compressor under the same estimation accuracy/delay
and channel settings as in the previous simulations. We observe
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a performance gain in compression transparency similar to that
in transmission efficiency, as long as the quality of the trans-
layer information is not too low.

VII. CONCLUSION

This work formulates and investigates the optimization and
a trans-layer design of U-mode RObust Header Compression
(ROHC) for improving payload efficiency in wireless packet
networks. For networks using a traditional timer-based header
compressor, we present an optimization scheme based on
a Markov approximation technique, which enables efficient
evaluation and optimization of various performance measure-
ments. For networks exploiting trans-layer signaling to further
boost the performance of ROHC, we propose a trans-layer
compressor design which makes use of the information from
lower layers regarding the channel state and the packet loss
status. We propose a novel application of partially observable
Markov decision process (POMDP) such that the new ROHC
compressor can update its belief on the wireless channel
and the decompressor states based on imperfect and delayed
observations and adjust the compression level accordingly. Our
numerical results show that the Markov compressor model
can closely imitate a general timer-based compressor and
can be effectively optimized. We demonstrate great potential
for the trans-layer ROHC compressor based on POMDP to
further improve the stationary packet efficiency and agility
against frequent context re-initialization, under various channel
settings and qualities of the trans-layer information.
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