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1 Introduction

Montgomery [1] conjectured that the pair correlation of critical zeros up to height T  of the
Riemann zeta function ¢ (s) coincides with the pair correlation of eigenvalues of random
unitary matrices of dimension N in the appropriate limit as 7, N — oo. This remarkable
connection initiated a new branch of number theory concerned with relating the statistics
of zeros of ¢(s), and of L-functions more generally, to those of eigenvalues of random
matrices. While additional support for this agreement was obtained by the work of Hejhal
[2] on the triple correlation of ¢ (s), Rudnick and Sarnak [3] on the #n-level correlation for
cuspidal automorphic forms, and Odlyzko [4,5] on the spacings between adjacent zeros
of ¢(s), the story cannot end here as these statistics are insensitive to the behavior of
any finite set of zeros. As the zeros at and near the central point play an important role
in a variety of problems, this led Katz and Sarnak [6,7] to develop a new statistic which

captures this behavior.

Definition 1.1 Let L(s, f) be an L-function with zeros in the critical strip py = 1/2 + iys
(note y; € R if and only if the Generalized Riemann Hypothesis holds for f), and let ¢ be
an even Schwartz function whose Fourier transform has compact support. The one-level
density is

Difig) =Y ¢ (- logqr), (11)
of

where ¢/ is the analytic conductor.

© The Author(s) 2017. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,

@ Springer O pen provided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
— indicate if changes were made.


http://crossmark.crossref.org/dialog/?doi=10.1007/s40993-017-0091-9&domain=pdf
http://creativecommons.org/licenses/by/4.0/

Barrett et al. Res. Number Theory® Page 2 of 21

Their Density Conjecture [6,7] states that the scaling limits of eigenvalues of classical
compact groups near 1 correctly model the behavior of these zeros a family F of L-
functions as the conductors tend to infinity. Specifically, let Fx be a sub-family of F with
suitably restricted conductors; often one takes all forms of conductor N, or conductor at
most N, or conductor in the range [N, 2N7]. If the symmetry group is G, then we expect

Di(Fi9) = lim ﬁm Di(f; ) = [ RELAGEE

_ [ OWG) D) (12)

where K(y) = Si;;y, Ke(x,9) = K(x — y) + eK(x + y) for € = 0, 1, and

W1(SO(even))(x) = Ki(x, x),

W1(SO(odd))(x) = K_1(x, x) + 8o(x),

W1(0)(x) = %W1(So(even))(x) + %W1(SO(0dd))(x),
W1(U)(x) = Ko, x),

W1(Sp)(x) = K_1(x, x). (1.3)

While the Fourier transforms of the densities of the orthogonal groups all equal 8o (y) +
1/2in (-1, 1), they are mutually distinguishable for larger support (and are distinguishable
from the unitary and symplectic cases for any support). There is now an enormous body
of work showing the 1-level densities of many families (such as Dirichlet L-functions,
elliptic curves, cuspidal newforms, Maass forms, number field L-functions, and symmetric
powers of GLy automorphic representations) agree with the scaling limits of a random
matrix ensemble; see [6—29] for some examples, and [10,27,30] for discussions on how
to determine the underlying symmetry. For additional readings on connections between
random matrix theory, nuclear physics and number theory see [31-39].

We concentrate on extending the results of Iwaniec, Luo, and Sarnak in [18]. One of
their key results is a formula for unweighted sums of Fourier coefficients of holomorphic
newforms of a given weight and level. This formula writes the unweighted sums in terms
of weighted sums to which one can apply the Petersson trace formula; it is instrumental
in performing any averaging over holomorphic newforms, since one can interchange
summation and replace the average of Fourier coefficients with Kloosterman sums and
Bessel functions, which are amenable to analysis.

A drawback of their formula is that it may only be applied to averages of newforms of
square-free level. One reason is that the development of such a formula depends essentially
on the construction of an explicit orthonormal basis for the space of cusp forms of a given
weight and level, which they only computed in the case of square-free level. In 2011,
Rouymi [40] complemented the square-free calculations of Iwaniec, Luo, and Sarnak,
finding an orthonormal basis for the space of cusp forms of prime power level, and applying
this explicit basis towards the development of a similar sum of Fourier coefficients over
all newforms with level equal to a fixed prime power.

In 2015, Blomer and Mili¢evi¢ [41] extended the results of Iwaniec, Luo, and Sarnak
and Rouymi by writing down an explicit orthonormal basis for the space of cusp forms
(holomorphic or Maass) of a fixed weight and, novelly, arbitrary level.
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The purpose of this article is, first, to leverage the basis of Blomer and Mili¢evi¢ to
prove an exact formula for sums of Fourier coefficients of holomorphic newforms over
all newforms of a given weight and level, where now the level is permitted to be arbitrary
(see below, as well as Proposition 5.2 for a detailed expansion). The basis of Blomer and
Mili¢evi¢ requires one to split over the square-free and square-full parts of the level; this
splitting combined with the loss of several simplifying assumptions for Hecke eigenvalues
and arithmetic functions makes the case where the level is not square-free much more
complex. As an application, we use this formula to show the 1-level density agrees only
with orthogonal symmetry.

1.1 Harmonic averaging
Throughout we assume that K, N > 1 with k even. By H;(N) we always mean a basis of
arithmetically normalized Hecke eigenforms in the space orthogonal to oldforms. Explic-
itly, it is a basis of holomorphic cusp forms of weight k and level N which are new of level
N in the sense of Atkin and Lehner [42] and whose elements are eigenvalues of the Hecke
operators Ty, with (1, N) = 1 and normalized so that the first Fourier coefficient is 1. We
let Ar(n) denote the nth Fourier coefficient of an f € H}(N) (see the next section for more
details).

For any holomorphic cuspidal newform f, we introduce the renormalized Fourier coef-
ficients

Tk —1\Y*
Ve (n) = <W) |lf||N1)»f(Vl), (1.4)

where |[f||]2\[ = {f,f)n and (-, -, )y denotes the Petersson inner product (see, for instance,
[43, (14.11)]). We then define

Aen(mn) = > Wg(m)Wy(n), (1.5)
geZ(N)

where %) (N) is an orthonormal basis for the space of cusp forms of weight k and level N.
The importance of Ay (m, n) is clarified by the introduction of the Petersson formula in
the next section.

Using the orthonormal basis %y (N) of Mili¢evi¢ and Blomer, we then prove the follow-
ing (unconditional) formula.

Theorem 1.2 Suppose that (n, N) = 1. Then

k—1 2
> == Y woM ] (pf_l)

feH;(N) LM=N P2M

1
o mT Agpu(m’ ). (L6)
(m,M)=1

A key part of the proof is a result on weighted sums of products of the Fourier coef-
ficients, which we extract in Lemma 3.1. Note that in many cases, the right-hand side
of (1.6) is preferable to the left-hand side, as it is amenable to application of spectral
summation formulas such as the Petersson formula (Proposition 2.1) and can be studied
via Kloosterman sums, see Proposition 5.2. More generally, this sort of formula has a
variety of applications involving the Fourier coefficients of holomorphic cusp forms and
L-functions. Rouymi uses his basis and formula to study the non-vanishing at the central
point of L-functions attached to primitive cusp forms; we elect to apply our formula to
generalize [18, Theorem 1.1] on the one-level density of families of holomorphic new-
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form L-functions by removing the condition that N must pass to infinity through the
square-free integers.

1.2 The Density Conjecture
Before stating our results, we introduce the L-function L(s, f) associated to a f € H}(N)
as the Dirichlet series

Lisf) =Y r(mn™™. (1.7)
1

See Section 3 of [18] for the Euler product, analytic continuation, and functional equation
of L(s, f); L(s, f) may be analytically continued to an entire function on C with a functional
equation relating s to 1 — s. We also need similar results for its symmetric square (see
[43,44]):

L(s, sym®f) = L(s,f ® £ )L(s, x) ™%, (1.8)

where y is the nebentypus of f (we will only consider the case of trivial nebentypus below).

We now assume the Generalized Riemann Hypothesis for L(s, f), and, for technical
reasons, L(s, sym? f) as well as for all Dirichlet L-functions (see Remark 1.5). Then we may
write all nontrivial zeros of L(s, f) as

.
of = 3 + iyy. (1.9)
For any f' € H;(N), we denote by ¢/ its analytic conductor; for our family
Cf = k2N (1.10)

Towards the definition of the one-level density for our families, we start with (1.1), the
one-level density for a fixed form f; the ordinates y; are counted with their corresponding
multiplicities, and ¢ (x) is an even function of Schwartz class such that its Fourier transform

() = f_ " gy (1.11)

has compact support so that ¢(x) extends to an entire function.

Our family 7 (N) is H; (N), where the level N is our asymptotic parameter (and .7 =
Un>1% (N)). It is worth mentioning that limy_ oo |Hy (N)| = co. The one-level density is
the expectation of D (f; ¢) averaged over our family:

> Dilf;¢). (1.12)

feH;(N)

Dy(H{(N); ¢) := Hr (V)|
k

Iwaniec, Luo, and Sarnak [18] prove the Density Conjecture with the support of ¢ in
(—2,2) and as N runs over square-free numbers. We prove the following theorem with no
conditions on how N tends to infinity; new features emerge from the presence of square
factors dividing the level.

Theorem 1.3 Fix any ¢ € ./ (R) with suppa C (=2, 2). Then, assuming the Generalized
Riemann Hypothesis for L(s, f) and L(s, sym?f) for f € H}(N) and for all Dirichlet L-
functions,

> Diffio) = [ s@wmio1may (113)

lim —
N—00 |Hk(N)|feH]:(N)
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where W1(O)(x) = 1 + %So(x); thus the 1-level density for the family H;(N) agrees only
with orthogonal symmetry.

More generally, under the same assumptions the Density Conjecture holds for the family
H(N) for any test function ¢(x) whose Fourier transform is supported inside (—u, u) with
u < 2log(kN)/ log(k®N).

Remark 1.4 While [18] are also able to split the family by the sign of the functional
equation, we are unable to do so. The reason is that for square-free level N the sign of the
functional equation, ¢, is given by

e = i*u(N)Ar(N)N'/2 (1.14)

(see equation (3.5) of [18]). By multiplying by %(1 + €) we can restrict to just the even
(e = 1) or odd (¢f = —1) forms, at the cost of having an additional A;(N) factor in the
Petersson formula. This leads to involved calculations of Bessel-Kloosterman terms, but
these sums can be evaluated well enough to obtain support in (—2, 2). Unfortunately there
is no analogue of their equation (3.5) for general level.

Remark 1.5 Webriefly comment on the use of the various Generalized Riemann Hypothe-
ses. First, assuming GRH for L(s, f) yields a nice spectral interpretation of the 1-level
density, as the zeros now lie on a line and it makes sense to order them; note, however,
that this statistic is well-defined even if GRH fails. Second, GRH for L(s, sym?f) is used
to bound certain sums which arise as lower order terms; in [18] (page 80 and especially
page 88) the authors remark how this may be replaced by additional applications of the
Petersson formula (assuming GRH allows us to trivially estimate contributions from each
form, but a bound on average suffices). Finally, GRH for Dirichlet L-functions is needed
when we follow [18] and expand the Kloosterman sums in the Petersson formula with
Dirichlet characters; if we do not assume GRH here we are still able to prove the 1-level
density agrees with orthogonal symmetry, but in a more restricted range.

The structure of the paper is as follows. Our main goal is to prove the formula for sums
of Hecke eigenvalues and then use this to compute the one-level density. We begin in §2
with a short introduction of the theory of primitive holomorphic cusp forms, as well as
the Petersson trace formula and the basis of Blomer and Mili¢evi¢. In §3 we find a formula
for AN (m, n), which we leverage in §4 to find a formula for the arithmetically weighted
sums, AZN(n) (see [18, (2.53)]); this is Theorem 1.2. Using our formula, we find bounds for
AZ, n (1) in §5, culminating in the computation of the one-level density in §6 (Theorem 1.3).

2 Preliminaries
In this section we introduce some notation and results to be used throughout, much of
which can be found in [43].

2.1 Hecke eigenvalues and the Petersson inner product

Our setup is classical. Throughout k, N are positive integers, with k even. Let S (N) be
the linear space spanned by cusp forms of weight k and trivial nebentypus which are
Hecke eigenforms for the congruence group I'g(N). Each f € Si(N) admits a Fourier
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development
f@) =) arme(nz), (2.1)
n>1

where e(z) = €27

and the as(n) are in general complex numbers, though as we only
consider forms with trivial nebentypus, our Fourier coefficients are real.
It is well known that Si(N) is a finite-dimensional Hilbert space with respect to the

Petersson inner product
(el = / f(@)g2)y**dx dy, (2.2)
To(N)\H

where $) denotes the upper-half plane ) = {z € C : J(z) > 0}. Given a form on I'o(M), it
is possible to induce a form on I'g(N) for M | N. We call such forms for which M < N
“old forms”; the basis of ones orthogonal to the space spanned by the forms with M < N
which are eigenvalues of the Hecke operators are called the “new forms” or “primitive
forms”. We write the inner product with a subscript N to indicate we are considering f
and g as forms on I'g(N), when perhaps (f, g) s might make sense as well.

Atkin and Lehner [42] showed that the space Sg(XN) has the following canonical orthog-
onal decomposition in terms of the newforms described in §1.1: let H; (M) be a basis of
arithmetically normalized Hecke eigenformsforms for the space of newforms of weight k
and level M (typically we choose M to be a divisor of N). Then

SNy= @ P S, (2.3)
LM=N feH} (M)
where Si(L;f) is the linear space spanned by the forms
fielz) = £2f(¢z) with | L. (2.4)

Though the forms fi¢(z) are linearly independent, they are not orthogonal.
If f € H;(M) then f is an eigenfunction of all Hecke operators Ta(n), where

Tm© = = 3 & > f(‘”;”) 25)

ad=n b (mod d)
(a,M)=1
For a fixed f € H{(M), let A¢(n) denote the eigenvalue of T (n); i.e.,
Tm(m)f = Ar(n)f (2.6)

for all » > 1. The Hecke eigenvalues are multiplicative; more precisely, they satisfy the
following identity for any m, n > 1:

Mmie(n) = Y Ap(mn/d?). (2.7)

d|(m,n)
(dM)=1

We normalize so that

ar(1) = 1. (2.8)
Then ay(n) and Af(n) are related by

ag(n) = Af(n)n(k_l)/2. (2.9)
Deligne showed that the Weil conjectures imply the Ramanujan-Petersson conjecture for

holomorphic cusp forms, and then proved them. As a consequence, for f € H;(N) we
have the bound

|Ap(m)] < T(n), (2.10)
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where 7(n) is the divisor function, and if f € H; (M) and p | M, then

1 .
= if M
AP =1F Pl (2.11)
0 ifp* | M,
see, for instance, [40, (2.8)].
We recall the definition (1.4) of the normalized Fourier coefficients Wy (1) attached to
any cusp form f:

Tk—1\Y*
¥y = (ot ) Iy <7 w0, (212

Let By (N) be an orthogonal basis of S;(N). Then

|2k (N)| = dim S(N) =< v(N)k, (2.13)
where
v(N) = [[o(1): o) =N [ [+ 3 (2.14)
pIN

From the Atkin-Lehner decomposition, we also deduce

dim Sy(N) = Y (L) |[Hp M) (2.15)
LM=N

Recall Definition (1.5) of Ay (m, n):

Aen(mn) = > Wg(m)Wy(n). (2.16)
ge€B(N)

The importance of Ay (m, n) is established by the Petersson trace formula.

Proposition 2.1 (Petersson [45]) For any m, n > 1 we have

Apn(m,n) = 8(m, n) + 277 i Z 1S, m; )1 (@) . (2.17)

¢=0 (mod N)

Though the quantity Ay (1, 1) is independent of the choice of an orthonormal basis,
we would like to compute with the Petersson trace formula using an explicit basis %y (N)
to average over newforms. However, as remarked, the spaces Si(L;f) do not have a dis-
tinguished orthogonal basis. Therefore, to produce a basis % (N), we need a basis for
the spaces Si(L;f). Iwaniec, Luo, and Sarnak [18] write down an explicit basis when N is
square-free. As we will see in the next section, Blomer and Mili¢evi¢ [41] have recently
obtained a basis for arbitrary level N. Our first key idea, a kind of trace formula for sums
of Hecke eigenvalues over newforms in the case N is arbitrary, is an explicit computation
with this new basis. Our second key idea on the one-level density of the L-functions L(s, f)
for f € Hy(N) uses our first key idea in an essential way to reduce the problem to the one
already treated by Iwaniec, Luo, and Sarnak.

To Hj{(M) we often associate xo,u, the trivial character mod M:

1 if(mM) =1,
xom(n) = (2.18)
0 otherwise.
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2.2 An orthonormal basis for S; (N)
For f € H}(M) consider the following arithmetic functions, which coincide with the ones
defined in [41] up to a few corrections [46]:

b)rs(b)? AT YN
’jf(C) = ZM alc) = Z M Blc) == Z XO,M( )= (b)

twisted ’ 2 ? - ?
LA Ok ble b bl b
(2.19)
where ju7(c) is the multiplicative function given implicitly by
1 Mo
LiEs)y =) = (2.20)
c
or explicitly on prime powers by
M) =1
@) = {xomp) j=2 (2.21)
0 j>2
and
Gi“{iswd(b) — Z XO;M(’")‘ (2.22)
r|b
For ¢ | d define
djtre(d/e dje
S V1 L) 02

a0 = R a (/02 (ry (d)ad)) >

Write d = dydy where d; is square-free, dy is square-full, and (dy, dz) = 1. Thus p || d
implies p | d1 and p? | d implies p? | do. Then for ¢ | d define
£4(0) = £}, ((d1, )&}, (A, ©)) (2.24)

We record the following identities; while these are not needed for the arguments in this
paper, they were of use in an earlier draft in investigating related problems, and thus may
be of use to others. For prime powers, £;(£) simplifies as

1) =1, & (0") = (1 (p) (1 = xom @)/p%) 7%,
&) =17 (0) 12, & (") = 426, ("), (225)

- .
60 = G G0 = P60, forvz2

Blomer and Mili¢evi¢ prove the following.

Proposition 2.2 (Blomer and Mili¢evi¢ [41, Lemma 9]) Let

fa@) =Y EOf e (2), (2.26)
0d
where N = LM and f € H;(M) is Petersson-normalized with respect to the Petersson norm
on Sk(N). Then {f; : d | L} is an orthonormal basis of Sy (L;f).

Note that in our application we are not using the Petersson normalization but instead
have normalized our forms to have first coefficient 1; thus for us below we have an orthog-
onal basis which becomes orthonormal upon dividing the forms by their norm.

In addition, we will also use of the following lemma. Originally stated in the context of
square-free level, the same proof holds in general.
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Lemma 2.3 (Iwaniec, Luo, Sarnak [18, Lemma 2.5]) Let M|N and f € Hy(M). Then

(N)p(M)

(£f)y = @m)*rK)” Z(Lf), (2.27)

12M
where ¢ is the Euler totient function, and
oo
Z(s,f) = Z Af(nz)n_s with Ress—1L(s,f @ f) = Z(L,f)M/op(M). (2.28)
n=1

It is often convenient to work with the local zeta function

Zn(sf) = Y amehHes (2.29)

N>

If f € H{(N), then we may write Z(1,f) = ]_[p Z(1,f) and one deduces from (2.11) and
(2.7) that the local Euler factors Z,(1, f) are given by

(1+2) po itpiN
Zy(Lf) = (1+5)‘1(1_},)‘1 itp || N (2330)

1 ifp? | N,

where pr(c) is the multiplicative function

_ RN A () \*
pre) = Zu(b)b( v(b)) = H(l—p(m) ) (231)

blc ple

Assume now that N = LM and f € Hy (M) is normalized so that A¢(n) = 1, and, writing

pL, M) = [] 2" (2.32)
PPIL
PIM
note that
Zimppm) (S f) = Zn(s f). (2.33)

Thus, without loss of generality, we assume for the next calculation that (L, M) = 1; in
particular, no prime divides both L and M. Specializing to s = 1, we find

e

MN
———[]r!
¢(M)v(N) 1% 2 P
) () TH5) (45)
= 1--= 1+~ 1—= 14—
pl:L( p P LL p p
—1 2 _
xl_[(l—i—l) pr(l’)_ll_[<p 21>
pm 1% PAM P
p p
1\! 1\ ! 1\ ! .
-T1(=3) (+3) T(+) o
plIM pM
PIN
= l_[zpu, ), (2.34)

pIN

Page 9 of 21
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since f € Hy(M). We obtain

MN _
o L@ = 2D [] (
15?1%4 PM

We also note that if p { M, then r¢(p) = pr(p), and if p | M, then rr(p) =1 — Af(p)z/p.

) (2.35)

3 Aformulafor Ay y(m, n)
In this section we provide the following explicit formula for Ay (m, 1) in terms of Hecke
eigenvalues. We start with a generalization of Lemma 2.7 of [18] to general N.

Lemma 3.1 Suppose (m, N) = 1 and (n, N) = 1. Then

12 Z (1 f)
Apn(m, n) = mpl:[uv ( ) Z Z N ) ))»f(l’l) (3.1)

LM=N feH} (M)

p?

Before we can prove the above lemma, we begin with a result about the coefficients
inherited from the orthonormal basis defined in Proposition 2.2. Note that iff (z) € H L (M)

has Fourier expansion

flz) = Zaf(n)e(nZ), (3.2)
n>1
then
= Y EOf It @) = ) &) f (t2), (3.3)
lld lld

so the coefficients of the Fourier expansion of f;(z) are given by
ag,(n Z E4(0) 02 ar (1), (3.4)
Li(dn)

Let N = LM and let f be a newform of weight k and level M. Let f' = f/||f||n so that
f' is Petersson-normalized with respect to level N (i.e., ||f’||y = 1) and note that
)\f(n)n(k’l)/2

If1In
Then by Proposition 2.2, the set {f é :d | L} is an orthonormal basis of S (L; f). Let

N = U U Uy (3.6)

LM=N feH} (M) d|L

ag(n) = (3.5)

be our orthonormal basis for S;(N). We have

Ik —1) \Y? — 1)\ /2
Anlmn) = Y (W) g1y ag(m )(%) gl ag(m)

ge#((N)

1-k —
= @) Kem) T Th=1) Y S Y Al ay (mag ()

LM=N feH; (M) f}d|L

= (47)'~ k(mn) F(k - 1)

<2 2 ZW”N(Z E4(0) 0K/, () m£) k- M)

LM=N feH} (M) d|L £)(d,m)
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X (Z Sd(ﬁ)fk/zaf(%)(n/e)(k1)/2)

C(d,n)

12 M 1
~ (k= 1)u(N) 2 o (M) 2 Z(Lf)

M
LM=N feH: (M)

xy ( > sd(e)el/zxf(%)) (Z sdw)el/%f(%)), (3.7)

diL \&\(dm) L|(d,n)

where the last equality follows from (2.27).

We now specialize to (n, N) = 1 and (m, N) = 1, as these assumptions simplify the
calculations significantly and are sufficient for our application to the one-level density. In
particular, as d|L|N and (m, N) = (n, N) = 1, £|(d, m) implies £ = 1 (and similarly for
£|(d, n)). Thus the previous equation simplifies to

12 M A (m)As(n) )
A ,n) = 1)~ 3.8
K (m, 1) (k—l)“(N)WX_:w(M)fE,%M) Z0L5) %sd() (3.8)

The task is now to understand

> &1

d|L

which we investigate in the following lemma.

Lemma 3.2 Let f be as before, with LM = N. We have

2
Y e = [Tow™ [] 5— (39)
d|L 5{\1{4 pzle p
pHM

Proof Using the definition of &;(€), writing d = d1da, where d; is squarefree and dy is
squarefull and (dy, d3) = 1, we have

) Ar(d1)? g (do)?
;aju) B %rﬂd)dﬂ(dl)za(dz)‘ (310

Recall that p7(1) = 1, ,uf(pz) = xom(p), and ps(p?) = 0 for all e, > 2. As all functions
in the sum above are multiplicative, we can factor as follows:

s A (p)? Xom ()1 — pw(p®)?)
;Sd(l) = p!:l[L (1 + PP + rmra (3.11)

We now break into cases when (p, M) = 1 and (p, M) # 1 to remove the xo.n(p):

A (p)* 1— u(p®)? )
£,(1) = (1 I +
; ‘ p!l PP’ 1 (PP ) pl,:l[L
(pM)=1 (B.M)#1

A (p)?
x (1 + rf(p)pﬂ(p)2) , (3.12)
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We can now simplify many of the terms as follows. If (p, M) = 1, then

Bp)* =1 +1/p)
a(p?) =1 -1/p%,
rf(p = pf(p . (3.13)

If (p, M) # 1, we have

Bp) =a@®) =1,

2
rr(p) =1— i (15) (3.14)

In addition, note that r¢(p) = r¢ (»?). Thus we can write the right hand side of (3.12) as

A (p)? 1— pu(p)> A (p)?
P|IL + 5 f ) P|IL p\l——
Ban=1 PP T P s i
(3.15)
Recall that because f € H} (M),
L ifpm,
apr={r ' Pl (3.16)
0 ifp?| M

Therefore we can rewrite the second product in (3.15), and obtain

2 _ ep)2 2
Sawt = ] [1e e T ().
d|L (;,’ZZ')‘L or(p)p (1 + 13) pr(p)p (1 - 17) f\l%/l

We now simplify the first product above as

i (e (14+2) @ =D+ @202~ 0+ (14 1) (1 - ulP)
PIL pr(p)p (1 + 1%)2 > —1)

(»M)=
<11 <p —1)

(P (1—1—117)2 — )»f(p)2> (pz _ 1)+)»f(p)2(192 —1)4p (1_'_1%)2 (1 /,L(pel’)z)
B 2
PIL pr(p)p (H_Il?) 2 —1)
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p(1+ 1) 07— wlp?) (r
. 1)\ (2 _ P - 1)
Lt 2 (1 + 15) P> =1 ) L

plIiM
-1 r
= ]‘[ o7 (p) ]‘[ <sp2 — 1), (3.18)
pIL P2IN
M M
which completes the proof. O

Combining Lemma 3.2 with equations (2.35) and (3.8) yields Lemma 3.1.

4 Aninversion and a change from weighted to pure sums
We now introduce the arithmetically weighted sums, as defined in [18, (2.53)],

Ap(m)hp(m)Zn (1, f)
Z(Lf)

Arn(mn) = Z (4.1)

feH(N)

This allows us to state one of our main results, which generalizes work of Iwaniec, Luo,
and Sarnak [18, Proposition 2.8] and Rouymi [40, Proposition 2.3].

Proposition 4.1 Suppose (m, N) = 1 and (n, N) = 1. Then

12 p2 —1 A% 2

Axn(mn) = F—ON ]_[ (;ﬁ) Z Z AL (me?, n) (4.2)

p2|N LM=N ¢|L*®

e,M)=1

and
* k—1 P2 - -1 2
Ainlmn) = ——— wMm T (= > Agm(mt® n). (4.3)
LM=N p2M 4 )L

(6,M)=1

Proof of Proposition 4.1 We first prove (4.2). Note the following: (m,N) =1, (n, N) = 1
and £ | L* imply (m, M) =1, (n, M) = 1, and (¢, m) = 1.
These observations together with Lemma 3.1 imply

12 P’
Arntmn = g3 11 (pz - 1)

P2IN

Zrypwmy (L Zu(1, f)
§ Z Z Z(L,1)

Af (Wl))»f (n)
LM=N feH; (M)

12 P
~ (k=DN 1 <p2—1>

P2IN

<y Y (X Af(ﬂ)e—l)ZZAﬁ,l}f;)xf(m)xf(n)

LM=N feH}(M) = L
(6,M)=1

2
G —121)N [1 <p—2p_1) Do 2 ALy lme . (4.4)

PIN LM=N (|
(6M)=1
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We are now ready to prove (4.3) using Mobius inversion. We begin with

k-1 o\ -1 2
o > koM ] (p2_1> D Akulme®,n)

LM=N p2\M £|L>®
, M)—
= e [ () D e i r
o H -1 - l)M pr—1
LM=N P2AM 2IL®
(e, M)=1

DD ZMilf’? 0

QW=M feH} (W)

_ ZM(Lf)
- Y Y Y ( 3 aed)e 1) 200 ap () ()

LM=N QW=MfeH: (W) (L™
,M)=1
z
= > ) Y Y ZN(llf)x(m)xf(n).
LM=N QW_MfeH* w) f
Let
Z )
ZvWw) = Y ZN((lljf;)xf(m)xf(n).
feHrw) T

Interchanging orders of summation yields

Yoo Y ENW) = Y En(W) Y ull) = Afym ),

LM=N QW=M WIN N
W

as the Mobius sum vanishes unless W = N and Zy(N) = A7 (m, n).

(4.5)

(4.6)

One of our primary applications of Proposition 4.1 is to obtain a formula for pure sums

of Hecke eigenvalues. We define the pure sum

Ay = > a(n)

FEHEN)

(4.8)

(not to be confused with A} (m, n), which is weighted) and prove Theorem 1.2 from the

introduction, which we restate here for convenience.

Theorem 1.2 Suppose that (n, N) = 1. Then

k—1

LM=N PAM

-1
> Z m_lAk,M(mZ, n).

(mM)=1

(4.9)

Proof We remove the weights in (4.1) by summing m*IAZ, N(m2, n) over all (m, N) = 1.
We will need to replace Zewoo Z(M’N)Zl(Em)_lkf(ﬁz)kf(mz) with ), -, r_lkf(r2); some
care is required as we do not have absolute convergence. This can be handled replacing

(tm)~! and r~! by (¢m)~* and r~*, and then taking the limit as s tends to 1 from above.

We do not need absolute convergence of the series to justify the limit; it is permissible

as the Dirichlet series are continuous in the region of convergence and all sums ats = 1

exist as the sum of the coefficients grow sub-linearly.

Page 14 of 21
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On one side we have

2
Z m_lAZ,N(Wl% Vl) — Z m—l Z )"f(m ))\f(Vl)ZN(l,f)

(m,N)=1 (m,N)=1 fEH,:(N) Z(l;f)
A P
= X Zap X @ k@)
feH{(N) (m,N)=1(|N®
)»f(l’l) 1 5
A
Z Z(l,f)zr f(’")
feH;(N) r=1
= ) k0
feHLN)
= Apn(). (4.10)
On the other hand we have, using (4.3), for (n, N) = 1,
Z m_lAZN(mz, n)
(m,N)=1
k—1 pz -1 1
— k=1 1 5
= 2 om0 >0 M [ <p2_1) > 7 M)’ n)
(6, M)=1
/ —_
D) MLMH( 1) > > —AkM ((m0)* )
LM=N PAM (mN)=1 £L®
(6,M)=1
-1
k—1 1
= Lm — A (m®, ). 411
12 l_[ (p _1> Z p kv (m®, n) (4.11)
LM=N M (m,M)=1
This completes the proof. O

5 Estimating tails of pure sums

One might inquire about the convergence of the innermost sum in Theorem 1.2. It is
assured by the holomorphy of L(s, sym? f), but is not absolute (see [18, p.79] for a full
discussion). For this reason, following [18, §2], we begin our work towards the Density
Conjecture by splitting

Apn(m) = Ay () + ARy (), (5.1)
where
/ _ k-1 p - -1 2
M) = —= D WM [[ (=) D m ' Ambr’n),  (52)
LM=N p2M p (m,M)=1
L<X m<Y

and Aoo (n) is the complementary sum. Here X, Y > 1 are free parameters.
We con51der sequences ./ = {a,} that satisfy
Y Ml@a; < (kN (5.3)
(gnN)=1
for all f € Hy(M) with M | N such that the implied constant depends only on ¢. The
sequence we need for our application, given by

logp  ifg=p=Q (5.4)
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and a, = 0 elsewhere, satisfies this property provided log Q « log kN, assuming GRH for
L(s, f); see [18, p. 80] for more details. The lemma below is a straightforward modification
of Lemma 2.12 of [18] to the case of general N.

Lemma 5.1 Suppose (n, N) = 1 and that <f satisfies (5.3). Then

Y AR g)ag < KNXT+ YTV (kNXY ). (5.5)
(gnN)=1

Proof Suppose (g, nN) = 1. We use Theorem 1.2 and the various definitions of the sums
of the s’s to obtain the expansion for the complementary sum A rn (79), and then sum
this weighted by 4, over g relatively prime to nN. We simplify some of the resulting sums
by grouping them with Lemma 3.1. Thus

AN = Y wl) Y islng)

KLM=N feH; (M)

L>X
+ Y u@) Y MRy (KM;Y), (5.6)
KLM=N feHF (M)
L<X
where
Zim(Lf) _1 9
Rp(KM;Y) := 20 Z m™ g (m?). (5.7)
(m,KM)=
m>Y

By the Riemann Hypothesis for L(s, sym>(f)) we have
Re(KM;Y) < Y V2 (kKMY)'. (5.8)

Combining this fact with the Deligne bound for ’Af(n)

Y OANmRag = D ) Y M) D A@lag

(gnN)=1 KLLM)=(N SfeH{(M) (gnN)=1
+ Y ) Y amR(KM;Y) D Ap(q)ag
KEMEN feHE (M) (@nN)=1
< ) IWDH DT ()N
KLM=N
L>X
+ Y R@HEM)|T(n)Y TV AKKMY ) (nkN)®
I(LLM)=(N

<« ¥ IM(L)I< l)gz»(M)r(n)(nkN)E

KLM=N
L>X

+ > IM(L)I< )w(M)r(n)Y V2 (kKMY)* (nkN)*

KLM=N
L<X

< Y KEGRNY + Y KNYTVA(RKMY ) (kN )

KLM=N KLM=N
L>X L<X
< KN(X7Y + Y V2) (nkNXY)E. (5.9)

This establishes the lemma. O
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We now substitute the Petersson formula (Proposition 2.1) for each instance of
A p1(m?, n) to obtain an exact formula for A (1) in terms of Kloosterman sums; this is
a generalization of Proposition 2.12 of [18].

Proposition 5.2 Suppose (n, N) = 1. Then

21
Lg/[f:x PAM p
P\
_— L)M
+ oM [ (pz 1)
LM=N PUM
L<X
4
X Z m 12 ik Z c 1S(;/nz,n;c)]k_l( nmﬁ))
(mM)=1 ¢=0 (mod M)

where

1 ifu=m?>andm <Y,
) = (5.10)
0 otherwise.

5}/(1’}’12

We recover the bounds for |H} (N)| given by Martin in [47, Theorem 6(c)], and imme-
diately obtain the following result (for completeness the calculation, which is standard, is
given in the appendix of [48]).

Proposition 5.3 We have that as kN — oo

k—1 1 2/3
o w(N)];[<1 pz_p>+0((kN) )

. k—1
< |Hf()| < —5 ¢ +0 ((kN)?3). (5.11)
6 The Density Conjecture for H;(N)
Fix some ¢ € .%(R) with ¢ supported in (—u, u). We reprise some basic definitions from
the introduction.

To a holomorphic newform f, we associate the L-function

o
Lisf) = Y hp(mn™. (6.1)
1
Assuming the Riemann Hypothesis for L(s, f), we can write its non-trivial zeros as
L.

where yy € R. We are interested in the one-level densities of low-lying zeroes. We recall
the definition of D; (f; ¢) in (1.1):

Difig) = Y ¢ (3o 108/), (6.3)
i

where ¢ is the analytic conductor of f which in our case is k2N. We also introduce a
scaling parameter R which we take to satisfy 1 < R =< kN.

Page 17 of 21
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Iwaniec, Luo, and Sarnak [18, §4] establish that for f € H(N),

log log k.
Di(fi9) = E@)— Pfid) + O (%gRN) (64)
where
E@) = 0+ 59(0) 65)
and
) logp\ 2logp
Plf;9) = [%\; £ (P)® (logR) JPlogR (6:6)

Note that their argument does not depend on N being square-free. The Density Conjecture
concerns the average over Hy (N), so we consider the sum

1) = Y Dif;¢). (6.7)
SeHE(N)

Although our main goal is to investigate the behavior as N — oo, we keep the notation
P (¢) to remain consistent with [18]. Substituting (6.4) into the above we find that

log log kN
BLe) = |H(N)| E($) — @k(¢)+0<|Hk )| %) (6.8)
where
N At ()3 (logp) 2logp 6.9
= 200 (57) Jpiog v ©)

PIN
In order to establish that as kN — oo that the main term of % (¢)/ |H]:(N)| is E(¢), we
need to establish that Z(¢) = o(k¢(N)). This is sufficient because fH,:(N )| = ko(N), as
we showed in Proposition 5.3.

Using the decomposition (5.1) we can now write

logp\ 2logp
Z0) = 2 (0n0) + A5 0) 3 120 ) THEL (6.10)
k pTZN( N(p kN(p) lOgR ﬁlOgR
We first bound
~ (logp\ 2logp
AS () ( ) e Ly (6.11)
%\; e logR/ /plogR

Let a, be as in (5.4) for ¢ < R* and 0 for g > R (the latter is due to the appearance
of ¢, which is zero for P > R*). We see that this sequence satisfies the condition on Q
in the definition (5.4), and since ¢ is of Schwartz class, we may apply Lemma 5.1 with
X =Y = (kN)? for small positive & to find

> ARWP (1"” ) 218D AN+ YUB(NXYY = ok, (6.12)

pree logR/) ./plogR
Next we must estimate the other term from (6.10),
lo 21lo
- pood (2) S
piN

To begin, define

, logp\ 2logp
fnOm) = 2wk S S, =8P
Qi lme) = 2 PIN S0 Vi ( f) <1OgR ) JplogR (614
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Then we apply Lemma 5.2 to each instance of A} ;. Note that the first term in Lemma 5.2
disappears because p is never a square. Then, moving the initial summation over p { N

into the expression, we can rewrite in terms of QZ‘N(m; c):

ME(P) = % w(L)M 1_[ ( 1> Z m- Z cilQZ;N(m;c).

LM= P2M (m M)= c=0(M)
L<X y

(6.15)
Iwaniec, Luo, and Sarnak [18, §6] prove the bound (which still holds for N not square-free)
Qin(msc) < P(2ymP' (kN (log 2¢) 2, (6.16)

where z = 4wm~/P/c, P = R" with some &/ < u, and 7(z) = 27X if 3z < k; this bound
appears after their equation (6.17), and uses GRH for Dirichlet L-functions (they expand
the Kloosterman sums with Dirichlet characters). In order to apply this bound we need
to secure 127 mPY? < ke, 3z < k) so as to satisfy a condition on an estimate for the
Bessel function, given in their equation (2.11"). Noting that m < Y and ¢ > M > N/X,
it suffices to have 127 XYPY/? < kN. Taking logarithms, this becomes a condition on ,

namely
- 2(1 — 28) log(kN) 617)
log(k2N)
For u in this range we can apply the estimate (6.16) to find
MEP) € —— Z (L) M
LM=N
L<X
9 -
X 1_[ ( 217 1) Z m~! Z c_12_ka1/2(kN)‘€(log20)_2
PIM P (m,M)=1 c=0(M)
m<Y
k—1 ) -1
_ 27](1)1/2 kN & L M
< S ey Y e T (7
L?‘/I<:XN pZ\M

> ) ¢ llog2e) (6.18)

(m,M)=1 c=0(M)
m=<Y

Trivial estimation plus the bound

1 1
Z &« — (6.19)
2
B c(logc) M
yields
~ (logp\ 2logp k—1__¢ 4
A 27KpY2 (kN )2 XY, 6.20
%N KN ()P (logR> JplogR < (kN) (6.20)
2

which is o(k¢(N)) for ¢ + 28 < 1/2.

Thus by taking § sufficiently small (to satisfy (6.17)) and applying the combined estimates
for the completed sums, (6.12) and (6.20), we have established that e@,:(qb) = o(kp(N))
where the (closed) support of ¢ is contained in (—u, #) and
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2log kN

—, 6.21

log k2N (6.21)
which implies Theorem 1.3. d
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