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The Roles of Working Memory and Cognitive Load in Geoscience
Learning

Allison J. Jaeger,"® Thomas F. Shipley,” and Stephen J. Reynolds?

ABSTRACT

Working memory is a cognitive system that allows for the simultaneous storage and processing of active information. While
working memory has been implicated as an important element for success in many science, technology, engineering, and
mathematics (STEM) fields, its specific role in geoscience learning is not fully understood. The major goal of this article is to
examine the potential role that working memory plays in successful geoscience learning. We start by reviewing two popular
approaches to studying working memory in science learning—the individual differences approach and the cognitive load
approach—and consider how these two approaches have been utilized in geosciences education research. Next, we highlight
examples of various activities and curricular materials that have been used in geoscience classrooms in an effort to improve
student learning and offload working memory resources, including using concept sketches and providing varying levels of
scaffolding. We outline recommendations about how to structure geoscience classrooms and labs to maximize student
learning and suggest potential avenues for future research aimed at investigating the role of working memory in geoscience

learning. © 2017 National Association of Geoscience Teachers. [DOI: 10.5408/16-209.1]

Key words: working memory, cognitive load, geoscience education

INTRODUCTION

Learning in geoscience classrooms is an intensely
cognitive process, as students try to make sense of an
inherently complex three-dimensional (3D) world that has
changed dramatically over time. In the learning process,
students interact with diverse sensory inputs that can be
auditory (lectures, narration, or discussion), visual (text-
books, presentation slides, or maps), or even kinesthetic
(scratching a mineral or measuring structural attitudes in an
outcrop). For learning new concepts and content in the
geosciences, as in all domains, the new information must be
held temporarily, processed, and then saved in memory for
later. Each of these three steps must be successful for
learning to occur. The first involves simple storage of
information for seconds to minutes in what is often called
short-term memory. The third step involves long-term
memory, from which information can be retrieved hours,
days, or years later for further mental reprocessing. This
article is about the middle step—the simultaneous holding
and processing of information, a concept referred to as
working memory by cognitive scientists. Measures of
working memory capacity correlate positively with many
aspects of cognition, including spatial visualization, fluid
intelligence, and reading comprehension (Daneman and
Carpenter, 1980; Kyllonen and Christal, 1990; Lohman,
1996; Engle et al, 1999). An understanding of working
memory, and of a related concept called cognitive load, is
critical in designing and implementing courses to provide
students with the best opportunity to learn. An understand-

Received 10 March 2017; revised 15 May 2017; accepted 23 May 2017; published
online 16 November 2017.

'Department of Psychology, Temple University, 1701 North 13th Street,
Philadelphia, Pennsylvania 19122, USA

?School of Earth and Space Exploration, Arizona State University, Tempe,
Arizona 85048-1404, USA

“Author to whom correspondence should be addressed. Electronic mail:
allison jaeger@temple.edu. Tel.: 312-339-7677. Fax: 215-204-8100

1089-9995/2017/65(4)/506/13

ing of these concepts has helped guide work designing
courses and learning materials in many domains, including
mathematics, physics, and chemistry (e.g., Johnstone et al.,
1993; Taber, 2013; Toll and Van Luit, 2013). Here, we review
the concepts of working memory and cognitive load and
summarize the results of cognitive and science education
research on how these issues affect student learning in an
effort to develop capacity for analogous work within the
geoscience community. To that end, we also provide
examples and recommendations about how to structure
geoscience classrooms and labs to consider the impact of
working memory and cognitive load and maximize student
learning.

Because working memory is a critical element of
complex cognition, it is heavily involved in learning science,
as well as learning in general. Working memory has been
implicated as an important element for success in many
areas of science, technology, engineering, and mathematics
(STEM) (Gathercole et al., 2004; Passolunghi et al.,, 2007;
Alloway and Alloway, 2010; Alloway and Passolunghi,
2011). While some areas of STEM education have a
substantial literature indicating a role for working memory,
the specific role of working memory in geoscience learning
has not been fully elucidated. Thus, the goal of this paper is
to examine prior research on working memory and cognitive
load in STEM education more broadly and apply those
findings to consider the potential role that working memory
plays in successful geoscience learning. Specifically, a
contrast will be made between studies that consider working
memory capacity as an individual difference variable and
those that measure and manipulate cognitive load. Studies
that consider working memory as an individual differences
variable focus on how people with varying levels of working
memory capacity perform on learning tasks, whereas studies
on cognitive load focus on how learning materials or
instructional methods can overwhelm students and impede
their learning (without directly measuring working memory
capacity in individual students). Examining this contrast will
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FIGURE 1: Baddeley and Hitch’s (1974) early model of
the working memory system.

help to clarify for the geoscience education community what
cognitive load is and is not and explain why this distinction
is important for research on the role of working memory in
geoscience learning.

An additional goal is to provide a process-based account
of the potential role for working memory in domain-specific
geosciences learning and problem-solving tasks—in partic-
ular, to elucidate what aspects of working memory may
contribute to comprehending complex 3D spatial relations
and visualizing geological transformations. From one
perspective, individual differences in working memory
capacity may contribute to geoscience learning by allowing
some students to actively maintain and manipulate larger
amounts of information than others. Alternatively, individ-
ual differences in working memory capacity may contribute
to more effective integration and mental model building by
allowing some students to direct their focus to more relevant
parts of a problem and perhaps help them to develop novel
ways of completing a task. We provide suggestions for future
research and specific teaching and learning strategies for
geoscience instructors. The benefit of investigating the
interactions between students’ individual differences in
working memory capacity and specific learning and teaching
strategies will be discussed in greater detail. Furthermore, an
argument will be made for the necessity of considering
individual differences in working memory capacity when
conducting research on developing cognitive supports in
education.

WHAT IS WORKING MEMORY?

Everyday tasks, such as reading the newspaper, figuring
out how to split the bill at a restaurant, and putting together
new furniture, all involve multiple steps that need to be kept
track of in order to complete the task at hand. Working
memory is the construct that has been used in cognitive
psychology to refer to the mental system that is responsible
for maintaining all of the task-relevant information while
performing a task (Miyake and Shah, 1999). More specifi-
cally, working memory is defined as a system that enables
the temporary storage of a limited amount of information
and keeps that information available for access by other
cognitive processes—it is a cognitive system that allows
simultaneous storage and processing of active information.

The concept of a limited-capacity working memory
system that is separate from a short-term memory system
was originally developed by Baddeley and Hitch (1974). They
suggested that the working memory system has three major
components: a phonological loop, a visuospatial sketchpad,
and a central executive (Fig. 1). The phonological loop was
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argued to be responsible for holding and manipulating
speech-based information, whereas the visuospatial sketch-
pad was responsible for holding and manipulating visual and
spatial information. In this context, visual refers to observ-
able characteristics of an object, such as its color or shape,
whereas spatial refers to the object’s location, orientation,
and setting relative to other objects. The central executive
was considered to be a supervisory system that is responsible
for attentional control and for regulating the flow of
information stored within the two subsystems when
performing cognitively demanding tasks.

This multicomponent model has been the subject of a
great deal of research, which has helped to strengthen
support for the model and to refine and further specify its
structure and function. In a later version of the model,
Baddeley (2000) proposed an additional temporary storage
system called the episodic buffer, which is assumed to serve
as an interface between the two subsystems and the long-
term memory. This more recent model also proposed that
each subsystem involves two subcomponents, one compo-
nent for storing active information and another for
rehearsing or refreshing active information. Specifically,
within the phonological loop, when verbal information is
encoded, it is passively stored in the phonological store and
then an articulatory rehearsal mechanism is used to recite
the information in the store in order to prevent rapid decay.
Some evidence to support the existence of the rehearsal
system within the phonological loop is provided by
investigations into the word-length effect (Baddeley et al.,
1975), in which recall was better for shorter words than for
longer words. The prevailing explanation for this is that
verbal rehearsal takes longer for long words than for short
words and therefore longer words are more susceptible to
decay.

While the structure of the visuospatial sketchpad is less
understood than the phonological loop, similar subcompo-
nents have been proposed. It has been suggested that within
the visuospatial sketchpad system, perceptual information
accesses knowledge previously stored in long-term memory
and abstract representations of this knowledge are fed into a
passive visual store and rehearsed in an active spatial store
(Logie, 1995, 2003). Rather than an inner voice like that
presumed to be occurring in the phonological loop, Logie
(1995) describes an “inner scribe” that is responsible for
carrying out rehearsal. There is also some evidence to
suggest that the visuospatial sketchpad may be further
subdivided into one component specialized to deal with
visual information (e.g., texture) and another for spatial
information (e.g., relative object location) (Vicari et al., 2006).
The distinction between a subsystem for maintaining visual
object representations and another for spatial representa-
tions is in line with observations about the visual system.
Specifically, neuroscience research has shown that there are
distinct neural pathways involved in processing visual
features versus spatial properties of objects (Mishkin and
Ungerleider, 1982). Several studies have shown that spatial
working memory also is separate from verbal working
memory (Shah and Miyake, 1996, Hegarty et al., 2000) and
that different spatial tasks may require varying levels of
spatial working memory (Miyake et al., 2001). While there is
considerable debate in the working memory literature about
the exact structure of the system (see Conway and Jarrold,
2008, for a review of approaches to working memory
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models), the idea that working memory allows individuals to
simultaneously store and process information in order to
achieve complex task relevant goals is well established.

HOW IS WORKING MEMORY CAPACITY
MEASURED?

Psychologists have long been interested in the accurate
measurement of individual differences in memory. Early
intelligence tasks included measures of short-term memory
span (simple span). In these tasks, participants are given a
list of to-be-remembered items, including letters, digits,
words, or shapes, and then immediately after presentation of
the last item are asked to recall the list in the correct serial
order (Unsworth and Engle, 2007). For example, in a simple
letter-span task, participants may see the letters P, S, L, T,
and Q and then would be asked to recite these back in the
same order. Any deviation from the original presentation
would count as an error, and the lengths of to-be-
remembered lists typically vary from two to seven items.

However, the hallmark of working memory is that it
represents not just storage but also simultaneous processing.
Therefore, measures of working memory capacity, com-
monly referred to as complex-span tasks, require the
participant to also engage in some kind of processing task
that is unrelated to the storage task. For example, similar to
simple-span tasks, participants must recall a set of items in
correct serial order, but interleaved between the presenta-
tions of each to-be-remembered item is a processing task.
The processing tasks can vary but typically include reading a
sentence, solving an arithmetic problem, or making a
symmetry judgment. For example, in the operation-span
task, participants solve a simple math problem, are
presented a letter, solve another math problem, and finally
are presented another letter; this procedure can continue
anywhere from two to seven times. At the end of the trial,
they are asked to recall all of the letters they saw in the
correct serial order. Such complex-span tasks are interpreted
to measure working memory capacity, whereas simple-span
tasks measure short-term memory capacity. Previous work
has demonstrated that these two constructs are separable
and that complex-span tasks are better than simple-span
tasks at predicting higher-order cognitive abilities, such as
verbal aptitude (e.g., the verbal subtest of the Scholastic
Aptitude Test), quantitative aptitude (e.g., the quantitative
subtest of the Scholastic Aptitude Test), and general fluid
intelligence (e.g., analogical thinking tasks and visual-series-
completion tasks, such as Raven’s Advanced Progressive
Matrices) (Daneman and Carpenter, 1980; Dixon et al., 1988;
Cantor et al., 1991; Conway and Engle, 1996; Daneman and
Merikle, 1996; Engle et al., 1999; Kail and Hall, 2001;
Conway et al., 2002).

AN INDIVIDUAL DIFFERENCES APPROACH
TO UNDERSTANDING WORKING MEMORY
CAPACITY AND STEM LEARNING

One approach to examining the role of working memory
in learning has been to look at individual differences in
working memory capacity. In this line of research, working
memory capacity is thought of as a trait of the individual
learner and represents that learner’s central executive or
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ability to control one’s attention. This approach to studying
working memory originated from a seminal study by
Daneman and Carpenter (1980). The goal of their study
was to assess the possible role of working memory capacity
in language comprehension. In this research, participants
were required to read a series of sentences and then
subsequently recall the last word of each sentence.
Performance on this task was able to predict performance
on three separate measures of reading comprehension.
Measures of working memory capacity have also been
shown to predict other aspects of text comprehension,
including prose composition (Benton et al., 1984), learning
from complex instructions (Engle et al., 1991), and logic
learning (Kyllonen and Stephens, 1990).

More recently this approach has been applied to STEM
learning. One area that has received a lot of attention is in
mathematics. A substantial literature demonstrates that
working memory capacity is related to numerical and
mathematical abilities used for counting, which is a
necessary step when trying to solve simple addition and
subtraction problems or more complex arithmetic problems
(Adams and Hitch, 1997; Bull and Scerif, 2001; Alloway et
al., 2005; Anderson, 2007; Holmes et al., 2008; De Smedt et
al., 2009; Lee et al, 2009; Alloway and Alloway, 2010;
Alloway and Passolunghi, 2011). One study demonstrated
that working memory capacity was a significant predictor of
mathematics learning at the beginning of primary school,
whereas short-term memory and phonological ability were
not (Passolunghi et al, 2007). In line with this finding,
limitations in working memory have been identified as one
of the key factors associated with general learning disabilities
(Alloway et al., 2009; Tillman et al., 2011) and with
mathematical learning disabilities (Pickering and Gather-
cole, 2004; Swanson and Jerman, 2006; Geary et al., 2012).

Science domains have received less attention in terms of
understanding the role of individual differences in working
memory capacity in learning, but several studies have
revealed a positive correlation between science achievement
and working memory capacity. For example, Gathercole et
al. (2004) assessed working memory capacity of students
through a series of dual tasks involving forward and
backward digit- or letter-span tasks and reading tasks. They
found that achievement in science, as indicated by perfor-
mance on a standardized school assessment, was strongly
correlated with working memory capacity and that test
scores significantly differed between groups with high and
low working memory capacity.

The role of individual differences in specific STEM
domains has also been investigated. For instance, individuals
with high working memory capacity performed better than
those with low and intermediate working memory capacity,
based on a physics test that assessed understanding of
refraction and lenses, heat, buoyancy, and Ohm’s law (Chen
and Whitehead, 2009). Similar results in chemistry showed
that students with high working memory capacity performed
better on a chemistry test assessing understanding of moles
than those with intermediate or low working memory
capacity (Danili and Reid, 2004). Performance of the
chemistry students was increased by using instructional
materials designed to minimize the impact of working
memory capacity limitations, such as by presenting the
materials in a stepwise fashion rather than all at once, by
more carefully introducing diagrams and models to reduce
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noise, and by adding dialogue boxes in strategic locations to
focus student attention on the most important concepts. In
biology, working memory capacity has also been shown to
predict conceptual learning about DNA (Rhodes et al., 2014)
and plant taxonomy (Banas and Sanchez, 2012).

Some work has also been conducted in the area of
geosciences learning. In a study by Sanchez and Wiley
(2006), participants read an expository text about the cause
of ice ages in three situations: text that was not illustrated,
illustrated with conceptual diagrams, or illustrated with
nonconceptually relevant images. Participants completed
operation and reading span tasks and wrote an essay
explaining the causes of ice ages based on what they read
in the text. Results indicated that individuals with low
working memory capacity performed worst when the text
was paired with nonrelevant images, whereas individuals
with high working memory capacity were not affected by the
presence of these irrelevant pieces of information. A follow-
up experiment with eye tracking replicated this finding and
demonstrated that the individuals with low working
memory capacity were attending to the irrelevant images
at inappropriate times, such as midsentence, effectively
disrupting their comprehension of the text and harming the
integration and mental model building process. Similar eye
tracking studies, using textbook-style geoscience materials,
have documented that students switch their attention from
text to figures at times different from when those figures are
referenced in the text (Busch et al., 2010a, 2010b). Sanchez
and Wiley (2014) also demonstrated that working memory
capacity was a significant predictor of learning from an
expository text on volcanoes and plate tectonics.

Altogether, these results indicate an important role for
working memory in successful STEM learning. In STEM,
students need to be able to understand complex processes
with many interrelated concepts and causal connections.
Therefore, while being able to store a large amount of
information may be helpful, what is more important is being
able to actively work with and integrate that information
into an accurate mental model. While the previously
discussed results do not directly test this notion, they do
lend support for the idea that working memory is important
because it allows students to more effectively select,
coordinate, and integrate relevant information into a single
representation.

A COGNITIVE LOAD APPROACH TO
UNDERSTANDING WORKING MEMORY AND
STEM LEARNING

Another approach to understanding the role of working
memory in STEM learning has been to focus on decreasing
the information load, or cognitive load, in the learning
materials. This approach comes out of Sweller’'s (1994)
cognitive load theory, which suggests that working memory
capacity imposes a limit to the amount of information a
person can process in any given cognitive activity. This
theory posits that if the cognitive load of a learning task
exceeds the limit of one’s working memory capacity, then
learning will be diminished. Cognitive load theory originated
from research on mathematical problem solving, which
found that students were able to learn more effectively from
worked examples than from less-structured, conventional
problem-solving scenarios (Sweller, 1988). Sweller suggest-
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ed that the act of problem solving, coupled with the need to
learn from those acts or to abstract the underlying principles,
required too many resources and therefore hindered
learning. Put more generally, students have a limited
amount of resources for coordinating and integrating new
and complex information; therefore, materials that provide
more structure allow limited resources to be allocated to
integration and mental model building rather than inter-
preting the materials themselves.

Two major factors are argued to contribute to the
amount of cognitive load—extraneous cognitive load, which
is caused by inappropriate instructional design, and internal
cognitive load, which refers to the natural complexity of the
information being processed (Low and Sweller, 2005).
Altogether, research out of this tradition assumes that poor
learning outcomes are due to learners being put under load
by the materials they are given, such that the amount of
information being given to them, or the way in which it is
given, is overwhelming the capacity of learner’s working
memory system. What is most important to point out about
this literature is that the research has focused on the learning
materials or instructional methods themselves, not on the
individual characteristics of the learners.

While the question of how to most accurately and
reliably measure cognitive load is still debated, a review by
Sweller et al. (2011) indicated four primary measures—
indirect, subjective, secondary task, and physiological
measures. Indirect measures include performance or error
profiles between problems. For example, one might find that
error rates increase when problem solving requires more
sophisticated decision-making or when multiple variables
need to be considered. This increased error rate is taken as
an indirect indicator of increased cognitive load on these
items (Ayers, 2006). Subjective measures are the most
commonly used method for measuring cognitive load.
Typically, these subjective rating scales ask participants to
report the perceived difficulty of a task or how much mental
effort they invested while completing a task (Paas et al.,
1994). Secondary task measures, sometimes referred to as
dual task methods, are also frequently used. In these
methods, participants must complete a secondary task while
simultaneously completing a target task. If decreased
performance is observed on some items during the target
task, it is presumed that those items are cognitive resource
intensive and therefore impose a heavy cognitive load
compared to items for which performance decrement is
not observed (Sweller et al., 2011). The fourth category of
cognitive load measures is physiological measures, which
include heart rate (Paas and van Merriénboer, 1994) or brain
activity (Antonenko and Niederhauser, 2010).

More recently, eye movement and changes in pupil size
have been shown to indicate changes in cognitive load (van
Gog and Jarodzka, 2013; Mitra et al., 2016). What is most
important to point out about these various methods for
measuring cognitive load is that they reflect features of the
tasks that participants are completing. More specifically, one
might expect that the levels of these measures would change
from task to task depending on how difficult or complex the
tasks are. However, measures of working memory capacity
reflect characteristics of the participants themselves and
should remain relatively stable, regardless of the task at
hand.
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COGNITIVE LOAD THEORY AND
MULTIMEDIA LEARNING IN STEM

Most research on cognitive load theory and science
learning has come out of the multimedia learning literature
(Mayer, 2005). The main case for multimedia instruction is
that it more accurately aligns with the way the human mind
works. Specifically, Mayer’s theory of multimedia learning
suggests that humans have two systems for processing
information: one for verbal materials and another for visual
materials. If materials are presented through both channels
of information processing rather than only one, it takes
advantage of the full capacity of humans for processing
information. Another important component of Mayer’s
theory of multimedia learning is that in order for learning
to occur, one must actively engage in cognitive processing to
construct a coherent mental representation. Therefore, just
being able to store both visual and verbal information is not
enough for learning to occur; one must also coordinate and
integrate the information in each system to make sense of it
all and build a mental model.

While presenting a combination of text and graphics
as a means for not overloading the working memory
system seems intuitive, not all presentations have led to
better learning results. The theory of multimedia learning
suggests that when designing learning materials, the
presented material should have a coherent structure and
be presented in a manner that provides the learner with
guidance as to how to build an accurate mental model. In
particular, Mayer (2005) lays out several principles of
multimedia instructional design that are aimed at mini-
mizing the effects of extraneous processing. The coherence
principle asserts that eliminating extraneous material that
is not directly relevant to understanding the main
concepts is important because it reduces the amount of
information that must be initially processed and allows for
limited cognitive resources needed for integration and
coordination of information to be allocated more effec-
tively. For example, better conceptual comprehension
occurred by removing interesting facts from expository
text about lightning formation (Harp and Mayer, 1997,
1998), removing entertaining but irrelevant auditory
materials from instructional videos on lightning formation
and hydraulic brake systems (Moreno and Mayer, 2000),
and removing unnecessary quantitative information such
as equations and symbols (Mayer and Jackson, 2005).
Similarly, the redundancy principle asserts that people
learn better when repeated or redundant information is
removed (Mayer et al., 2001). For example, redundancy
occurs when both narration and onscreen text are used to
present the same information but is avoided when
narration accompanies slides without text. This style of
presentation provides the learners with guidance as to
how the information should be coordinated in order to
build a coherent structure. The signaling principle asserts
that highlighting essential material by adding overview
sentences, headings, or specific narration that emphasizes
main ideas will guide the learner’s attention and minimize
processing of extraneous material. The effectiveness of
signaling on learning has been shown in lessons on how
airplanes achieve lift (Mautone and Mayer, 2001), the
structure of polysaccharide molecules (Stull and Mayer,
2007), lightning formation (Harp and Mayer, 1998), and
detecting geological features in landscape photographs
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(Coyan et al, 2010a, 2010b). Finally, the spatial and
temporal contiguity principles assert that people learn
better from multimedia presentations when corresponding
words and pictures are presented near each other on the
page or screen (spatially contiguous) and when corre-
sponding narration and animation are presented simulta-
neously rather than successively (temporally contiguous)
(Ginns, 2006).

What all of these principles have in common is that they
not only demonstrate attempts to reduce the amount of
information being presented to the student but also
demonstrate methods for providing the learner with
guidance for how to structure a mental model. Just as
Sweller’s (1988) initial work on worked examples provided
students with structure for completing problem solving and
abstracting the underlying principles, Mayer’s principles of
multimedia design are meant to provide guidance and allow
resources to be allocated to the important learning process of
mental model building.

Cognitive load and multimedia design principles have
been explored across a variety of STEM domains, including
mathematics (Tarmizi and Sweller, 1988; Mayer and
Anderson, 1991, 1992; Mousavi et al.,, 1995; Atkinson,
2005), chemistry (Carlson et al., 2003; Kozma and Russell,
2005; Lee et al., 2006), biology (Chandler and Sweller, 1991;
Moreno, 2004), meteorology (Mayer et al, 2001; Lowe,
2005), and physics and engineering (Kalyuga et al., 1998;
Renkl et al., 2002). Little research has looked specifically at
manipulating the cognitive load of materials and instruc-
tional methods in geology, although some educational
materials have been designed to explicitly address the
multimedia effect and reduce cognitive load (Reynolds and
Johnson, 2015, pp. XV-XIX). In one study of geology
learning, adding pictures for learning to a computer-based
geology simulation improved learning beyond that of a no-
pictures group and of a group that received both pictorial
and verbal prompts (Mayer et al., 2002). The improvement in
learning could be because the pictures reduced extraneous
processing and reduced the complexity of the task.

Despite the lack of research specifically investigating the
role working memory and cognitive load in geosciences
learning, it is particularly important to pursue, because many
of the most important concepts in geoscience are too large to
for a person see and happen too slowly for a person to
experience. Thus, learning these concepts requires individ-
uals to develop complex yet accurate internal mental
representations, which they must rely on when making
inferences or solving problems. Information from textbooks
and information from field experiences need to be integrated
with each other but also need to be integrated into existing
mental models. Therefore, simply finding ways to reduce the
amount of information a student is exposed to is unlikely to
improve learning or problem solving. Rather, supporting
learning for a range of students requires developing methods
for improving the management and integration of this
information with long-term memory representations.

WHAT THESE METHODS TELL US ABOUT
WORKING MEMORY CAPACITY AND STEM
LEARNING

Altogether, research from the two perspectives—the
individual differences perspective and the cognitive load
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perspective—offer different yet complimentary information
about the role of working memory in STEM learning.
Overall, both of these lines of research indicate that working
memory is important in science learning, partly because
most science topics require the integration and maintenance
of multiple pieces of information presented across multiple
representations and modalities. In addition, these lines of
research suggest that the way topics are taught and the way
learning materials are presented needs to be carefully
considered. The individual differences work indicates that
learning in STEM is predicted by working memory capacity,
while the research on cognitive load indicates that certain
styles of instruction and presentation can be helpful or
detrimental to learning. Unfortunately, little work has
combined these two approaches to more directly assess
the interaction between individual differences in working
memory capacity and instructional manipulations meant to
decrease extraneous load, and even less work has attempted
to identify the specific processes in learning and problem
solving that are especially dependent on the working
memory system.

Geology is one of the most visual sciences, relying
heavily on visualizations and multimedia presentations for
learning (Reynolds et al., 2005, 2006; Kastens and Ishikawa,
2006), often requiring students to continuously integrate
textual and visual information. It is important, therefore, that
geoscience education researchers begin to consider the
potential role for working memory in domain-specific
geosciences learning and problem-solving tasks. In partic-
ular, we need to understand what aspects of working
memory may contribute to comprehending complex 3D
spatial relations and visualizing geological transformations,
how working memory affects learning from multimedia
geology lessons, and which students may be particularly at
risk for struggling to learn in geology. The question is not
simply about whether or not working memory matters for
learning in geosciences but about how, when, and for whom
it matters. While the work coming out of the individual
differences literature tells us that working memory is
important for learning, it does not provide information
about which processes are most reliant upon working
memory resources or provide guidance for how to support
the learning of low-capacity or at-risk students. Similarly,
work coming out the cognitive load literature tells us what
design principles seem to improve learning overall, but it
does not measure individuals” working memory capacity and
cannot tell us whether these manipulations decrease
cognitive processing requirements and whether they are
especially effective for low-capacity individuals. More
specifically, by incorporating the individual differences
approach and the cognitive load approach into a single
research design, it would be possible to understand if and
what kind of instructional or material changes help
individuals with low working memory capacity and whether
these changes interfere with the learning of individuals with
middle to high working memory capacity or, vice versa,
changes that appear to broadly reduce working memory load
only benefit individuals with middle to high capacity. If
changing instruction or learning materials only helps
individuals with high working memory capacity, then
separate forms of instruction may need to be developed for
specific subsets of students.
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CONSIDERING A PROCESS-BASED
ACCOUNT OF WORKING MEMORY IN
GEOSCIENCES

While it is useful to know that working memory capacity
predicts learning across all STEM domains and that certain
materials can overload this capacity, it is more useful to
begin to understand how and why this is the case.
Considerable evidence has appeared over the last 15 years
concerning the role of working memory in mathematical
cognition and may provide a useful example for the
geoscience cognition community. LeFevre et al. (2005) argue
that the literature supports a clear generalization concerning
the positive relationship between the complexity of math
problems and the demand on working memory for problem
solving. They suggest that one aspect of this relationship
involves manipulating numerical values, such that working
memory becomes increasingly involved as the numbers in
the problems grow larger (the problem-size effect). One
hypothesis for the problem-size effect is that larger
arithmetic problems occur less frequently and therefore
cannot simply be retrieved from long-term memory (Zbrod-
off and Logan, 2005). As such, these problems must be
actively computed, recruiting resources from the central
executive. Another aspect of the relationship between
mathematical problem solving and working memory in-
volves the total number of steps required for problem
solving. As with large number problems, problems with
several operands cannot be solved via a simple retrieval
process and must be solved through strategy- or procedure-
based methods that rely more heavily on the central
executive (Campbell and Xue, 2001).

The mathematical cognition community has worked to
develop a process-based account for understanding the role
of working memory in math problem solving and has
identified specific processes that may be driving this
relationship. Following the lead of this community, the
geoscience cognition community would benefit from a
similar approach. If one considers the working memory
system to be essential for controlling attention and keeping
relevant information active, multiple suggestions arise about
how working memory capacity may contribute to learning in
geosciences. From one perspective, referred to as the
capacity account, it could be argued that successful learning
in geoscience is contingent upon having enough resources
for storing information while simultaneously processing
other information (Wiley et al, 2011; Jarosz and Wiley,
2012). In the context of learning in geosciences, increased
capacity could allow individuals to keep track of more
objects, spatial transformations, perspectives, complex ge-
ometries of geological structure and landscapes, and so on.
In the case of a complex geoscience task such as penetrative
thinking (Kali and Orion, 1996), it could be argued that
individuals who perform well on such tasks are better able to
keep track of more layers and increasingly complex
geometric shapes. Thus, block diagrams with more layers,
faults, or folds may be more difficult largely because they rely
more heavily on working memory. Individuals with low
penetrative thinking skills may have less capacity for storing
and maintaining complex spatial representations than
individuals with high penetrative thinking skills and may
benefit from instructional methods that allow working
memory offloading.
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Although there is no direct evidence for this perspective
from the geosciences, some support comes from research on
performance on spatial tasks, a construct highly related to
working memory capacity (Marshalek et al., 1983). One
study (Lohman, 1988) employed a complex mental-rotation
task and varied the amount of time on the task and the
degree of rotation (used to vary the complexity of the item—
the greater the rotation, the greater the complexity). The
results indicated that even with increasing amounts of time
to complete the task, low-spatial participants could not
exceed a certain level of accuracy as the problems increased
in complexity. In addition, this threshold level of accuracy
was lower for low-spatial individuals as compared to high-
spatial individuals. Another study (Carpenter and Just, 1986)
demonstrated that on the cube-comparison task, which
requires mental rotation of a cube, low-spatial individuals
tended to lose information about the cube stimuli after
mentally rotating a particular side out of view. Together,
these results support the idea that having enough capacity
for storing and maintaining complex representations is
essential for solving complex visual-spatial problems.

A second way that working memory may be related to
performance on geoscience learning tasks is through the
central executive, the component responsible for controlling
attention and integrating information; this perspective is
referred to as the attentional control account. Taken from
work looking at the role of working memory capacity in
tasks measuring general fluid intelligence, this perspective
suggests that some individuals are better able to resist
interference from old memories and to ignore distracting or
irrelevant information (Wiley et al., 2011; Jarosz and Wiley,
2012). This increased ability to control one’s attention could
reduce the influence of previously encountered problems or
scenarios, allow one to direct focus to relevant rather than
irrelevant parts of a problem, and perhaps help the
individual to develop novel ways of completing a task,
ultimately allowing for more effective integration and mental
model building. Using penetrative thinking as an example
again, this perspective would predict that individuals who
perform better are doing so because they are better able to
resist proactive interference from previously encountered
geological block diagrams. Specifically, as people progress
through a set of geological block problems, there is
interference from both previously encountered items and
information from alternative-response options in the answer
bank. Being able to ignore or inhibit information from
previous problems, as well as being able to direct one’s
attention to relevant information and away from distracting
information, may depend on the central executive compo-
nent of the working memory system. The attentional control
perspective might also predict that students who are high in
working memory capacity would show less expectancy
effects and be better able to handle new or novel
information. For example, field geologists might expect their
observations to fit a certain model, and if they are not able
to, or simply do not attend to contradictory or novel
information, they may be less likely to reject the incorrect
model and form an updated and more accurate model of the
area (Liben and Titus, 2012). It has been argued that
attentional control, especially the ability to extract (segment)
the key features and relationships in a complex visual field
full of distractions, a process called disembedding, is one of
the most important skills to learn in field geology (Reynolds,
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2012). Essentially, by being able to focus on the most
relevant information, extract key features from a complex
visual field, and utilize new or novel information, high
working memory capacity students may develop richer and
more accurate mental models.

Again, although no data support this hypothesis
specifically for geoscience, research on general fluid intelli-
gence has demonstrated that successful performance may
require better executive control. Specifically, Jarosz and
Wiley (2012) found evidence in support of the attentional
control account for the role of working memory capacity in
performance on a nonverbal measure of fluid intelligence
(Ravens Advanced Progressive Matrices). These studies
found that individuals with high working memory capacity
were less influenced by salient but incorrect distractors in the
response bank than were individuals with low working
memory capacity, such that low working memory capacity
individuals spent more time looking at the salient distracters.
These results indicate that individuals with low working
memory capacity are especially susceptible to distraction and
less able to control their attention. In addition, it has been
shown that working memory capacity predicts performance
on Raven’s test, even after accounting for the variance
common to long-term memory and short-term memory
(Engle et al., 1999). This suggests that performance relies
more heavily on the executive control component of working
memory compared to a storage component.

Altogether, working memory could be affecting learning
in geology through either of the major components of the
working-memory system. Differences in the central execu-
tive component of the working memory system may
contribute to learning in geology by allowing some
individuals to more successfully inhibit irrelevant or dis-
tracting information within a problem in order to create an
integrated mental model. However, differences in the
storage component of the working memory system may
allow some individuals to actively store more information,
such as shapes, objects, transformations, and interactions
between the geological structure and the land surface.

STRUCTURING GEOSCIENCE CLASSROOM
ACTIVITIES AND CURRICULAR MATERIALS
TO ACCOUNT FOR WORKING MEMORY AND
COGNITIVE LOAD

The recognition of the importance of working memory
issues and cognitive load leads to some overall recommen-
dations about best practices in structuring classroom
activities and designing curricular materials, whether they
are handouts, course websites, laboratory exercises, or
textbooks. Less clear is how to structure these activities
and materials for individuals with different working memory
capacities.

Research on working memory and cognitive load steers
instructors away from long, uninterrupted lectures, where an
unbroken string of information is presented. A clear
implication of working memory research is that only a
limited amount of new information can be held and
processed at any one time, so instruction can and should
be designed to explicitly account for this. Active learning is
thought to be a better approach to learning (Freeman et al.,
2014), and consideration of working memory and cognitive
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Rainfall onthe land. can coot the rocks and soil, causing wea f/wrmg,

e

or it can flow downhill as runoff, causing erosion.

Water in oceans, lakes, and rivers can
evaporate into watec vapor in the atmosphere.
as Par‘[ of the hydrolojm cya/e,

Water can sink into the ground, —Fo(mfng grouno/wafer) whieh £lows
toward lower areas and can emerge on the surface as Springs.

FIGURE 2: Simple example of a concept sketch of the
hydrological cycle (from Reynolds et al., 2016).

load help explain why. New information should be
presented in relatively small chunks, so as not to overwhelm
storage capacity. Active learning exercises allow the central
executive to integrate the small chunks into a larger
cognitive structure, which can be transferred to long-term
memory. What counts as a chunk will vary with student’s
knowledge—as more content is stored, the size and
complexity of a chunk will increase (Kimball and Holyoak,
2000). Unless there are breaks to allow students to
consolidate and integrate the concepts and other informa-
tion presented, much of any new information will not make
its way into long-term memory. Consolidation exercises,
such as a think-pair-share (MacDonald and Korinek, 1995)
or minute papers (Angelo and Cross, 1993), are excellent
ways to break up a long lecture, allowing students to start
digesting new concepts. Explicitly decomposing complex
information recognizes that working memory stores are of
limited capacity and that an integration process needs to be
utilized before these stores become overwhelmed and
important information is lost or not integrated into the
larger mental model.

Another activity that can support working memory is
scaffolding (van de Pol et al., 2000), where simple concepts
become a framework upon which later, perhaps more
complex, concepts can be constructed. Through scaffolding,
complex concepts are aggregated into a learner’s mental
framework, so that over time the size of a mental chunk
grows, ideally providing an opportunity for adequate
cognitive processing. Structuring lessons as a learning cycle
or progression, where exploration proceeds introduction of
terms and concepts, likely encourages simultaneous acqui-
sition and processing of the new information and opens
connections to existing knowledge frameworks (Lawson,
1995). Such opportunities for students to observe, interpret,
discuss, and cognitively process geological features and
processes can easily be interleaved within lectures (Reynolds
and Peacock, 1998). This method highlights the important
role of the central executive in the integration of information
from dual stores. Integration does not happen automatically;
therefore, scaffolding may support learning by guiding
student’s integration process. Even students who can store
large amounts of information may struggle with trying to
integrate that information into a single model. Scaffolding
can provide students with a guide for what information to
integrate and how to integrate correctly.

One consolidation approach that is particularly consis-
tent with the principles of multimedia learning is to have
students construct one or more concept sketches (Fig. 2). A
concept sketch is a simple sketch annotated with complete
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sentences that describe features, processes, and interrela-
tionships (Johnson and Reynolds, 2005). As such it employs
a multimedia mix of a figure and text, with text closely linked
(typically by leaders) to specific parts of a figure. The activity
draws on the various ways scientists use sketching to help
support reasoning about spatial aspects of concepts in
geosciences (Tikoff, 2014; Gagnier et al., 2016) and the
sciences more broadly (Ainsworth et al., 2011). A concept
sketch requires learners to use both cognitive channels and
stores within the working memory system (e.g., phonolog-
ical loop and visuospatial sketchpad), facilitating deeper
learning of geoscience concepts. Many geoscience courses
currently deploy concept sketches for learning and assess-
ment (Johnson et al, 2009). For example, an entire
geomorphology course—lecture, lab, homework, and field
trips—was redesigned around concept sketches, with
impressive results (Reusser et al., 2012). Concept sketches
may help to relieve some of the storage components of
working memory, but they also provide students with a
tangible representation of the propositional relations in their
mental model. Offloading working memory by putting
things onto paper relieves storage demands and facilitates
integration by creating a singular representation that
encompasses key elements. Although concept sketches can
be used for formal assessment, they also provide opportunity
for self-assessment and self-explanation, which can be
important for updating long-term memory representations
(Ainsworth and Loizou, 2003).

A working memory approach to diverse classroom
activities can guide education design (McKeachie and
Svinicki, 2006). The research by Mayer et al. (2001) suggests
that out-loud narration of figures, the main activity in many
lectures, is consistent with the principles of multimedia
learning. Likewise, web pages accompanied by narration
lead to more learning than do those with an overwhelming
amount of text (Clark and Mayer, 2003). During narration of
figures, textual information enters the brain via the ears and
is held and rehearsed by the phonological loop, whereas
simultaneously any images are sensed through our visual
system and are held for processing by the visuospatial
sketchpad. If the learner instead has to read words from a
slide, then the text component and image have to compete
for space in the visuospatial part of working memory. The
redundancy principle (Mayer, 2005) suggests that including
lengthy text, such as long bullet lists, containing the same
information as the narration will actually decrease the
amount of learning. The suggestion that long unbroken
lectures be avoided also applies to explanations at the start of
a lab class or introductory expositions before a field trip stop.
In both these cases, the amount of information from a long
verbal explanation will likely overwhelm the capacity of the
working memory system and result in cognitive overload
and decreased learning. Shorter, segmented, or scaffolded
introductions in any setting are more consistent with the
cognitive principles summarized in this paper. In sum,
overloading the stores will overload the integration process.
By removing redundant information, students can allocate
more resources to integrating.

Printed curricular materials, such as textbooks, lab
manuals, and handouts, can also be designed in a way
consistent with the results of cognitive research. Figure 3
shows an example of geoscience material explicitly designed
using the principles of multimedia learning and cognitive
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What Is the Significance of an Unconformity?

EROSION SURFACES CAN BE BURIED AND PRESERVED beneath later deposits. These buried erosion surfaces,
called unconformities, can represent large intervals of time missing from a rock sequence. They provide a glimpse
of the shape and longevity of ancient landscapes, as was recognized by James Hutton at Siccar Point. There are
three types of unc ities: angular unconformities, nonconformities, and disconformities. What do these features
look like, how do they form, and what do they tell us about past geologic events?

What Does an Angular Unconformity Represent?

Erosion surfaces, formed in the past, can be buried and preserved within a sequence of rocks. If underlying rocks are
tilted before formation of the erosion surface, the unconformity is an angular unconformity.

2. Later, the sea withdraws and the Ime-
stone beds ara folded. As the folded beds
afe uplifted, they are beveled by eroskon, n
this Gase by two streams. This results In
tited beds being exposed on the surface.

1. A gray imestone & deposted
under the sea In nearly hortzon-
tal lavers. The blue In the figure

below represents water.

3. A conglomerate s deposited over the eroded

beds, forming an unconformity. If the underying
layers have been Blted, as In this @xample, It Is an
angular uncorformey. Titing can be associated
with anticines, synciines, and tlted fault blocks,

TageaLayers s

Unedntomty

5. Tha same unconformay (separating
10cks that 3@ more than 1 biflon years
oid from those that are less than 550 mil
llon years okd) Is exposed across many
parts of the United States and s called
the Great Unconformity. In this view (A}
gently tited sedimentary layers uncon-
formably overiie verncal layers within tha
underlying metamerphic rocks. The time
represented by the unconformity s 1.3 bi-
fion years (from 1.7 billon years below 10
400 millon years above),

A 4. Examine this photograph of the easterm Grand Caryon. There is an angular unconformity
between tilted layers below and nearly flat-ying layers (beds) above. The rocks below he
unconformity are appraximatedy 1,100 million years (1.1 billon years) old, wheraas those above are
540 millon years ok There Is 3 lang tme span epresented Dy the unconformity, for which theee &
o record, except that there was titing foilowed by eroston, before deposition of the upper layers.
Other events could have—and di0—occur, but we have no record of them at this sie.
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Earth History [

B How Does a Nonconformity Form?
Some erosion surfaces form on top of rocks that are not layered, especially igneous rocks like granite. This type

of unconformity is called a noncanformity. oe—

4 The formation of a nonconfor-
mity begins when 3 granite, of
other neniayered rock, Is formed 3t
depth and uplifted. Maters! that
waas once on op Is eroded away.
expasing the granite o westhering
and erosion at the surface. Weath-
ering can form solls and other
weatharing products, ika th rad-
dish 20ne of sand, clay, and lron
cidas shown haro

< Subsequently, conditions change,
and the erosion surfaca is burled by

granie. Ulimataly, the sediment

Infles into sandstone and con-
contact between
the granite and overlying sedimen- A This nonconformity has dark sandstone over n granite.

tary fock s 3 nonconformity. It s the same Graat Unconformity 3 shown on the preve-
ous page, but here % overlies granite instead of layered

and tiked metamorphic of sedimentary focks

What Is a Disconformity, and What Does It Indicate About an Area’s History?
If rock layers are not tilted before they are overlapped by younger layers, but the boundary still represents millions of
years of time, the contact is a disconformity. A disconformity can involve erosion or just a long time period with little
or no deposition. Disconformities may be overlooked because they are parallel to rock layers.

1. The first stap In the development of a 2. Next, the rock Is exposed at tha surface 3. Aftar some time, secimentation resumes,
disconformity Is deposition of hofzontal ly-  because the region Is Uplfted of because sea  and the surface of older rock & eventually
@rs producing sedimentary rock. In tha figure  leval drops. Sedimentation stops, and weath-  buriad by 3 younger fayer of sadimant, form-
above, the Layers are Iimestone but codd e enlng and erosion affect the now-exposed Ing a disconformity. This new Layer can be
any type of sedimentary rock. land surface. depositad by water or can ba depasited on
1and, perhaps as sand dunes In a desert

4. This photograph, colored
Sghly for emphasts, shows
thvee saries of 10ck layers
separated by two discon-
formities, One disconformity
s above the reddish lens of
sedmentary rocks i the
middie of the photograph,

Before You Leave This Page
Be Able To

Sketch an angular unconformity, 3
nonconformity, and a disconformity,
and describe what saquence of
events is implied by each.

and an older disconformity is
below the redcish lens.

FIGURE 3: Example textbook excerpt designed according to multimedia learning principles (from Reynolds and

Johnson, 2015).

load. These pages feature inclusion of a figure for every
important concept (to support the working memory system
integrating abstract conceptual and visual information), tight
integration of text and figures (spatial contiguity principle),
elimination of redundant text (no columns of text and figure
captions), no extraneous stories (coherence principle), and
delimiting material into discrete blocks (e.g., two-page
spreads and subsections) to limit cognitive overload. The
design principles align to facilitate the central executive’s
integration of the key concepts into a coherent mental
model. Imagine you are a student reading this same
information as columns of text that are separated from the
figures and being forced to jump back and forth from text to
figures, perhaps several pages apart. Clearly, it is less
cognitively demanding to digest the information in inte-
grated text and figures, and eye tracking studies with such
material support this and document increased student
learning compared to traditional material arranged in long
columns of text (Busch et al., 2010b). As summarized earlier,
research in other disciplines implies that such materials
would especially help students with low working memory
capacity, but this has not been directly tested and is an
important next step in developing evidence-based design
practices.

An important issue in course design and implementa-
tion is that some people have more working memory
capacity than others (Engle, 2002). Typically, the more
working memory capacity a person has, the better that
person’s performance on academic tasks, such as problem
solving and reasoning (Engle, 2002) and the better he or she
is at learning with complex materials such as multimedia
(Wiley et al., 2014). Thus, one might imagine that those with

higher working memory capacity would be best equipped to
deal with the difficulties associated with complex geological
learning materials. However, individuals with lower work-
ing-memory capacity are thought to have limited capacity
for processing complex material to begin with, which means
that the demands of complex tasks required in geology may
shrink this available capacity below the level needed to
successfully solve difficult or novel problems. Thus, it follows
that supporting effective integration of complex concepts
will broadly support student learning.

DIRECTIONS FOR FUTURE GEOSCIENCE
EDUCATION RESEARCH

Future work in the geoscience education research
community should move toward developing a science of
learning program that focuses on the role of working
memory in science education. Based on findings from
well-developed science of learning research programs in
areas such as mathematics and physics, we identify a few
priorities for future investigation in the geosciences. In
particular, these priorities aim to provide the community
with specific teaching and learning strategies for geoscience
instructors that may take into account working memory.

Some instructional strategies are more or less effective
for particular individuals depending on their specific abilities
(Snow, 1989)—this concept is referred to as aptitude by
treatment interactions (ATIs). The ATI framework suggests
that optimal learning can occur when the instruction is
matched to the aptitude or ability level of the learner. Highly
structured or scaffolded treatments may be optimal for low-
ability or low-knowledge students, whereas low structured
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or minimally scaffolded treatments may be best for high-
ability or high-knowledge students (Snow, 1989). Identifying
potential ATIs for working memory is critical for evaluating
any material designed to support working memory. As
geoscience educators and researchers continue to investigate
methods for improving learning in their courses, collabora-
tive efforts should be made to include cognitive skills
measures in their designs. By including measures of working
memory capacity and other cognitive skills, such as spatial
thinking, the community can begin to identify students that
need the most support and implement teaching and learning
strategies that are most effective for these individuals. In
addition, the community can begin to more clearly identify
which consolidation approaches (i.e., sketching, gesturing,
modeling, etc.) are best for offloading working memory and
supporting integration processes.

An important conclusion from our consideration of
working memory and cognitive load is the following:
students with low working memory capacity are those least
likely to learn from traditional classrooms that are dominat-
ed by long, continuous lectures without consolidation breaks
or other opportunities for integration. Such instruction often
overwhelms these students” working memory capacity,
overloading stores and the central executive. In contrast,
instruction that features active learning and consolidation
exercises may allow students with low working memory
capacity to self-regulate so that they are less likely to
experience cognitive overload and therefore are more likely
to learn. In other words, well-structured active learning may
be most beneficial to those students who are most
challenged by STEM courses.

Another potential direction for future research is to
consider the role of expertise and cognitive skills in
geoscience learning. While working memory is important
in many every-day and academic endeavors, it is not
necessarily required for all cognitive operations. For exam-
ple, making your favorite recipe may be carried out with little
or no reliance on working memory, because it can be
completed in a fairly automatic fashion and the basic steps
can be retrieved almost effortlessly from memory. The
working memory system is needed, however, when new or
current task goals conflict with these automatic processes.
For instance, if you are missing an ingredient it may require
you to alter the original recipe. In this case, it is important to
keep the task goal actively maintained in order to override
the automatic response of making the original recipe. If
maintenance of the goal is lost, it is likely that one could be
halfway through the wrong recipe before realizing it. In this
example and more broadly, working memory is engaged
when control is needed to overcome automatic tendencies.
More specifically, working memory is needed when main-
taining new or novel information is critical for completing an
activity. This may be even more critical when there is
considerable distraction, either external (e.g., a noisy
classroom full of other students) or internal (e.g., thoughts
about an upcoming exam in another class).

Research on the relationships among spatial skills,
working memory, and disciplinary reasoning skill in experts
has found little relationship between spatial skill and
disciplinary skill and between working memory and
disciplinary skill (Hambrick et al., 2012). This finding
suggests that when a disciplinary skill is well learned (e.g.,
geological mapping), general cognitive resources may not be
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the principle determinant of how well an expert performs on
the task. However, this does not mean working memory and
spatial thinking are irrelevant—they are likely to play a role
when the expert is working on a novel problem. The
implication here is that the same strategies for supporting
working memory, such as offloading working memory with
sketches, gesturing, and models, could be employed to
support disciplinary discovery. This suggestion highlights
the opportunity for geoscience education to build upon prior
work on spatial thinking skills, another important individual
difference variable, to understand how the complex spatial
and spatiotemporal processes are understood and reasoned
about.

Here, we focus on learning as the interplay of cycles that
construct understanding and the role of the mind in that
process. We are confident that individual differences in
capacity are important for educational design. Subtle design
decisions may be guided by a detailed understanding of the
nature of working memory processes. For example, there
appear to be separable spatial and verbal working memory
processes. Both types are surely relevant for science learning,.
As the role of working memory in geoscience learning
becomes clearer, we anticipate a cycle of research and
development that is informed by, and in turn will inform,
cognitive science’s theories of working memory.
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